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Preface

The 2015 International Symposium on Pervasive Computing Paradigms for Mental
Health – MindCare was held at the Istituto Auxologico Italiano, in Milan, Italy, during
September 24–25, 2015. The symposium focused on the use of technologies in favor of
maintaining and improving mental well-being and it brought together the community of
researchers and practitioners from technological, medical, and psychological
disciplines.

In its five editions, MindCare has gathered scientists from more than 30 countries
creating a strong community that shares a common passion for building new computing
paradigms and for addressing the multitude of challenges in mental healthcare.
MindCare 2015 in Milan covered a diverse set of topics in psychiatric and psycho-
logical domains while featuring a wide span of new technologies, from video and audio
technologies to mobile and wearable computing. Two distinguished keynote speakers,
namely, Prof. Rosalind Picard and Prof. Giuseppe Riva, discussed the multidisciplinary
challenges and potentials of using technologies in monitoring and maintaining mental
health.

February 2016 Silvia Serino
Aleksandar Matic

Dimitris Giakoumis
Guillaume Lopez
Pietro Cipresso
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All That Stress



Helping Women with Breast Cancer to Cope
with Hair Loss: An e-SIT Protocol

Daniela Villani1(&), Chiara Cognetta2, Davide Toniolo2,
and Giuseppe Riva1,3

1 Department of Psychology, Catholic University of Sacred Heart, Milan, Italy
{daniela.villani,giuseppe.riva}@unicatt.it

2 Department of Medical Oncology,
“G. Salvini” Rho General Hospital, Milan, Italy

cognettachiara@gmail.com,

dtoniolo@aogarbagnate.lombardia.it
3 Applied Technology for Neuro-Psychology Lab,

Istituto Auxologico Italiano, Milan, Italy

Abstract. The emerging convergence of technology and health care is offering
new methods and tools to help people cope with stressful upcoming events. To
address the distress of chemotherapy and of alopecia in particular, and to facil-
itate anticipatory coping, we developed a two weeks e-health protocol based on
Meichenbaum’s SIT intervention for helping women undergoing chemotherapy
to cope with impeding hair loss. The paper aims to present the e-SIT protocol as a
promising approach to facilitate coping and adjustment in breast cancer patients.

Keywords: e-health � SIT � Breast cancer � Hair loss � Coping � Well-being

1 Introduction

Chemotherapy treatment for breast cancer patients can have a profound impact on
appearance, and is often experienced as distressing. Actually, hair loss is, for many
patients, an unavoidable aspect of their chemotherapy treatment. According to a recent
review [1], firstly, chemotherapy-induced hair loss is considered to be the most
important side effect of chemotherapy. It is frequently ranked among the first three for
breast cancer patients [2, 3], together with nausea and fatigue [4, 5]. Secondly, it is
described by breast cancer women as causing distress and as being traumatizing [6–10]
and may even be considered emblematic of the treatment and of cancer itself [7, 9, 11].
Thirdly, there might be an impact on body image [12] and self-esteem although not all
studies reported this association. Indeed, while it is difficult to tease out whether
differences in body image, self-esteem, or self-concept result from alopecia specifically,
or more general adjustment to a cancer diagnosis and chemotherapy treatment, it is
commonly recognized that many women experience a range of distressing side effects
from chemotherapy treatment, including alopecia, which has a significant impact on
their psychosocial well-being.

Some studies suggest that side effects are not experienced as distressing as patients
can anticipate them [13–15]. However, up to now just a few studies have been focused

© Springer International Publishing Switzerland 2016
S. Serino et al. (Eds.): MindCare 2015, CCIS 604, pp. 3–12, 2016.
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on the anticipation and preparation for an altered appearance [13]. Thus, the process of
preparing patients for hair loss is a significant challenge for healthcare professionals.
This preparation could be seen as a form of anticipatory coping - coping which
involves the preparation for managing the stressful consequences of an upcoming
event, which is likely or certain to occur [16]. Anticipatory coping could involve some
activities like resource accumulation (information etc.), initial appraisal (assessment of
the impact of the event), initial coping efforts (activities to prevent or minimize the
event) and elicitation and use of feedback.

This type of coping might be effectively integrated within interventions aimed to
help people to manage stressful or difficult events related to illness, such as hair loss
due to chemotherapy. Frith and colleagues [13] demonstrated that the active man-
agement in coping with impeding hair loss allows women to gain control over their
situation. Control and management of negative emotions represent central concepts in
psychological theories of well-being, adjustment and coping [17].

Stress inoculation training - SIT - [18, 19] represents a validated short,
semistructured, and active approach to help people coping with difficult and specific
situations. SIT is a type of training conceived to prepare individuals for stressful events
by helping them in diminishing the potential for a negative cognitive, psychological,
and behavioral reaction. SIT is based on the premise that to effectively manage stress, it
is crucial to change the way people see the events and how to use their own coping
skills. Thus, it is generally implemented through gradual and repeated exposure to the
elements previously identified as stressors. The clinical rationale behind this approach
is to ‘‘inoculate’’ the stressor in person’s experience, in combination with the acqui-
sition of effective coping skills, so that people could be prepared when they will
encounter similar situations in daily life.

In fact, people experience stress when perception of their own skills does not
balance the perception of difficulty of the environmental requirements. According to
Cohen and colleagues [20], psychological stress occurs when people perceive that
potential situational threats exceed their adaptive capacity.

SIT has been already validated in clinical contexts, to help patients in facing
particularly strenuous conditions [21]. It has also been applied to cancer patients and
post-treatment observations indicated that the stress inoculation techniques were ben-
eficial in altering anxiety-related behaviors [22].

The general objectives of SIT are threefold and are related to the three phases of the
protocol:

(1) SIT aims to change the maladaptive stress response of the individual, thanks to
the acquisition of knowledge and the understanding of stress process. Thus, the first
phase, named conceptualization, aims at making individual aware of the transactional
nature of psychological stress [23] by giving general information about the main stress’
effects and symptoms that could appear in specific stressful situations.

(2) SIT aims to develop an activity of self-regulation. Thus, the second phase, named
skill acquisition and rehearsal, aims at teaching individual to manage emotions and
maladaptive behaviors as well as learn new active coping skills. In accordance with
Murphy [24], the combination of different strategies may yield better stress management
than single-strategy programs. Specifically, relaxation practices [25] and breathing tech-
niques, and mindfulness meditation programs [26] can be easily integrated in this phase.

4 D. Villani et al.



(3) SIT aims to explore and modify dysfunctional cognitive appraisal related to
stressful events. Thus, the last phase, named application and follow-through, aims at
increasing self-efficacy [27] by helping individual to use the acquired coping skills in
real contexts. The acquisition of specific skills of stress management during the
mediated experience can promote the sense of personal self-efficacy and prepare people
to cope with real stressful situations. According to Bandura’s [28] theory, once
established, self-efficacy tends to generalize to other situations. Indeed, once acquired,
these competencies assigned to internal factors become a means to the management of
stressful situations and they can be transferred and applied to other contexts.

2 Integrating Technologies in Psychological Interventions
to Cope with Chemotherapy

The emerging convergence of technology and health care is offering new methods and
tools to help people cope with stressful upcoming events. According to Botella and
colleagues [29] computer assisted therapy [30] and Web 2.0 [31] have demonstrated
their potentiality in supporting psychological interventions. More, as claimed by the
Positive Technology approach, advanced technology offers several affordances for
improving the quality of our personal experience to promote well-being [32]. Thus, the
main objectives and the three stages of SIT have been recently implemented in
cyber-interventions based on SIT methodology (cyber-SIT), which utilize advanced
technologies to create simulations to teach individual how effectively cope with psy-
chological stress [33].

Specifically, the use of advanced technology may efficiently support all the three
phases of SIT. As far as the conceptualization phase, the multimedia presentations
where information is enriched and distributed through images, animations, sound,
voice, and written text can enhance the understanding of the transactional nature of
stress, and its main causes and effects [34]. With respect to the skill acquisition and
rehearsal phase, advanced technologies could guarantee participants meaningful
experience in interactive environments and can help individuals in acquiring effective
coping skills. Relaxation practices and meditation programs could be effectively
integrated in mediated experiences characterized by natural and restorative settings
where participants can do specific exercises [33, 35]. Finally, as far as the application
and follow-through phase, digital environments can be used for patients’ exposure to
stressful stimuli with often equal therapeutic benefits to in vivo exposure [36] and/or
superior to other methods such as guided imagery [37].

According to the results of a recent systematic review [38], cyber-SIT appears to be
a promising clinical approach, and there are interesting researches that effectively
combined traditional SIT clinical protocol within advanced technologies. Villani and
colleagues tested the effectiveness of a cyber-SIT delivered through mobile phones by
comparing it with a control group (neutral video through mobile phones) in a sample of
oncology nurses [39]. Results showed psychological improvement of the experimental
group in terms of anxiety state, anxiety trait reduction, and coping skills acquisition.

Computer-based approaches and imagery interventions, as well as patient educa-
tion, have been found to be effective for a number of conditions suggesting the
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potential benefits of similar applications for alopecia [40–42]. Recently, the process of
preparing patients for hair loss has been supported through a computerized hair
imaging software which allowed women to see themselves with a new hairstyle/
without hair prior to change has been tested [43]. Based on concepts related to guided
imagery and anticipatory grief, this intervention aimed to aid women in coping with
anticipated treatment-related alopecia and promote self-acceptance. The HAAIR (Help
with Adjustment to Alopecia by Image Recovery) system was assessed as a useful
educational resource creating a realistic experience of hair loss and confrontation with
baldness.

Integrating technologies in psychological interventions focusing both on the
physical side effects and on the emotional and psychological aspects related to
chemotherapy could represent a promising approach to facilitate coping and adjustment
in breast cancer patients.

3 The e-SIT Protocol

In an effort to address the distress of chemotherapy and of alopecia in particular, and to
facilitate anticipatory coping, we developed e-health protocol based on Meichenbaum’s
SIT intervention [19] for helping women undergoing chemotherapy to cope with
impeding hair loss.

The e-SIT protocol last two weeks and details are presented in Table 1.

Table 1. e-SIT protocol: phases, objectives and proposed experiences

SIT phase Objective Proposed experience

Conceptualization
phase

(session 1)

The aim of this phase is to
increase knowledge about the
upcoming situation and its
psychological impact.

At this stage breast cancer women
are invited by the psychologist to
reflect on the nature of the
psychological stress due to
disease and upcoming treatment
in order to achieve a greater
consciousness about its main
components. Furthermore, in this
session patients experience a
live-video simulation of a
chemotherapy session that they
will receive within a few weeks.

Patients are encouraged to pay
attention to perceived threats,
concerns and provocations as
problems-to-be-solved and to
identify which aspects of the
situations and of their reactions
are potentially changeable.

(Continued)
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Table 1. (Continued)

SIT phase Objective Proposed experience

Skills
acquisition
and rehearsal
phase

(sessions 1–7)

The aim of this phase is to provide the
opportunity to learn psychophysical
coping strategies.

At this stage women start the
online experience. The
multimedia experience
includes seven 25 min
sessions to see once a day.
Each session includes two
parts. In the first one, patients
can watch live-video
interviews with women who
have gone through breast
cancer experience, with
particular attention to their
expectations and emotions, to
chemotherapy side effects and
to strategies to cope with
changes. Specifically,
interviews are focused on
these areas:

Expectations: the video
investigates women’
expectations and knowledge
before starting chemotherapy;

Emotions: the video explores
women’ emotional experiences
related to disease and how
women have managed them;

Chemotherapy side effects: the
video investigates the side
effects women have to deal
with after treatment;

Hair-loss: the video explores the
meaning of hair loss and
related changes in the
appearance perception;

Change: the video explores the
impact of illness and therapies
on several aspects of women’
life (physical, psychological,
social, and working);

Activity: the video focuses on
the potential activities that
women can do during the
treatment;

Suggestions: the video aims to
offer a new perspective,
highlighting that some women

(Continued)
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Table 1. (Continued)

SIT phase Objective Proposed experience

recognize also positive aspects
related to disease experience.

In the second part, a relaxation
and meditation experience is
proposed. Specifically, a
natural relaxing video is
integrated with narrative audio.
Exercises are based on muscle
progressive relaxation
(focusing on legs, arms,
abdome, shoulders, face, front,
etc.) [25] and breathing. More,
the narrative includes
Mindfulness inspired strategies
[26], such as thought
contemplation and detached
mindfulness, useful to be
aware of one’s thoughts and
emotions associated with them,
and to look at the problem
from a different perspective.

Application
and follow -
through
phase

(sessions 8–10)

The aim of this phase is to expose
women to the effects of the
imminent chemotherapy and to
verify their acquisition of coping
skills to effectively manage the
stressful upcoming event.

Women continue the online
experience. Also in this case,
each session includes two
parts. First, video-live of
breast cancer patients’
interviews currently
undergoing chemoterapic
treatments - both with and
without wigs - are presented.
In this way women directly
deal with changes due to
illness, chemotherapy and
related side effects. In
addition, suggestions
proposed by other patients
offer the chance of anticipate
possible solutions to problems
they will have to cope with.
Second, supported by a
natural relaxing video
integrated with narrative
audio, women are encouraged
to apply relaxation and
meditation strategies acquired
in the previous phase sessions.

8 D. Villani et al.



The e-SIT protocol will be delivered by using a website (www.conilsenodipoi.it).
Participants will be given access to the intervention for a period of 14 days. Upon log-in,
a welcome page will appeared, providing information on what to expect within the
online intervention. The psychologist researchers’ personal contact will be provided for
coping both with technical and psychological difficulties. Thanks to Internet, women
can follow the intervention in their own comfortable, familiar surroundings [44].

Figure 1 shows the protocol flow.

Oncologists will propose the research to all breast cancer patients, which is offered
chemotherapy, fulfilling the following inclusion criteria: diagnosis of breast cancer
radically operated; negative staging for distant metastases; suitability for adjuvant
chemotherapy with anthracyclines and taxanes. The trial will include fifty women with
age between 30 and 70 years that will be randomized to two groups. The experimental
group will follow the e-sit protocol as an adjunct to treatment as usual for two weeks.
The control group will receive the usual care for two weeks.

The assessment will be realized in two moments. Before and after each online
session, the emotional state of patients will be evaluated online through a Visual
Analogue Scale (VAS). At the begin and at the end of the protocol the pre-intervention
and post-intervention assessment will be performed. The psychologist will meet
patients and will propose them several questionnaires aiming to assess their psycho-
logical well-being, adjustment to disease, emotion regulation skills and satisfaction
about their body.

To conclude, the e-SIT protocol represents a promising approach to help women to
cope with the stressful experience of chemotherapy and specifically with hair loss.

Nevertheless, controlled studies should test the effectiveness of the approach and
compare it with treatment as usual.

Acknowledgments. This study has been supported by Catholic University of Sacred Heart of
Milan (D3.2 Tecnologia Positiva e Healthy Aging - Positive Technology and Healthy Aging,
2014).

Fig. 1. E-SIT Protocol flow
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Abstract. Previous research has indicated that physiological signals can be used
to detect mental stress. There is however no consensus on the optimal algorithm
for this detection. The aim of this study is to compare different machine learning
techniques for the measurement of stress based on physiological responses in a
controlled environment. Electrocardiogram (ECG), galvanic skin response
(GSR), temperature and respiration were measured during a laboratory stress test.
Six machine learning techniques were investigated using a general and personal
approach. The results show that personalized dynamic Bayesian networks and
generalized support vector machines render the best average classification results
with 84.6 % and 82.7 % respectively.

Keywords: Stress monitoring · Physiology · Machine learning

1 Introduction

There is growing world-wide awareness of the problems caused by long-term stress,
such as depression, burn-out and cardiovascular disorders [1, 2]. To tackle these prob‐
lems there is an urgent need for an objective, continuous and personalized stress meas‐
urement technique.

Currently, mainly questionnaires are used to measure stress in real-life and outside a
laboratory context. However, this technique does not allow for continuous monitoring and
often suffers from biases such as demand effects, response and memory biases. Therefore
the focus has shifted towards measuring bodily responses as indicators of stress. These
include biochemical responses such as cortisol and epinephrine, and physiological
responses such as galvanic skin response (GSR), heart rate variability (HRV), skin temper‐
ature, respiration and muscle tone. Although biochemical indicators have shown to corre‐
late with stress [3], these are not ideal since the measurement techniques are intrusive and
can therefore not be done in a continuous manner. The physiological signals however can
be measured continuously and have gained great attention from the research community.
Karthikeyan et al. [4] classified stressful and not stressful events based on HRV features
achieving a classification accuracy of 79.2 %. Others apply a combination of different
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sensing modalities. Wijsman et al. [5] use a combination of HRV, respiration, GSR and
muscle tone of the upper trapezius muscle to discriminate between states of stress and rest
in working environments. Analysis using generalized estimating equations yielded a clas‐
sification accuracy of 74.5 %. Healey and Picard [6] differentiate three levels of stress with
an accuracy of over 97 % using a combination of HRV, GSR, respiration and electromyo‐
gram features extracted from the raw signals using a Fisher linear classifier.

Large differences exist among classification accuracies from different studies. This
is mainly due to three aspects of the studies being the experimental design, the sensor
quality and the analysis methods. The focus of the current study is on the latter aspect.
In many research linear discriminants, generalized estimation equations or support
vector machines have been used to classify rest and stress states [5–8]. Other, more
recent, research has focused on probabilistic machine learning techniques such as Baye‐
sian networks [9, 10]. Sharma and Gedeon [11] report an overview of different compu‐
tational techniques for stress classification based on results from different studies
conducted under different experimental designs, sensors and physiological parameters.
Although this comparison can provide significant insight in which are good modeling
techniques, up to our knowledge there is no direct comparison of modeling techniques
that result in the optimal algorithm to employ for stress detection. Furthermore in most
research one general model is developed for all subjects. Literature and experts however
agree that physiological responses to a stressor differ among subjects, e.g., the difference
according to gender [12].

This study sought to compare several computational techniques for classifying stress
based on physiological parameters within the same study design. Additionally, both
generic and personalized models will be compared.

The main contributions of this paper are

1. We set-up a representative experimental protocol with control for physiological
responses due to speech

2. We evaluate and compare the results of different data analysis techniques for stress
modeling in comparison to rest

3. We compare the results of generic and personalized models for stress detection.

2 Materials and Methods

A controlled experiment was conducted to investigate the effect of stress on physiolog‐
ical parameters. The Medical Ethical Committee of KU Leuven approved the protocol
and analysis methods of the experiment. In this section, the protocol and the sensing
modalities are described. Furthermore, the feature list used for detection is described.

2.1 Data Collection

Experimental Protocol – Twenty healthy participants, 10 males and 10 females
volunteered to participate (mean age = 40 ± 10 years). Test subjects did not suffer
from any psychological or physical disease. Experiments were conducted in a quiet
room using a standard desktop computer.
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Figure 1 presents the timeline of the experiment. During the preliminary phase the
participant completed some general questionnaires and the sensors were attached. The
test phase included three stress tasks of two minutes each. As a first task, a Stroop Color-
Word test [13] was presented. Color words were written in an incongruously ink color,
e.g., the word red was written in the color blue. Participants had to respond with the real
ink color, e.g., blue in the previous example. A math test was performed as second task.
In the third task, participants were instructed to tell about an emotional or stressful event
in their life. To induce additional stress the experimenter could intervene by saying
‘wrong’ or ‘faster’ during the first two tasks. To control for the physiological response
due to speaking, an additional counting task was included where the participant had to
count out loud from zero to hundred. This task was performed twice: once before the
Stroop test and once after the stress talk, separated by a two minutes rest phase. All parts
during the test phase take two minutes, except for the counting blocks which are
dependent of the participant’s pace of counting and the first resting block which serves
as a baseline and takes four minutes. During the finishing phase the participant
completed a retrospective questionnaire where his/her stress levels during each task were
rated on a five-point Likert scale.

Fig. 1. Experimental protocol: three stress tasks and two counting tasks with a resting period
between all tasks. Every task takes 2 min, except counting which is depending of the pace of
counting and the first resting block which serves as a baseline.

Physiological Recordings – Two sensors were used. The first was the imec Necklace,
a wireless electrocardiography (ECG) sensor for research use developed by imec [14].
With this sensor single-lead ECG in a lead-one configuration was recorded at a sampling
frequency of 256 Hz. The second sensor was the NeXus 10 – MK II (Mind Media,
Herten, The Netherlands). This sensor was used for the measurement of GSR and
temperature at the fingertip and respiration using a chest belt. All NeXus signals were
measured at a sampling frequency of 32 Hz.
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2.2 Feature Computation

A comprehensive set of 22 features have been used, corresponding to features that have
already been used in earlier publications on the expression of stress. For each sensing
modality, features have been calculated on a sliding window of 30 s with 29 s overlap.
ECG has been characterized with heart rate and heart rate variability, the latter consid‐
ered in both time and frequency domain. GSR features are based on tonic and phasic
responses. Temperature has been characterized using the mean value and standard devi‐
ation for each window, and the corresponding slope. Finally, respiration has been char‐
acterized as energy of several frequency bands. The complete list of features is reported
in Table 1.

Table 1. List of features computed for each sensing modality

Nr. Feature Abbreviation Extracted
from

Ref.

1 The root of the mean of the sum of the squares of differences
between normal to normal beat intervals

RMSSD ECG [4]

2 Proportion of the successive normal to normal beat intervals
that differ more than 50 ms

pNN50 ECG [4]

3 Proportion of the successive normal to normal beat intervals
that differ more than 20 ms

pNN20 ECG [4]

4 Mean heart rate mHR ECG [5]
5 Standard deviation of the normal to normal beat intervals SDNN ECG [5]
6 Low frequency band (0.04–0.15 Hz) LF ECG [5]
7 High frequency band (0.15–0.4 Hz) HF ECG [5]
8 Low frequency over high frequency band LFHF ECG [5]
9 Absolute second difference AbsDiff2 GSR [5]
10 Skin conductance level SCL GSR [5]
11 Ohmic perturbation duration OPD GSR [5]
12 Number of peaks Nrpeaks GSR [15]
13 Tonic component (0–0.16 Hz) mTonic GSR [15]
14 Phasic component (0.16–2.1 Hz) mPhasic GSR [15]
15 Mean temperature mT Temperature [16]
16 Standard deviation of the temperature stdT Temperature [16]
17 Slope of the temperature slopeT Temperature [7]
18 Mean respiration frequency meanRsp Respiration [5]
19 Energy band 0–0.1 Hz EB1 Respiration [6]
20 Energy band 0.1–0.2 Hz EB2 Respiration [6]
21 Energy band 0.2–0.3 Hz EB3 Respiration [6]
22 Energy band 0.3–0.4 Hz EB4 Respiration [6]
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2.3 Analysis Methods

A binary classification problem was considered with classes corresponding to rest and
stress periods. The reference stress profile contains stress during the three different stress
tasks and rest in the remainder of the experiment, including the counting parts. A feature
selection methodology based on correlation was used to eliminate features that are not
useful but can negatively affect the classification performance. For every feature the
correlation with the reference stress levels was calculated and all features with an abso‐
lute coefficient higher than 0.5 were retained. The feature selection procedure was
performed only on the training set (see Sect. 2.4). Six machine learning algorithms were
considered for evaluating the classification performance. The selection aims to cover a
comprehensive set of algorithms with both conventional, linear techniques and more
novel approaches. The algorithms are briefly described.

Logistic Regression (LR) – In LR the probability of the outcome of the stress vs rest
classification is modeled as a function of the features weighed by coefficients [17]. To
guarantee independent predictors, variables with an absolute correlation higher than 0.8
were eliminated.

Support Vector Machines (SVM) – SVM searches for an optimal hyperplane to
separate the data between features of stress and rest [18]. SVM uses a geometrical
transformation that projects the features into an infinite dimensional space where a
linear separation is found.

Decision Trees (DT) – DT learn structures underlying the data using hierarchical
partitioning [19]. Nodes of the tree represent splits, which test the value of an expression
of the attributes. The final branches represent the outcomes of the test. Each leaf node
has a class label associated with it.

Random Forests (RF) – RF is a combination of decision trees where each tree is built
using a random selection of data and features [20]. To decide on the number of trees to
be calculated the out-of-bag classification error is plotted in function of the number of
trees. In our experiment, we set the number of trees to 20 for the RF model.

Bayesian Networks (BN) – BN are directed acyclic graphs, where each node repre‐
sents a random variable, i.e., the features and stress levels, and edges represent direct
correlations between the variables. Each node is characterized by a conditional proba‐
bility distribution of the variable given its parents [21]. BN are static or dynamic.
Dynamic BN are identical to the static BN, but additionally model the temporal relation
of variables [10]. Therefore an additional edge is placed between the stress level at time
t − 1 and time t. To learn the structure a greedy search algorithm was employed, the
conditional distributions were calculated using maximum likelihood estimation. Junc‐
tion three inference was used for classification of the test set.

2.4 Models Evaluation and Performance Measures

For every machine learning algorithm, two models were trained, one using data from
all subjects, i.e., a generalized model, and one using only data of a specific subject, i.e.,
a personalized model.
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For the generalized models, a leave-one-out validation procedure was used. The
models were trained on the data of all, but one, participant and evaluated on the data
of this participant. For the personalized models a different approach was used. Since
stress accumulates over time and its physiological response does not return imme‐
diately to the original baseline [22], we have trained our models on the first two
stress tests and evaluated their performance on the last stress test, including the
stress talk. Using this validation approach instead of the usual cross-validation we
have been able to take the time-dependent nature of stress into account and to
provide more trustworthy performance indicators of the models.

Sensitivity (Stress Detection Rate) and specificity (Rest Detection Rate) were consid‐
ered as performance measures. These two measures will give a good understanding of
the classification performance in case of an unbalanced amount of rest and stress exam‐
ples. As overall performance measure, the average of these two measures was taken
instead of the usual classification accuracy. We define this measure as Average Detection
Rate (ADR).

3 Experimental Results

First a correlation-based feature selection was performed. For generalized models, 4
features were selected, mHR from ECG and SCL, mTonic and mPhasic from GSR. For
personalized models, the features selected varied according to person. On average 8
features were selected per person. The 5 features selected for the most participants are
mHR and mPhasic (84 % of participants), SCL and mTonic (80 % of participants) and
AbsDiff2 (74 % of participants). For no participant the following 5 features were
selected: LF, LFHF, EB1, EB2 and EB4.

Figure 2 represents the GSR of one participant. The light grey bars indicate the
counting periods, which have been included to control for the response due to speech,
the dark grey bars indicate the stress tests. GSR reacts in both areas which underlines
the importance of including a control for speech. The figure also highlights the time-
dependent nature of stress as after each task the GSR does not return to baseline.

Fig. 2. GSR response of one participant. Light grey areas indicate a speech task, dark grey areas
a stress task
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The classification results obtained by generalized and personalized models are
reported in Tables 2 and 3 respectively and graphically represented in Fig. 3. The average
and standard deviation for rest detection rate (RDR), stress detection rate (SDR) and
average detection rate (ADR) are presented. Most of the misclassifications for the rest
condition are situated in the counting task, due to the physiological response to speech.
Results indicate that overall the highest ADR is reached using personalized dBN
(84.6 %) and generalized SVM (82.7 %). Besides for dBN the personal approach did not
perform better than the general.

Table 2. Classification accuracy for generalized models (RDR = rest detection rate, SDR = stress
detection rate, ADR = average detection rate).

LR SVM DT RF sBN dBN
RDR (%) 93.2 ± 2.8 93.4 ± 3.2 88.6 ± 4.4 90.7 ± 4.1 91.2 ± 3.6 58.3 ± 14.8
SDR (%) 68.2 ± 13.6 72.0 ± 10.4 65.4 ± 8.1 67.6 ± 8.4 70.5 ± 14.0 90.2 ± 14.1
ADR (%) 80.7 ± 7.3 82.7 ± 5.8 77.0 ± 4.9 79.2 ± 5.1 80.9 ± 7.8 74.3 ± 10.3

Table 3. Classification accuracy for personalized models (RDR = rest detection rate,
SDR = stress detection rate, ADR = average detection rate).

LR SVM DT RF sBN dBN
RDR (%) 79.5 ± 20.4 77.5 ± 20.2 78.3 ± 18.7 79.1 ± 19.0 81.3 ± 21.2 87.7 ± 10.4
SDR (%) 72.5 ± 25.2 74.8 ± 25.8 69.2 ± 24.4 72.0 ± 25.4 77.0 ± 25.3 81.5 ± 21.9
ADR (%) 76.0 ± 10.7 76.1 ± 11.3 73.7 ± 12.6 75.6 ± 12.9 79.2 ± 13.7 84.6 ± 9.8

Fig. 3. Classification accuracy for generalized models (left) and personalized models (right)
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4 Discussion

To correct for the inherent physiological response due to speech, a counting task was
introduced before the first and after the last stress task. Experimental results show that
most misclassifications for the rest condition were situated in this area. This emphasizes
the importance of including regular speech in the experimental protocol. The feature
selection procedure indicated that mainly GSR-based features together with the mHR
are interesting with respect to the detection of stress in a controlled environment.

Comparison of the results in Tables 2 and 3 does not confirm the hypothesis that a
personal approach renders higher average detection rates (ADR) than a general
approach. This is only the case for dynamic Bayesian networks. However it can be
observed that generalized models have relatively low stress detection rate, compared to
rest detection rate. In most applications the main goal is to detect stress. Therefore
models with higher stress detection rates should be preferred. Furthermore it can be
observed that standard deviations for the personal approach are much higher than for
the general approach. This means that for some participants a very high ADR could be
reached, where for others the ADR was very low. Further analysis revealed that the
datasets with high and low ADR are not the same for different modelling techniques.
Future research should therefore investigate whether a further personalization in terms
of machine learning algorithm selection could be beneficial. Another improvement could
be made by merging the generalized approach with a subject-dependent feature calcu‐
lation as suggested in [23]. Finally a personalized method is capable of giving more
insight into the personal physiological stress response, e.g., the correlation-based feature
selection can give an indication of the person’s principal stress physiology. This can be
interesting for targeted treatment and relaxation techniques in order to overcome the
detrimental effects of stress on the human body.

The best classification results were obtained for the personalized dynamic (dBN)
Bayesian networks and the generalized support vector machines (SVM), with ADR of
84.6 % and 82.7 % respectively. It can be expected that dBN profit most from a personal
approach, as they are probabilistic, adapting models. On the other hand SVM are models
which are most capable of generalization as compared to the other techniques and there‐
fore can perform best in a general approach. The calculation of the dBN however is quite
time consuming and computationally heavy. The SVM method is much less effortful
and still gives reasonably good classification results. The downside of this approach
however is that it can be considered a complete black-box. This is not a problem in terms
of classification, but it becomes a problem when the goal is to gain insight in the phys‐
iological stress response. For that purpose BN are much more suited, due to their
graphical character.

Therefore in the future a distinction should be made based on the purpose of the
analysis. If the goal is to develop a fast algorithm for real-time stress detection, where
only information about stress or no stress is required, the support vector machines tech‐
nique should be considered the best choice. If the goal is to gain insight into a person’s
stress response a better option is to use dynamic Bayesian networks. Furthermore future
research should investigate whether the conclusions drawn from this controlled study
also hold for ambulatory studies.
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5 Conclusion

The goal of the study was to identify the optimal computational methods for stress
detection in a controlled environment. To this end an experiment was conducted in a
laboratory environment where participants had to fulfill three different stress tests. To
control for the physiological response to speech a counting task was introduced before
the first and after the last stress task. Six machine learning techniques were investigated
using a general and personal approach. It can be concluded that personalized dynamic
Bayesian networks and generalized support vector machines render the best average
classification results with 84.6 % and 82.7 % respectively. Based on characteristics
inherent to the methods, it is suggested to use dynamic Bayesian networks when insight
in the model is necessary and to use support vector machines when it is not.
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Abstract. Automatic detection of work-related stress has attracted an increas-
ing amount of attention from researchers from various disciplines and industries.
An experiment is discussed in this paper that was designed to evaluate the
efficacy of multimodal sensor measures that have often been used but not yet
been systematically tested and compared with each other in previous work, such
as pressure distribution sensor, physiological sensors, and an eye tracker. We
used the Stroop test and information pick up task as the stressors. In the subject
independent case in particular, signals from the combined (chair and floor)
pressure distribution sensors, which we consider the most feasible sensors in the
office environment, resulted in higher recognition accuracy rates than the
physiological or eye tracker signals for the two stressors.

Keywords: Stress � Activity recognition � Machine learning � Multi-modality

1 Introduction

Stress is the wear and tear that our minds and bodies experience as we attempt to cope
with our continually changing environment. In particular, stress at work can be very
expensive. It is identified as the second most frequently reported work-related health
problem in the world and believed to be the cause of more than half of all lost working
days.

The demands to office workers are sometimes too high and when they feel that they
cannot handle all of the demands based on their capabilities, they become stressed [1].
However, if they have enough time to recover from their stressed state, they will less
likely incur mental illness. So, it would be beneficial if the emotional states of office
workers could constantly be monitored in order to detect their levels of stress, since this
would make workers aware of their stress level and encourage them to have recovery
time. Moreover, this would assist their employers in preventing them from demanding
too much of them. For this purpose, the most important point is the feasibility of
implementing a stress recognition system in the office environment.

Sometimes stress recognition means to differentiate between ‘stressed’ and ‘re-
laxed’ state, but office workers are normally concentrating on their work, and thus, are
neither relaxed nor stressed. In other words, this is the state that people are in while
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doing a task without any stressors. So, we should add a new state, so-called ‘con-
centrated’ state, and be able to recognize between three states, which are ‘relaxed’,
‘concentrated’, and ‘stressed’. If we are able to differentiate between these three states,
we make an important step forward towards the automated recognition of stress states
in daily work.

There have been various modalities that were proposed for stress recognition,
including facial expression, speech expression (prosody), physiological signals, eye
movements, and postures. Among them, using postures is significantly advantageous for
long term daily use, especially in an office environment. First, they can be sensed
non-intrusively [2] and unobtrusively, unlike physiological signals, which means the
sensors themselves never make people stressed. Second, they can be sensed all the time
while people are at work, unlike speech or eye movements. Most eye movement sensors
can only detect eye gaze points which are inside the display. Third, postures can be
analyzed at a relatively coarse level, in comparison to facial or speech expressions,
which means they offer substantial benefits in terms of simplicity [2].

Pressure distribution sensor mats have garnered a lot of attention as sensor devices
suitable for posture detection in office environments. They have also been tested as
sensors for recognizing stress or emotions in publications [4, 7].

Stress and emotions are theoretically related to activities of the autonomic nervous
system (ANS) [3]. ANS activities are largely involuntary and generally cannot be easily
triggered by any conscious or intentional control. Therefore, physiological signals,
which are the results of these ANS activities [3], are considered as reliable signals of
stress and emotional activities. The same thing can also be said for some specific eye
movements, such as fixation or saccades.

These three modalities are respectively interesting for long-term stress monitoring,
in different reasons. These modalities have been used in previous work, but not yet
been systematically tested and compared with each other. It is beneficial to know which
modality or which combination of modalities is the best solution.

2 Related Work

In this chapter, we briefly review previous related work in terms of an argument about
the stress states to be classified, stress stimuli, and the sensor modalities used for
automatic detection.

Stress Stimuli. A Stroop test, especially a computer-based one, has been evaluated as
an effective stressor in previous work on automatic stress recognition [5, 6]. There are
two Stroop test versions, ‘congruent’ and ‘incongruent’. In the congruent test, a screen
containing a color name like “yellow” which is inked in the same color is shown to the
participant. In the incongruent test, a color name is also shown to the participant, but in
this case it is inked in a different color. For example the name of the color is “green”
but it is inked “red”. In both tests, the participant should answer with the name of the
color the word is inked with. In the incongruent test, she/he should answer with a
different word than she/he is looking at. This leads to stress resulting only out of the
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conflict between the recognition of the word and the color, and thus, does not depend
on the participant’s ability like it would be the case if calculations are used, so all
participants should be stressed at a nearly equal level.

More natural-like tasks that mimic typical office work have been used as mental
stressors. For example, text transcriptions, information pick up tasks, and expressive
writings were designed as mental stressors in [8]. The office work stressors are more
appropriately being evoked in these tasks. For these tasks, the stressors are also
designed to be typical for office work, such as time pressure and interruptions (by
phone calls or E-mails). These stressors force mental workloads on the participant. One
research [9] classified the workload factors that are common in many kinds of work
into [10] classes, and showed that the most important factor is time pressure. Relaxing
videos are typically used for inducing a relaxed state [8].

Modalities. Several studies showed that pressure distribution sensors are an effective
modality for recognizing stress by recognizing the participant’s posture [4, 7]. Typi-
cally, the pressure distribution on a person’s seat is sensed, and then the postures are
recognized from the sensor data. Finally, the emotional and stress states can be
determined using these recognized postures. Nevertheless, recent research has shown
that the pressure distribution data itself can be used to recognize stress, without needing
to first recognize the postures [4]. Furthermore, floor pressure distribution can be used
for emotion recognition [10]. Peripheral physiological signals [11, 12] have been
proven to be effective stress or emotion recognition modalities. Electro dermal activity
(EDA) is one of the most effective signals from among the physiological signals used
for stress or emotion recognition [12]. Blood volume pressure (BVP) and heart rate
(HR) are also preferred as stress or emotion recognition features [13]. Involuntary eye
movements, like saccades or fixations have also been investigated and shown to reflect
the activities of the central nervous system, and are related to stress and emotions [14].
So, eye movement signals, which can be tracked by eye tracker sensors, can also be
added as an effective modality for stress recognition.

3 Experimental Conditions

Stress Stimuli. We used the Stroop test and the information pick up task as the stress
stimuli. For the Stroop test, a congruent test is used for the concentrated state and an
incongruent one is used for the stressed state. The only difference between them is
whether there is a mismatch between the color and the word. There are six colors to
select. The time limit for an answer is three seconds and the whole duration of each test
is three minutes (Fig. 1).

The participant reads an HTML page with around 900 words for the information
pick up task. The participants are instructed to pick up 10 pieces of information from
that page. There are two conditions. First is to induce a stressed state using a 3-min
time limit as time pressure, emphasized by a timer shown on the display. The second
task is for the concentrated state without stressors.
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Sensors. Our setup includes three pressure distribution sensors (on the floor and on the
seat and backrest of a chair), an eye tracker sensor, and a physiological sensor. We used
SensingTex [15] sensors for the pressure distribution sensors. The seat and backrest
chair sensors have a 4.5-cm resolution with 8 × 8 pressure detection cells, and the floor
mat sensor is a 16 × 14 cells’ sensor. The sampling rate for all of these SensingTex
sensors was set to 20 Hz. With these three pressure sensors (chair seat, chair backrest
and floor), we are able to monitor the whole body movement of a person in a sitting
posture. Making these three sensors coalesce with other modalities is, at least in our
knowledge, the first attempt. We selected the IOM [16] sensor for the physiological
data. The sampling rate was 27 Hz. This sensor delivers BVP and EDA data. We can
also obtain HR from the BVP signal by using signal processing. We used the Eye Tribe
[17] as stationary eye tracker. Its sampling rate is 30 Hz. The setup of these sensors and
photographs of the setup are shown in Fig. 2. The Social Signal Interpretation
(SSI) framework was used for the synchronized recording of these multimodal sensor
data [18].

Participants. Ten healthy volunteers participated in our experiment. There were two
women and eight men with an average age of 31 years. All of them were right handed
and used the right hand to operate the computer mouse.

Experimental Procedure. We divided the participants into two groups, and set dif-
ferent schedules for each. Before the experiment, the participant was informed orally
and through a document about the purpose of the experiment and the procedure that
should be regarded. Then, each of them was connected to the physiological sensors.
The eye tracker calibration also took place at this time. After that, each participant

Fig. 1. Congruent (left) and incongruent (right) Stroop tests.

Fig. 2. Sensors used in our study (left), and photographs of set-up (center) and a participant
doing task in set-up (right).

26 Y. Nakashima et al.



answered the first questionnaire. The questionnaire included the age, gender, dominant
hand, and the hand she/he usually uses to operate a computer mouse. Afterwards, the
participant shortly practices the congruent and incongruent Stroop tests to make sure
they are understood correctly. Finally the experiment starts.

We begin with a 5 min relaxation session to relax the participant and to record the
data of the relaxed state of the participant. During this session a video of landscapes
accompanied with chill out music is shown. Then, a NASA TLX (Task Load Index)
questionnaire [9] follows. The questionnaire consists out of six questions, asking their
level of mental demand, physical demand, temporal demand, performance, effort, and
frustration. We omitted asking the physical demand among these questions, because
our purpose is to recognize the stress of office workers, who generally do not do
physically demanding work.

The session with the Stroop tests begins after the questionnaire. For the first group,
the incongruent test begins first, followed by the congruent test. For the second group
the order is reversed, and then a 2 min relaxation video is shown followed by a
NASA TLX questionnaire.

Then, the information tasks begin. A NASA TLX questionnaire follows each task.
For the first group, the task with time pressure was done first. The second group starts
with the task without time pressure. The 2 min relaxation video follows after the
proceeding one. Ten pieces of information have to be gathered from around 900 words
of text during the information pick up task. The text’s context is related to fruit. The
texts consisted out of adapted Wikipedia articles and were written in the mother tongue
of the participants. The number of words was decided based on the known fact that the
average reading speed is around 200 to 300 words per minute [19]. So 3 min is barely
enough time for average readers.

4 Analysis

As we previously discussed, we used pressure distribution sensors, the eye tracker and
physiological sensors. We calculated the features explained below within the time
duration of 10 s, which we define as our event duration. Since we set the time duration
of each stimulus (Stroop tests and information task) to 3 min or 180 s, we received 18
events for each stimulus.

Pressure Sensor. For the pressure distribution sensors, we focused on detecting the
“Center of Pressure” or the weighted average point of distributed pressure loads for these

Fig. 3. Time schedule for two groups. INC stands for the incongruent Stroop test, CON for the
congruent Stroop test, TP for the information task with time pressure, and No TP for the
information task without time pressure.
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sensors’ two-dimensional coordinates. The two dimensions are AP (anterior-posterior)
and LR (left-right). We used the euclidean distance (ED) to introduce a combined feature.
Additionally we included the total intensity (TI) of each pressure distribution sensor mat.
We calculated the statistical features and frequency features for these four values. The
statistical features are the average, standard deviation, first and second difference, and the
normalized first and second difference [20]. The frequency features are several body sway
frequency bands that were reported to be related with stress or emotions: 0.1–0.7 Hz,
0.7–1.3 Hz [21], and 3.5–8.0 Hz [22]. The experiments reported on in these literatures
were conducted with the participants standing, but these characteristic frequency bands
depend on the time duration of the internal neural control system [21], so we also decided
to use these frequency features.We also added the 1.3–3.5Hz frequency band, which is in
between the above bands, to see if there would be some relationship between the stress
and this adjoining band.

Physiological Sensor. We calculated six statistical values (averages, standard devia-
tions, first and second differences, and normalized first and second differences) [20] and
the peak response time, peak amplitude, and energy [25] for EDA. We used the mean
amplitude, skewness, and kurtosis [26] and the six statistical values of the signal for the
blood volume pulse (BVP). Finally, we calculated the RMSSD [27], very low (0.05–
0.15 Hz) and low (0.15–0.4 Hz) frequency bands and their ratio (low/very low), and the
six statistical values for HR.

Eye Tracker Sensor. We calculated blinks, fixations, saccades, and scans [23, 24]
from the eye tracker signals. We obtained the time duration, space distance (excluding
blinks), and the number of occurrence of these four eye states, and calculated the
maximum, mean, and summation values for these time durations and space distances as
our features.

5 Classification

Feature Selection. We first try to select the features for each modality that we use,
which are EDA, BVP, HR, floor, backrest, and the seat pressure distributions, and the
eye tracker. We also set the physiological combined modality, which is the combi-
nation of EDA, BVP, HR, and the pressure distribution combined modality, which is
the combination of the floor, backrest, and seat pressure distributions. We used
sequential backward selection (SBS) as the method for the feature selections. The
criterion for the SBS was pLDA.

Modality Level Classification. After selecting the features of each modality, we
calculated the recognition accuracy rate of each modality for each state, using pLDA
(pseudo LDA). We call the classification result of each modality for each state a
‘decision’. Along with these modality decisions, we have also calculated the classifi-
cation accuracy rate using all the modalities as a reference.

Decision Level Classification. The decision level classification [28] refers to the
classification by combining the ‘decisions’ from multiple modalities. We used the
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recognition accuracy information for each state using the features of each modality
first, and then, multiplied the accuracy rates as the weights of each decision for each
modality. When the prediction accuracy for state j using the features extracted from
modality i is defined as Pij, and the ‘decision’ for state j using modality i is defined as
Xij, then the weight decision for state j can be expressed as Xj in Eq. (1).

Xj ¼
P

i PijXijP
i Pij

: ð1Þ

These weighted decisions for each state can be the features, and we made use of these
‘decision level’ features to train the classifiers. We used five classifiers in this ‘decision
level classification’ phase, which are kNN (k = 1), pLDA, Linear SVM, RBF kernel
SVM, and Fuzzy Logic.

6 Results

Modality Level Classification. We used pLDA to calculate the classification accuracy
rates for each state. The results are listed in Table 2. Recall rates are shown in the table
as accuracy rates. In the table, “Subject independent” means that we obtained training
and test data set from different participants. “Subject dependent” means that we
obtained the two kinds of data sets from the same participant. Leave one out cross
validation method was used for calculating the recall rates.

Each column represents the two stressors, subject independent/dependent, and the
three stress states. The Relax, Concen., and Stress in the table represent the relaxed,
concentrated, and stressed states, respectively, and All means all the states, which is the
average of the three states. Each row represents the modality. Floor, Backrest, and Seat
means the pressures distribution sensor signals from each place. Eye means the signals

Table 1. Classification accuracy rates for each state by each modality
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from the eye tracker sensor. Phys. means the combined physiological signals, and
Pres., the combined pressure distribution sensor signals. All means the signals from all
the modality combined sensors.

The shadowed cells are for comparison between the combined pressure distribution
signal, the combined physiological signal and eye movement signal. For the subject
independent cases, the combined pressure sensor showed higher classification accuracy
rates than the other two modalities, although this cannot be said for the subject
dependent cases.

For further discussion, we also show the confusion matrix for Eye, Phys., and Pres.
The shadowed cells are for comparison. The precision rates show the same tendency:
for the subject independent cases, the combined pressure sensor showed higher clas-
sification accuracy rates than the other two modalities.

Table 2. Confusion matrices for the three modalities

Table 3. Classification accuracy rates for each state by each modality

Classifiers Stroop Inf. task
Subject
independent

Subject
dependent

Subject
independent

Subject
dependent

Decision
level
fusion

kNN 45.74 % 81.67 % 49.81 % 90.93 %
pLDA 48.89 % 85.74 % 51.48 % 92.96 %
Linear SVM 46.48 % 84.07 % 49.81 % 93.15 %
RBF SVM 45.56 % 84.26 % 49.26 % 93.52 %
Fuzzy Logic 45.93 % 80.00 % 54.26 % 87.59 %

Feature level fusion 53.33 % 94.26 % 53.70 % 91.67 %
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Decision Level Classification. With the decision level fusion method using decision
level features shown Eq. (1), we classified the three stress states using several classifiers
for the four cases. The results are summarized in Table 3. Again, recall rates are shown
in the table as accuracy rates. The feature level fusion results, using pLDA as the
classifier, are also itemized in the table as reference.

For the information task states, our decision level fusion method worked well,
showing higher rates than those of the feature level fusion. However, for the Stroop test
states, our method could not obtain higher rates compared with the feature level fusion.

7 Discussions and Conclusion

Multi-modality is an effective method to recognize stress or emotion. In the state of the
art of stress recognition, many modalities are used. However, the accuracy rates of each
modality for each stress state have not yet been systematically tested and compared
with each other, though this is important because it will provide the information for
selecting and combining modalities to predict each state.

Therefore, the accuracy rates listed in Table 1, providing insights on the contri-
bution of each single modality to stress state recognition, are important. Among them,
one of the most remarkable results is that the pressure combined signal had higher
prediction accuracy than the physiological combined signals or eye tracker signals in
the subject independent case, for the two stressors (Stroop and Information Task) on
average (All state). On the one hand, this is surprising because these two modalities
(physiological signals and eye movement signals) are considered as involuntary
modality and directly reflect neural activities which include emotion and stress. On the
other hand, postures can be controlled voluntary. We will conduct further research to
confirm the tendency shown in this research, and find the reason to underline the
importance of using pressure distribution sensors. The confirmation of this result will
make a new step towards the possibility of the usefulness of body placement for stress
recognition in daily work, especially for unobtrusive, user independent systems.

The accuracy rates listed in Table 1 can be used not only for the selection or
combination of modalities, but also for the fusion of the ‘decision’ of modalities to
predict stress states. We demonstrated a decision level fusion; however, the result was
not desirable. We will develop more advanced decision level fusion methods to take
advantage of this information, especially for the subject independent case.
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Abstract. In this paper we present the initial exploratory design of SOLAR, an
immersive virtual environment (VE) that assists novice users to learn the stress
reducing practice of mindfulness meditation. The VE is generated by the user’s
brain activity and respiratory rate. In addition, we provide an overview of previous
work, outlining the elements we find effective and the gaps for each presented
design. This is followed by a description of the design principles. Finally, we
present the participatory design, design evaluation and iteration, followed by
possible applications for the final design and future steps.
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Computer-supported mindfulness · Thought distancing

1 Introduction

It can be difficult to avoid the stresses of daily life. Meditation practice is known to
reduce stress. Desbordes’ research showed that practicing meditation can change the
mental function even in non-meditative states [1]. Other studies have shown that medi‐
tation reduces stress levels and has a positive effect on stress-related disorders [2] such
as anxiety and depression [3].

Mindfulness is a practice of meditation that is “a non-judgmental, non-conceptual, and
accepting form of awareness of one’s mental, emotional, and bodily sensory experience”
[4]. The core practice focuses on breathing and letting go of strong thoughts of the past
and future, especially those that trigger stress. The practice is about living in the present
moment [4]. Recently, there is a trend in the mobile application market that offers a
number of computer-supported mindfulness (CSM) [5] applications and devices that help
support meditators in their practice. CSM is widely accepted in the research community
and includes a range of different approaches to create mindfulness experiences. Exam‐
ples include guided meditation videos posted on YouTube and Mindfulness-Based Stress
Reduction (MBSR) therapy for war veterans implemented in Second Life [6]. However,
it may be difficult to learn how to meditate independently without the guidance of a
highly trained expert.
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In this paper, we present SOLAR, an immersive computer-supported virtual system
for learning mindfulness meditation. We focus on investigating how we can design a
support tool that will teach novice participants how to meditate. Presented virtual envi‐
ronment allows users to “stop, observe the thought, let the thought go and return to the
practice” (SOLAR) [7]. The main part of the system is an audio-visual VE that reacts
to the mediator’s breathing and EEG data in real-time. SOLAR is an expansion of the
Sonic Cradle [8] immersive audio environment, and as such it was built in Unity3D and
Max6 while adding Emotiv EEG sensors to Thought Technology’s ProComp2 and
Respiratory Sensors. In SOLAR, the data is mapped to visual elements in VE and audio
in Max6 in order to provide feedback to the user in real time. Though difficult, meditating
with one’s eyes open is the preferred practice. Therefore, our tool will assist novice
mediators with keeping their eyes open while practicing meditation.

2 Design Principles

Our design objective for SOLAR was to accommodate the different needs of users, by
following the design principles:

Thought Distancing. Thought distancing is one of the techniques widely used in mind‐
fulness meditation to help practitioners experience negative thoughts as mental events
rather than a self-critique or reflection of truth [9]. The goal is to reach a state of aware‐
ness in which internal mental events are not judged, analyzed or responded to [10]. When
practitioners have a thought that is not related to the present moment, they are instructed
to accept the thought and then let the thought go. However, many authors noted that for
novice meditators thought distancing can be extremely difficult to achieve [11, 12] and
may discourage further practice. As suggested by Chittaro and Vianello [5], a visual
representation of thoughts incorporated into the system makes the thought distancing
practice easier for novice practitioners. We believe that building a meditative environ‐
ment with both visual and auditory feedback will support the practice of meditation for
users with a range of needs.

Abstract Visual Elements. Chittaro and Vianello state that visual representations are
recommended in meditation practice [5], however, definitive images may be distracting
in certain situations. Abstract images and shapes are less distracting than concrete
images (flowers, for instance) and will help participants relax [13]. The use of subtle
visual elements as a reminder to focus on “positive coping strategies” is the preferred
form of visible feedback [14]. In SOLAR we included a visual representation of one’s
breathing in the form of abstract elements such as particles, fog, and various lighting.
The purpose was to create a pleasant visual feedback experience and to introduce an
ambient quality to our computer-supported mindfulness system.

Rewarding System. Rewarding practice, we believe, can motivate users to meditate
more often and for longer periods of time because of the enjoyment they feel. Some
applications balance “reward” and “punishment” feedback by providing pleasant feed‐
back when the meditation score is high, and unpleasant feedback when thoughts start
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wandering. Our design relies on pleasant sound and visuals only. We predict that the
user’s anticipation of an enjoyable soundscape that accompanies a proper meditation
session will provide motivational feedback, signaling to the user that they are meditating
properly, and will reinforce thought distancing techniques for longer periods of time.

Immersive and Attention Restorative Environments (ARE). Immersive environ‐
ments can positively affect user’s attention, which was explained by Kaplan [15] in his
Attention Restoration Theory (ART) that focuses on the correlation between the type of
stimuli and the restorative potential of different environments. The environments with
stimuli that modestly capture attention are preferred (subtle nature sounds are preferred
over traffic noise, for instance), and the design of our system relies on this principle.

3 Design Evolution

Designing a virtual environment for meditation came with many challenges. Our aim
was to design an environment that will enhance the mediation experience. Following
that rationale, we decided to keep a simple design and include elements that will directly
provide feedback to its users. SOLAR was developed in phases. Following completion
of the first prototype, we conducted a design activity to get feedback on the working
elements. The feedback helped us reconsider some of the design decisions and redesign
the model. In the following section, we explain the design decisions in more detail.

3.1 Exploratory Design of the Prototypes and Design Activity

Prototype One. For the first prototype, we did not use the EEG, respiration sensors, or
the sounds from Sonic Cradle. We used the design activity to explore the idea of thought
distancing. To implement thought distancing, we executed a simple visual element: a
circle. We asked the user to push the “q” key when they were exhaling and press the “p”
key when they were inhaling. When the user interacted with the keyboard, the circle
expanded when the user inhaled and contracted when the user exhaled. SOLAR asked
the user to focus their attention on the circle, and if any wandering thoughts occurred,
we asked our participants to accept their thoughts then push their thoughts through the
circle. For the audio we used Jon Kabat-Zinn’s beginner meditation track.

Design Activity. We conducted the design activity with thirteen participants at Simon
Fraser University’s Surrey Campus open house. The participatory design activity was
not an experiment and therefore did not include a control group. Instead, we used the
activity to make changes to our prototype SOLAR. In the future, we plan to run a full
experiment. Regardless, we did ask the participants to rate their calmness before and
after the experience and to write down any comments they might have. The participants’
answers were converted to a 0–100 score using linear transformation. The results showed
that overall participants felt more relaxed after the session compared to before the
session. We used a dependent t-test to analyze the relaxation means. The results showed
that SOLAR had a statistically significant impact on the participants’ reported relaxation
levels. Relaxation before exposure to the meditation session (M = 53.23, SE = 7.105)
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improved substantially after experiencing the meditation session (M = 82.62,
SE = 3.670), t(12) = 3.956, p = 0.002, r = 0.752). We felt that the thought distancing
helped the participants feel more relaxed and we decided to keep the thought distancing
design principle for the second prototype.

Comments from the participants were critical in the design of the second prototype.
We will discuss these as we implement the design changes in the second version of
SOLAR.

Prototype Two. The participants felt the instructional audio track through the whole
meditative experience was distracting, therefore, we changed SOLAR to consist of two
scenes. First, an introduction scene that included audio instructions on how the user’s
breathing and meditation score interacted with the visuals. In the second and main scene,
the audio consisted of the Sonic Cradle soundscape and the visuals were mapped to
breathing and EEG sensors. In addition, we added a burst of particles on the user’s
exhale.

Internal processes relevant to mindfulness meditation include a still posture, a focus
on breathing and thought distancing. We aimed to create an embodied connectedness
between the user and the user’s virtual representation by positioning the user’s silhouette
in the center of the scene.

The participants in the activity felt it difficult to control their breathing with the
keyboard. Therefore, the audio and visual elements of SOLAR were manipulated using
two biofeedback input devices (Emotiv Epoc and Thought Technology’s respiration
sensors).

The participants felt that the animation of the circle was too simple and wanted more
complex visuals. Therefore, we used the user’s meditation scores during the session to
provide a gentle feedback to the user when their mind started to wander. This meditation
score was mapped to additional elements in our virtual environment: the “meditation”
circle (positioned behind the silhouette) and the silhouette’s opacity. If the user is
focused and the meditation score is increasing, then the “meditation circle” appears blue
and the silhouette becomes more transparent (Fig. 1 on the left). However, if the user
loses focus and the meditation score decreases, then the colour of the circle will change
to purple and the silhouette will become less transparent.

Fig. 1. Figure left: Silhouette’s opacity decreased due to high meditation score. Figure right: The
participant is meditating while using SOLAR.
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The respiration sensors were placed on the user’s thorax and diaphragm. The data
received from the sensors was used for generating both audio and visual elements of
SOLAR. In mindfulness meditation, it is suggested by the experts to practice deep
diaphragm breathing [11]. In SOLAR, the user is rewarded with a complex soundscape
when they are taking deep breaths from their diaphragm. If the user begins to breath
from their chest (above their thorax) or starts taking shallow breaths, the soundscape
becomes simplified. In the visuals, the respiration sensors are mapped to the “breathing
circle” (in front of the silhouette). The breath circle becomes larger and smaller as the
user inhales and exhales.

The participants commented that there should be soft lighting in the physical space
and a comfortable chair. The room should be as dark as possible with no auditory or
visual distractions so the user can fully focus on the screen (Fig. 1 on the right). Some
of the participants did not feel comfortable with their eyes open. It was suggested that
novice meditators meditate with their eyes open [11]. We realize that this aspect of
SOLAR might not be appropriate for all participants.

4 Discussion and Conclusion

In this paper, we present the prototype SOLAR, an immersive virtual system created to
serve as a training tool to teach mindfulness meditation. Our goal was to create a system
with a unique design that will support novice meditators. The design of this system is
grounded on four design principles (Thought Distancing, Abstract Visual Elements,
Rewarding System, and Immersion and ARE) that emerged from current practices and
experts’ perspectives. The presented design is the result of a participatory design activity
that we conducted with 13 participants.

Based on the feedback received from the participants, we iterated the prototype to
address participant needs. In our iterations, we faced new challenges in the final design.
We added an introduction scene that included audio instructions on how to use SOLAR,
and in the main meditation scene we replaced the mindfulness meditation track with the
Sonic Cradle soundscape. We focused on abstract visual elements, aiming to create a
visually pleasing environment, and added complexity to user interactions. To address
the issue of personal preference, we would like to add customizable visual and auditory
elements in the next prototype.

In the future, we would like to consult with expert meditators and medical profes‐
sionals working within the mental health and neurodevelopmental fields, and conduct
user-centered design studies to create an effective system that would benefit their clients.
After incorporating feedback from iterative user testing and refinement, we would like
to conduct a more extensive usability study. More rigorous testing of the system’s
effectiveness is needed, specifically in supporting novices to learn mindfulness practice,
testing for mental disorders (especially anxiety and depression), neurodevelopmental
diseases (autism), and a comparison study between novices and experts. Concurrently
with future studies, we will be working on system improvements to address recommen‐
dations and evaluate the effectiveness of visual elements. The design guidelines will
continue to evolve.
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Abstract. In this study, we used General Health Questionnaire 30 (GHQ30) and
voice to evaluate the stress reduction effect of a stress resilience program, and
examined the validity of stress evaluation by voice. We divided the subjects who
participated in the program into two groups by the number of training sessions.
The results showed a stress-reduction effect only in the group with more training
sessions (more than 13 sessions) for both GHQ30 and voice-based indexes.
Moreover, both indexes showed a highly negative correlation between the pre-
training value and the difference between the post-training and pre-training
values. This implies that the effect of the training is more evident for subjects with
higher stress levels. The voice-based evaluation showed trends similar to those
displayed by GHQ30.

Keywords: Stress check · Voice · Vitality · GHQ30 · Stress resilience program

1 Introduction

Mental health problems are serious issues in many developed countries [1], and
economic costs such as medical expenses and poor performance at work are enormous
[2]. Thus, there is a need for techniques that easily check depression state and stress, as
well as ways to cure or reduce such conditions.

An example of screening methods for patients with mental health issues include self-
administered psychological tests such as the General Health Questionnaire (GHQ) [3]
and the Beck Depression Inventory (BDI) [4, 5]. Methods to check stress levels by using
saliva and blood have also been proposed [6]. Self-administered psychological tests are
effective for early detection and diagnostic aids but suffer from reporting bias issues.
Additionally, stress-check methods using saliva and blood are not as simple due to issues
related to test cost and burdens on the examinees.
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In contrast, analysis of patients’ medical condition, stress and emotion using voice
data has been attracting attention due to the widespread use of smartphones in recent
years [7–9].

Voice-based evaluations with a smartphone are advantageous since they are non-
invasive and can be conducted easily and remotely without any special equipment.

Studies on the relationship between mental disorders and voice characteristics
include those which analysed depressed patients’ speaking rates [10–12] and their
switching pauses and percent pauses [12, 13]. Additionally, a study used chaos analysis
to measure the Lyapunov exponents and Kolmogorov entropy in the voices of patients
with depression [14]. Other research used frequency analysis to show that the shimmer
and jitter values of vowel sounds made by patients with depression are higher than those
of healthy individuals, while the first and second formant frequencies are lower for
patients with depression [15]. A study proposed new features derived from Teager
energy operator for stress classification [16]. Moreover, another report [17] proposed a
method to measure mental health status based on the envelope information within pitch
and voice waveforms.

While the above mentioned studies can be applicable for depression diagnosis and
assessing stress levels, resilience programs that incorporate yoga and breathing techni‐
ques have been developed to reduce stress and depression, and have been implemented
on a trial basis [18]. Additionally, a behavioural therapy called Smart, Positive, Active,
Realistic, X-factor thoughts (SPARX), which utilises fantasy role-playing games, has
also been developed and shown to be effective in treating younger-generation patients
with depression [19, 20].

In this study, we used the GHQ30 and patients’ voices before and after the stress
resilience program to evaluate their stress levels, and examined the validity of the voice-
based stress evaluation.

2 Materials and Methods

2.1 Samurai’s Group and Individual Mental Training (S-Gim)

S-Gim is a stress resilience program developed by the Japan Self-Defence Forces [18].
S-Gim aims to acquire six skills, consisting of yoga stretches, breathing, imagery, view‐
point control, self-disclosure methods, and ways of supporting others to control stress.
Yoga stretch and breathing can lead to control the mind by controlling the body. These
give how to relax under the stress. Imagery is a method of controlling the image biased
own. This is how to regain confidence. Viewpoint control fix a habit that is easy to catch
negative. This is how to be taken to the positive things. Self-disclosure method is a
training that represents the inside of your own mind. This is how to ask for help well.
Way of supporting others is a technique to save the crisis of colleagues. This is how to
control stress as a team.

The program entails 15 min a day, five times a week, for a total of 50 sessions, to
become capable of demonstrating these skills easily.
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2.2 Measuring Method for the Effectiveness of S-Gim

In this study, we measured the effect of S-Gim using the GHQ30 and a vitality score
obtained from the voice-based analysis. GHQ30 is a self-administered psychological
test with 30 questions, which provides scores for general disorder trends, physical
conditions, sleep disorders, social activity disorders, anxiety and dysthymia, suicidal
ideation, and depression [1].

A vitality score is one of the indices of mental health status that can be obtained by
analysing patients’ voices. The word “vitality” can have different definitions and impli‐
cations. Here, it can be summarized as a measure that is low for patients with depression
and strokes, and high for healthy individuals. The vitality score is calculated from the
sound pressure level at the nadir of the amplitude envelope of the patient’s voice between
syllables, the change in the number of zero crossings in the waveform, and the pitch
detection rate. Roughly speaking, clear, discernible, and fast voices usually correspond
to higher vitality scores [17].

2.3 Acquisition of Voices

From 3rd October, 2012 to 18th February, 2013, S-Gim was carried out with approxi‐
mately 100 members of the Japan Self-Defence Forces. We collected voice data and the
self-administered GHQ30 psychological test data from the subjects before and after the
program. Voices were recorded by an IC recorder ICR-PS502RM (Sanyo Electric,
Osaka, Japan) placed about 15 cm from the subject’s mouth. The recording format was
as follows: linear PCM, a sampling frequency of 44.1 kHz, 16-bit quantization, low
recording level, and ZOOM for directivity switching. Moreover, the microphone auto
level control, low cut filter, recording peak limiter, VAS setting, and automatic soundless
partitioning were turned off. The subjects were asked to read 11 types of passages.

There were 59 members from whom we were able to obtain both the voice and
GHQ30 data before and after S-Gim. This paper targets these 59 members for the
analysis.

3 Results

3.1 Evaluation of the Effect of S-Gim by GHQ30

The average GHQ30 score before S-Gim was 3.85 (SD = 5.57, n = 59). The average
score after S-Gim was 2.85 (SD = 4.25). Additionally, there were 17 subjects whose
score before S-Gim was zero. The purpose of this study is to measure the effect of S-
Gim. The 17 subjects who scored zero before S-Gim were excluded from further analysis
because no measurable decrease in their GHQ30 scores was possible. On the remaining
42 subjects, the average GHQ30 score before S-Gim was 5.40 (SD = 5.93, n = 42). The
average score after S-Gim was 3.81 (SD = 4.66).
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In order to examine the effect of S-Gim based on the number of sessions completed,
we divided the 42 subjects into two groups: 22 subjects with fewer sessions completed
(1–12 sessions), and 20 subjects more sessions completed (more than 13 sessions)1. The
average number of sessions conducted for the two groups were 7.23 (SD = 3.80) and
31.50 (SD = 14.95), respectively.

Figure 1 shows the change in the GHQ30 scores for each group. The left group of
bars shows the data for subjects who attended 1 to 12 sessions, while the right group of
bars shows the data for subjects who participated in more than 13 sessions. The vertical
axis shows the number of subjects who experienced each score change pattern
(increased, unchanged, and decreased) before and after S-Gim. The proportions of
subjects whose GHQ30 score decreased in each group were 50 % and 65 %, respectively.
We performed a binomial test for the subjects whose scores increased and declined. The
test results showed that there was no significant difference in the group that completed
1–12 sessions (p = 0.678)2. However, in the group that completed more than 13 sessions,
there was a significant difference at the 5 % level (p = 0.0245).

Fig. 1. Relationship between the number of S-Gim sessions attended and GHQ score change
patterns. The bars on the left and the right represent the subjects who attended 1 to 12 sessions
and more than 13 sessions, respectively. The vertical axis represents the number of subjects who
experienced score change patterns (increased, unchanged, and decreased).

1
We used 12 as cut-off criteria of two groups, because the value was the median of their training
sessions.

2
We assumed that increases and decreases in the score would occur with the same probability if
the S-Gim were not performed.
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Figure 2 shows the average GHQ30 scores for each group before and after conducting
S-Gim. For the group that completed 1–12 sessions (n = 22), the average GHQ30 scores
before and after S-Gim were 5.32 (SD = 7.17) and 4.00 (SD = 4.67), respectively.
A paired t-test showed no significant difference between the scores before and after the
training (t(21) = 0.904, p = 0.376). In the group of subjects who completed more than
13 sessions (n = 20), the average GHQ30 scores before and after S-Gim were 5.50
(SD = 4.15) and 3.60 (SD = 4.64). There was a significance difference at the 5 % level
before and after the training (t(19) = 2.57, p = 0.018)3. Additionally, there was a highly
negative correlation between the pre-S-Gim GHQ30 score and the difference between
the scores before and after the training (n = 42, r = −0.662). That is, subjects with higher
initial scores tended to show greater reductions in their scores.

Fig. 2. Comparison between pre-and post-S-Gim GHQ30 average scores. The bars on the left
and the right represent the subjects who attended 1 to 12 sessions, and more than 13 sessions,
respectively. The vertical axis represents the GHQ30 score. The error bars represent the 95 %
confidence intervals. For the group with more than 13 sessions, there was a significant difference
at the 5 % level between the average scores before and after the training.

3.2 Evaluation of the Effect of S-Gim by Vitality Scores

The average vitality score before S-Gim was 7.15(SD = 1.66, n = 59). The average score
after the training was 7.99 (SD = 1.38). The following comparison with the GHQ30

3
We used the test function in Microsoft Excel 2010 for the tests.
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results only targeted the 42 subjects whose GHQ30 scores were 1 or higher at the time
of conducting the training.

Figure 3 shows the change in vitality scores in each group. The vertical axis repre‐
sents the number of subjects who experienced each type of pattern (increased and
decreased) of vitality score changes before and after S-Gim4. The proportions of subjects
whose vitality score increased in each group were 45 % and 80 %, respectively. A bino‐
mial test comparing the subjects with increased vitality scores and those with decreased
scores showed no significant difference for the group whose members completed 1–12
sessions (p = 0.832). In contrast, there was a significant difference at the 5 % level for
the group whose members completed more than 13 sessions (p = 0.012).

Fig. 3. Relationship between the number of S-Gim sessions and vitality score change patterns.
The bars on the left and the right show the data for the subjects who attended 1 to 12 sessions and
those who attended more than 13 sessions, respectively. The vertical axis represents the number
of subjects who experienced each pattern of vitality score changes (increased and decreased).

Figure 4 shows a comparison of the average vitality scores before and after S-Gim.
The bars on the left and the right show the subjects who attended 1 to 12 sessions, and
those who attended more than 13 sessions, respectively. For those who attended 1–12
sessions (n = 22), the average vitality scores before and after S-Gim were 7.96
(SD = 1.83) and 7.99 (SD = 1.51), respectively. A paired t-test showed no significant

4
Since vitality scores are continuous values, there was no subjects whose vitality score did not
change.

48 S. Shinohara et al.



difference between the scores before and after the training (t(21) = −0.085, p = 0.933).
For the subjects who completed more than 13 sessions (n = 20), the average vitality
scores before and after S-Gim were 6.52 (SD = 1.22) and 7.59 (SD = 1.07), respectively.
There was a significant difference at the 1 % level before and after the training
(t(19) = −4.15, p = 0.00054). Moreover, there was a highly negative correlation between
the pre-S-Gim vitality scores and the difference between the pre- and post-S-Gim scores
(n = 42, r = −0.717). That is, subjects with lower vitality scores before training tended
to increase their scores to a greater extent.

Fig. 4. Comparison of pre- and post-S-Gim vitality scores. The bars on the left and the right
represent the subjects who attended 1 to 12 sessions, and those who attended more than 13 sessions,
respectively. The vertical axis shows the vitality score. The error bars represent the 95 %
confidence intervals. There was a significant difference at the 1 % level between pre- and post-S-
Gim vitality scores for the subjects who attended more than 13 training sessions.

As these findings indicate, the subjects’ vitality scores showed similar trends to the
GHQ30 in terms of the effect of S-Gim. However, there was no direct correlation
between GHQ30 scores and vitality scores (r = −0.022).

4 Discussion and Conclusion

In this study, we used a self-administered psychological test called the GHQ30, and
vitality scores from a voice-based analysis, in order to evaluate S-Gim, a stress resilience
program developed by the Japan Self-Defence Forces.
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Figure 1 shows that there were more subjects whose GHQ30 scores decreased after
S-Gim in the group whose members attended more than 13 sessions (average number
of sessions attended = 31.50). Figure 2 also shows that the scores themselves declined
after the training. That is, the effect of S-Gim was confirmed in terms of the number of
subjects and the average score. However, there was no effect in the group of subjects
whose members attended less than 12 sessions (average number of sessions
attended = 7.23). This implies that a certain period of training is required to learn how
to control stress through S-Gim. Additionally, there was a highly negative correlation
between the pre-S-Gim GHQ30 score and the difference between the pre- and post-S-
Gim scores. That is, subjects with higher stress levels experienced more apparent
improvement in their stress levels through S-Gim.

Similarly to the GHQ30, we also evaluated the effect of S-Gim using an algorithm [17]
that measures mental vitality levels from the subject’s voice. As shown in Figs. 3 and 4, an
effect of the training was observed in the group of subjects who completed more than 13
sessions. As for the GHQ30, there was a highly negative correlation between the pre-S-Gim
vitality score and the difference between the pre- and post-S-Gim vitality scores.

The subjects’ vitality scores showed similar trends to the GHQ30 in terms of the effect
of S-Gim. However, there was no direct correlation between GHQ30 scores and vitality
scores, which implies that GHQ30 and vitality scores do not necessarily evaluate the same
characteristics. A study has reported success in overcoming reporting bias through voice-
based analysis, albeit using different algorithms to those used here [21]. This indicates that
the voice-based method might capture the difference between subjective and objective
symptoms. A detailed analysis in this regard should be a future priority.

In this study, the vitality score was used to evaluate the effect of S-Gim. However,
this measure can also be used to check mental health status, similarly to GHQ30. The
vitality score can be measured from the voice, making it easier to administer than the
GHQ30. Moreover, it is feasible to record daily changes in mental health easily by
installing the system on smartphones. We are currently developing a smart phone appli‐
cation equipped with the vitality score algorithm.
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Abstract. Speech is a measurable behavior that can be used as a bio-
marker for various mental states including schizophrenia and depression.
In this paper we show that simple temporal domain features, extracted
from conversational speech, may highlight alterations in acoustic charac-
teristics that are manifested in changes in speech prosody - these changes
may, in turn, indicate an underlying mental condition. We have devel-
oped automatic computational tools for the monitoring of pathological
mental states - including characterization, detection, and classification.
We show that some features strongly correlate with perceptual diagnos-
tic evaluation scales of both schizophrenia and depression, suggesting
the contribution of such acoustic speech properties to the perception of
an apparent mental condition. We further show that one can use these
temporal domain features to correctly classify up to 87.5 % and up to
70 % of the speakers in a two-way and in a three-way classification tasks
respectively.

Keywords: Schizophrenia · Machine learning · Mental health · Speech
prosody · Jitter · Shimmer

1 Introduction

Psychiatry is a medical discipline in search of objective and clinically applica-
ble assessment and monitoring tools. The acoustic characteristics of speech are
a measurable behavior, hence can be used in the assessment and monitoring
of disorders such as schizophrenia and depression. This observation has not
gone unnoticed in the psychiatric community and previous attempts to quantify
this acoustic effect in the psychiatric setting have been made. However, these
attempts have been limited, in part by technical and technological limitations.
Recent technological advancement has made the recording, storage and analysis
of speech an available option for both researchers and practitioners.

The use of acoustic characteristics of speech in the description of pathological
voice qualities has been studied in various contexts and with a variety of goals
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including mental health evaluation [1]. Studies have correlated acoustic features
with perceptual qualities [2] and to a lesser extent with physiologic conditions at
the glottis [3]. These studies looked at the use of syntactic structures, richness
of vocabulary, time to respond and many other qualities.

Speech prosody is the component of speech that refers to the way words are
spoken. It includes the rhythm, stress, and intonation of speech. Prosody may
reflect various features of the speaker or the utterance: the emotional state of
the speaker; the form of the utterance (statement, question, or command); the
presence of irony or sarcasm; emphasis, contrast, and focus; or other elements of
language that may not be encoded by grammar or choice of vocabulary. Changes
in the acoustic characteristics of speech prosody in the course of mental disorders,
notably depression and schizophrenia, are a well documented phenomenon [1,2,
4,5], and the evaluation of aspects of speech constitutes, today, a standard part
of the mental status examination.

The acoustic changes in schizophrenia patients’ speech are currently concep-
tualized as a component of the negative symptoms [6]. The most accepted scale
for negative symptoms is the Scale for the Assessment of Negative Symptoms
(SANS) [7]. Negative symptoms are divided into five domains including blunted
affect, alogia, asociality, anhedonia, and avolition [8], where speech acoustic
changes are especially reflected in two different domains - blunted affect (dimin-
ished expression of emotion) and alogia (poverty of speech).

Speech prosody is currently measured by subjective rating scales requiring
highly trained staff. Several attempts at using speech cues for the automatic
quantification of specific mental effects have been made in the past [2,4,9,10].
These attempts have made an effort to first correlate specific acoustic measures
to their perceptual (clinical) counterparts, and second to quantify and asses
different aspects of subjects’ speech using different acoustic measures [5]. The
advantage of automatic quantification of effects apparent in different mental
states has been highlighted as early as 1938 [11] and is very well outlined in [12].

In [10] lexical analysis was proposed as a measure of mental deficits; but
while some success has been shown, it has been claimed and shown that signifi-
cant aspects of speech are missed when focusing on the lexical level [13]. In [4]
several acoustic features were extracted from both structured speech and semi
structured interview of depression subjects. A later study [5] showed high corre-
lations between basic prosody measures (mainly inflection) and clinical ratings
of negative symptoms of schizophrenia. In these and other studies results are
highly task specific. Lastly, in [2] Inflection and speech rate were identified as
discriminative features between schizophrenia patients and controls.

Our goal to develop automatic computational tools for the evaluation of
mental state required two corresponding efforts. First, study the physical signal
properties specific to schizophrenia and depression. We chose to focus on tem-
poral domain features (see Sect. 3.1); these features, while not easy to extract
or measure, provide a meaningful interpretation and may be referenced in the
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context of existing clinical evaluation scales.1 Second, develop an automatic,
real-time, reliable and objective assessment of the signal. We adopted a discrim-
inative approach and trained a Support Vector Machine (SVM) classifier over
the data (see Sect. 3.3).

2 Materials and Methods

Subjects. 62 subjects participated in the study, giving written consent approved
by the McLean Hospital Institutional review board. The study subjects com-
prised of three groups, including schizophrenia patients (n = 22, 13 male, 9
female), patients with clinical depression (n = 20, 9 male, 11 female), and healthy
participants (n = 20, 10 male, 10 female). The subjects were matched by age
(mean = 39.98, std = 11.37, p = 0.8489), years of education (mean =
14.8, std = 2.3, p = 0.063), and gender (χ2 test of Independence, q = 0.86,
dof = 3, p = 0.65).

Clinically Rated Symptom Measures. The subjects completed a clinical
interview which included Semi structured Clinical Interview for DSM-IV (SCID
IV) [14], Positive and negative Syndrome Scale for Schizophrenia (PANSS) [15],
Scale for the Assessment of Negative Symptoms (SANS) [7], and the Montgomery
and Absberg Depression Rating Scale (MADRS) [16] as well as the Hamilton
Depression Scale (Ham-D) [17].

Acoustic Recordings. The recordings were made by a headset without sound
isolation or calibration. To prepare the recordings for acoustic analysis, the audio
tapes were digitized at a 44.1 kHz sampling rate. Acoustic analysis was conducted
using MATLAB [18] (details are given in Sect. 2.1). Average length of a clini-
cal interview was: schizophrenia - 57 m 13 s, depression - 30 m 31 s, healthy -
48 m 46 s. Silence was automatically removed at the beginning and end of each
recording, while the remaining data was normalized to have 0 mean and vari-
ance 1, thus avoiding effects caused by the constellation of the headset. To enable
efficient handling of the data each interview was divided into 2 min. segments,
which were subsequently analyzed independently. All results from a single per-
son’s 2 min segments were later used together for classification.

1 While it is possible to use existing automatic systems to produce a high dimensional
non-specific description of the voice signal, we focus on a small set of meaning-
ful features for two reasons: (i) These features appear to be ecologically relevant
and correspond with psychiatrists’ intuition about the characteristic features of the
speech of Schizophrenia patients. (ii) Our application domain suffers from the prob-
lem of small sample, which necessitates the use of low dimensional representations
to enable effective learning; this is accomplished by choosing a small set of relevant
features. The alternative, which is to use a high dimensional representation followed
by dimensionality reduction (like PCA), typically leads to the unfortunate outcome
that the final result is hard to interpret in terms of the underlying features.
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2.1 Speech Prosody and Feature Extraction

Two minutes segments of interview were used to measure nine diagnostic features.
In this paper we focus on a very small and simple set of features extracted in the
temporal domain. This choice was motivated by the fact that temporal domain
features are, in general, easier to relate to perceptual properties of speech and
thus provide better infrastructure for further use in the psychiatric community.

Alterations of the speech signal in abnormal conditions can occur at different
time-scale levels, including the macro-scale level (above 1 s) which refers to vari-
ables such as speaking rate, the meso-scale (25 ms to 1 s), in which variables like
pitch and its statistics are measured, and finally, the micro-scale (10 ms or less)
level in which cycle to cycle measures are taken (this level appears to contribute
to the naturalness of the speech sound). While macro and meso scales are influ-
enced by voluntary aspects of speech, the micro-scale is involuntary in nature
and, thus, can better serve as a reliable biomarker. All scales contribute to the
prosodic structure of the speech signal, and thus using them as an ensemble may
provide insight into the possible role of prosody in the characterization of patho-
logical mental states. The focus on prosodic features follows reports showing the
relevance of meso-scale and micro-scale levels to the tasks of mental evaluation
and emotion detection [1–3].

Macro Scale Measures: Mean Utterance Duration, Mean Gap
Duration, Mean Spoken Ratio. An utterance is any segment identified as
speech that exceeds 0.5 s. A “gap” is any segment of recording with no subjects’
speech. Spoken ratio is calculated as the ratio between the total volume of speech
occupied by the speaker, that is the sum of the length of all utterances divided
by the total conversation length.

Meso Scale Measures: Pitch Range, Pitch Standard Deviation, Power
Standard Deviation. Pitch range was calculated as the difference between
maximum estimated pitch and minimum estimated pitch normalized by the mean
pitch over the entire 2 min segments. No significant between-group differences
were observed for mean pitch, which was (Males: 112.3 Hz, 18.99 Hz; Females:
176.39 Hz, 18.53 Hz) (F = 0.18, df = 2, 56, p = 0.83) nor for interaction with
gender (F = 0.75, df = 2, 56, p = 0.47). Between gender differences were strong
as expected (F = 182.9, df = 1, 56, p << 0.01). Standard deviation (STD) of
pitch was calculated for each utterance and was then averaged for each speaker.
STD of pitch was again normalized by the mean pitch in each utterance. Mean
active power and its variance were measured in decibels (dB) in reference to a
calibration level and were 64 dB, with a standard deviation of 8.6 dB. Standard
deviation of power within an utterance was measured, normalized by the mean
power in the entire segment in order to avoid effects caused by noise in the
location of the microphone.

Micro Scale Measures: Mean Waveform Correlation, Mean Jitter,
Mean Shimmer. The mean of all correlation coefficients evaluated for every
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pair of consecutive periods was used as the acoustic measure termed Mean Wave-
form Correlation (MWC). It indicates the overall similarity between the cycles
of the time signal. When applied to pitched segments it measures the level at
which the speaker sustained its constant pitch.

Following [1] jitter and shimmer were calculated as the period perturbation
quotient PPQ and the energy perturbation quotient EPQ respectively, where
the locality parameter was chosen to be 5. Perturbation Quotient (PQ) measures
the local deviation from stationarity of a given measure and is defined in (1).
It measures the ratio of deviation of a given measure in a local neighborhood
defined by the locality parameter K. Put in simple terms, the jitter measures the
stability of the period in a 5-local cycles environment and the shimmer measures
the stability of the energy in a given 5-local cycles environment.

PQ =
100%
N − K

N−K−1
2 −1∑

ν=K−1
2

∣∣∣∣∣∣∣

u(v) − 1
K

∑K−1
2

k=−K−1
2

u (v + k)

1
K

∑K−1
2

k=−K−1
2

u (v + k)

∣∣∣∣∣∣∣
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We chose to use the energy shimmer since it is expected to be considerably less
susceptible to noise than the amplitude shimmer often used in acoustic analysis.

Discussion: We have previously observed that both macro-scale and meso-scale
measures seem to incorporate a larger variability component due to the spe-
cific task: between task-variability Sb as compared to the within speaking-task
variability (Sw). This task dependency is significantly reduced for micro-scale
measures. This observation does not disqualify the larger scale measures from
being useful in a classification task (as the task is known in advance); however,
it highlights micro-scale features as candidates to be used by a robust general-
purpose classifier.

2.2 Classification and Statistical Analysis

We used the extracted acoustic features and a basic linear classifier [19] to classify
the different conditions: Healthy (HL), Schizophrenia (SZ) and Depression (DP)
in a two-way classification task. For each classification scenario (e.g. HL vs. SZ),
one subject was left out for testing and the rest were used to train a classifier.
In a single classification setting all 2 min. segments of a given speaker were left
out and later used for testing. The final decision was taken using a majority vote
over all left out segments.

To check the statistical significance of the results over each of the individual
features, we used 1-way ANOVA when the distribution was roughly normal,
otherwise we used the nonparametric version of the 1-way ANOVA called the
Kruskal-Wallis test. It is actually a more general test, in that it is comparing
distributions rather than medians. Checking the statistical significance of the
effects brings up the problem of multiplicity (multiple comparisons). We consider
the problem of testing simultaneously 9 null hypotheses where within each 3
pair comparisons are nested. We therefore used a sequential Bonferroni type
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procedure, which is very conservative and assures the statistical soundness of the
results. Specifically, the results were first tested for significance of main effect
using a Bonferroni correction, and later multiple comparison was done using a
second Bonferroni correction2.

3 Results

In the following section we describe first an analysis of the individual features
that were extracted as indicated above. We start by describing the distributions
of the different features according to the different groups in Sect. 3.1. In Sect. 3.2
we describe the correlations between these features and standard clinical ratings,
while in Sect. 3.3 we describe our efforts to train a an SVM classifier to predict
the speaker’s condition.

3.1 Isolated Features - Between Group Analysis

Figure 1 shows the mean and standard error of isolated features extracted from
semi structured interview. Statistically significant deviations between any two
groups are indicated with a horizontal bar. The analysis was performed while tak-
ing into consideration the issue of multiple comparisons as explained in Sect. 2.2,
and is thus very conservative in nature.

SpokenRatio. As seen in Fig. 1a, the ratio of spoken volume for healthy subjects
(47.19 %,1.98 %) is larger than that of Schizophrenia subjects (37.16 %,2.4 %) and
Depressed subjects (29.52 %, 2.4 %). The difference between the groups is indeed
significant (χ2 = 21.63; df = 2, 59; p < 0.001) and possibly reflects the subject’s
initiative and willingness to engage in conversation.

Utterance Duration. Healthy subjects appear to speak in longer utterances
(∼1.35 s, 0.07 s) as compared to Schizophrenia subjects (1.26 s, 0.05 s) and depr-
essed subjects (1.03 s, 0.05 s). Significant (χ2 = 16.06; df = 2, 59; p < 0.001) dif-
ferences were observed between the depressed group and both the group of healthy
subjects and schizophrenia subjects. Only a trend was observed between normal
controls and schizophrenia subjects. In depressed recordings an average utterance
length that exceeds 3 s (as averaged over a two minutes segment) never occurred,
which is reflective of the reported difficulty of engaging in conversation. These
results tend to agree with previous reports [20].

Gap Duration. Normal subjects tend to pause less and for less time (1.73 s,
0.1 s) as compared to schizophrenia subjects (2.44 s, 0.22 s) and depressed sub-
jects (2.87 s, 0.29 s) (χ2 = 14.63; df = 2, 59; p < 0.001). Also, the pauses of
healthy subjects are of more regular pattern as reflected by the small error bar.
2 Note that with only three treatment groups, it’s overly conservative to adjust the

alpha levels with a Bonferroni method as with only 3 treatment groups, there is little
risk in an increasing Type I error rate.
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Fig. 1. Individual features: 9 features are analyzed showing mean and standard
error (STE) bar for each feature in each group of patients. Significant differences are
indicated with a horizontal bar. Significance was established using a Kruskal-Wallis
procedure and a Bonferonni correction for multiple comparisons.

Pitch Range. Healthy subjects evidently displayed larger pitch range of
(∼0.88, ∼0.04) (mean, ste) of an octave, which is in agreement with reported
literature [5,9,21]. Pitch range is significantly reduced for schizophrenia (0.75,
∼0.04) with an even lower pitch range of (0.67, ∼0.05) for depressed patients
(χ2 = 7.49; df = 2, 59; p < 0.05).

Standard Deviation of Pitch. Our measure of standard deviation of pitch
within an utterance represents a temporally local perception of inflection. healthy
subjects display a wider dynamics of pitch (0.0992, 0.0024) within an utterance
as compared to schizophrenia subjects (0.0924, 0.0044) and depressed subjects
are significantly different (0.0629, 0.0023) (χ2 = 21.28; df = 2, 59; p < 0.001).
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Power Standard Deviation. Differences in power standard deviation were
evident between Schizophrenia subjects (∼0.77, ∼0.01) and Healthy subjects
(0.74, ∼0.01) on the one hand, and Depressed subjects (0.7244, 0.01) on the
other hand (χ2 = 6; df = 2, 59; p < 0.05). Only differences between schizophre-
nia and depression remained significant after correction for multiple comparisons.

Mean Waveform Correlation. The results show a significant deviation of the
depressed subjects (χ2 = 10.42; df = 2, 59; p < 0.01).

Mean Jitter. We see significant differences between healthy subjects (0.1722,
∼0.01) and both schizophrenia subjects (∼0.22, 0.01) and depressed subjects
(∼0.27, 0.0212). The way jitter was calculated puts a focus on the physiological
ability to maintain a constant period, and suggests a deficiency in this ability in
both schizophrenia and depression subjects.

Mean Shimmer. Healthy subjects displayed the lowest shimmer (2.73%,
0.12%) whereas depressed subjects displayed an elevated shimmer (4%, 0.18%)
with an intermediate level (3.22%, 0.12%) for schizophrenia subjects. Again
these results may suggest some problem in spontaneous control of the glottal
production mechanism. All post-hoc between-group comparisons were signifi-
cant (χ2 = 26.41; df = 2, 59; p << 0.01).

3.2 Correlation

In order to compensate for excessive skew in the clinical measures we followed [2]
and employed non-parametric statistics (Spearman’s ρ correlation coefficient).
Rank order correlations (Spearman) were computed between the acoustic and
clinical based symptoms of the subjects (this data is omitted). More interest-
ingly, we correlated the acoustic measures with the diagnostic rating as seen
in Table 1. Here the correlation scores were only calculated within the relevant
group, that is, Schizophrenia clinical ratings were correlated with acoustic mea-
sures of subjects diagnosed with schizophrenia, while depression clinical ratings
were correlated with acoustic measures of depressed subjects only.

Some findings in Table 1 are worth special mention. Spoken ratio was defined
to agree with the description of Alogia as a reduction in quantity of speech; we
find it reassuring that it is highly correlated with the SANS-alogia clinical rating
(0.64, p << 0.01). Contrary to reported results in [2], high correlations between
STD of pitch and spoken ratio were observed.

3.3 Classification

The linear support vector machines (SVM) classifier [22] was employed to train
discriminative models using the extracted measures. The task consists of either
binary classification, where a model was trained to discriminate between two
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Table 1. Acoustic features- psychiatric scales correlations.

Schizophrenia scales Depression scales

PANSS SANS MADRS HAM-D

(total) (affect) (alogia)

1. Spoken ratio −0.11 −0.5∗∗ −0.58∗∗ −0.64∗∗ −0.11∗ 0.11

2. Utterance duration −0.19 −0.44∗∗ −0.55∗∗ −0.49∗∗ −0.27∗ 0.05

3. Gap duration 0.09 0.45∗∗ 0.45∗∗ 0.54∗∗ −0.01∗ −0.14

4. Pitch range −0.16 0.04 0.13 0 −0.35∗ −0.33∗

5. STD pitch 0 −0.07 −0.17 −0.17 −0.18 −0.15

6. STD power −0.14 −0.27 −0.39 −0.31∗ −0.01 0.1

7. 1 −MWC 0.03 0.24 0.4 0.32∗ 0.19 0.19

8. Jitter 0.34 0.38∗ 0.21 0.45∗ −0.1 −0.3

9. Shimmer 0.41∗ 0.4∗ 0.18 0.31∗ −0.01 0.2
∗ indicates p < 0.05,
∗∗ indicates p << 0.01.

distinct mental states, or multi-class classification, where a set of models was
trained to identify the mental state of a specific speaker in a 1-vs.-all approach.
Our classifier obtained the following pair-wise classification success rates (chance
at 50 %): control vs. Schizophrenia - 76.19%, control vs. depression - 87.5%, and
Schizophrenia vs depression - 71.43%. Multi-class classification success rate was
at 69.77 (chance at 33.3 %).

4 Summary and Discussion

Speech acoustics is a measurable behavior that could be utilized as a biomarker
in the clinical setting. The change in the acoustics of speech is not the only aspect
of speech that changes in the course of various disorders [21], but these changes
are a well documented phenomenon in both schizophrenia and depression. In
both disorders speech acoustics often changes over time.

Our study was motivated by the desire to contribute to the search for a
possible biomarker for schizophrenia and major depressive disorder. Clearly the
development of reliable, objective, low-priced, and readily applicable assessment
tools would enhance the accuracy of the clinical evaluation for diagnosis and
monitoring. We focused on a relatively simple set of features extracted from
the speech signal in the temporal domain. We divided the set of features into
three groups of features, according to the time scale required for their extraction.
We showed that while macro-scale features correlate with distinct components
of the SANS rating scale, meso-scale features show poor correlations. Micro-
scale features showed the highest promise as diagnostic measures both in terms
of reliability and validity. Our findings that the acoustic features can separate
schizophrenia from depression subjects, without reference to the content of the
speech, provides converging evidence for the promise of this approach.
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Abstract. One of Parkinson’s disease early symptoms is called
hypomimia (masked facies), and timely detection of this symptom could
potentially assist early diagnosis. In this study we developed methods to
automatically detect and assess the severity of hypomimia, using machine
learning tools and a 3D sensor that allows for fairly accurate facial
movements tracking. To evaluate our prediction of hypomimia score for
participants not included in the training set, we computed the score’s
correlation with hypomimia scores provided by 2 neurologists. The cor-
relations in 4 conditions were 0.84, 0.69, 0.71, 0.70. This should be com-
pared with the correlation between the somewhat subjectives scores of
the two neurologists, which is 0.78. When training classifiers to discrim-
inate between people who suffer from hypomimia and people who do
not, the area under the curve of the corresponding Receiver Operat-
ing Characteristic curves in the same 4 conditions is 0.90 − 0.99. These
encouraging results provide proof of concept that automatic evaluation
of hypomimia can be sufficiently reliable to be useful for clinical early
detection of Parkinson-related hypomimia.

Keywords: Parkinson’s disease · Hypomimia · 3D camera · Facial
expressions · Affect prediction

1 Introduction

Parkinson’s Disease (PD) is the second most common neurodegenerative disorder
with a prevalence rate exceeding 100/100,000 among all American population
and 1,588/100,000 among population over the age of 65. This statistic might
underestimate the problem because PD diagnosis is complicated. Since age is
the single most important factor for PD and population is growing older, the
prevalence rate could further increase in the not too distant future [1,2]. PD
symptoms include tremor, rigidity and loss of muscle control in general, as well
as cognitive impairment. The difficulty in reliable PD diagnosis has inspired
researchers to develop decision support tools relying on algorithms aiming to
differentiate healthy controls from people with PD [3,4].
c© Springer International Publishing Switzerland 2016
S. Serino et al. (Eds.): MindCare 2015, CCIS 604, pp. 63–71, 2016.
DOI: 10.1007/978-3-319-32270-4 7
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Hypomimia is a cardinal sign of the disease often presented in its early stages.
The syndrome is characterized by a marked diminution of expressive gestures
of the face, including brow movements that accompany speech and emotional
facial expressions. Punctuation brow movements - very brief (∼50 ms) contrac-
tions of the muscles of the upper face that occur during speech and appear to
add semantic emphasis, are often absent. Additionally, hypomimia is commonly
manifested in only one side of the face [5].

Research has shown that PD patients have lower expressivity ratings than the
normal population while watching video clips, and that PD patients differ also
in the frequency of smiles while watching a series of cartoons and in the degree
of mouth opening while smiling [6,7]. In those studies ratings were performed
with the assistance of human judges, while in our study we aim to measure these
quantities automatically from video recordings, in order to compute an accurate
prediction of hypomimia. Mergl et al. [8] investigated hypomimia in patients
suffering from depression using ultrasonic markers placed on participants faces.
New wearable technology could enable home monitoring of patients, but since
the number of sensors that can be put on the patient’s face is limited, the quality
of assessing hypomimia severity is reduced.

The Unified Parkinson’s Disease Rating Scale (UPDRS) is the most common
scale used in clinical studies in order to follow the longitudinal course of PD.
UPDRS defines hypomimia levels as follows:

0. Normal
1. Minimal hypomimia, could be called “poker face” (healthy subjects might get

this score)
2. Slight but definitely abnormal diminution of facial expression
3. Moderate hypomimia; lips parted some of the time
4. Masked or fixed facies with severe or complete loss of facial expression; lips

parted 1/4 inch or more

Quantitative assessment of hypomimia could assist early diagnosis of the disease,
which could in the future (and with the development of new procedures) enable
better treatment and slow down the progression of the disease. A home stationed
application that enables quantitative assessment of hypomimia, with no need
to meet the neurologist, would allow for better evaluation and monitoring of
the treatment and could improve life quality of Parkinson’s patients. Recent
advances in computer vision allow for the reliable tracking of facial movements
using simple devices that could be stationed in one’s home. In this study we
used a common depth camera - PrimeSense Carmine 1.09, which delivers depth
video and audio information.

In the followingwepresent analgorithmthatutilizes depth sensordata todetect
and scale hypomimia. In Sect. 2 we describe the data collection with some details
of the recording procedure. In Sect. 3 we describe an algorithm that will assess
hypomimia severity. In Sect. 4 we present the results, discussing the correlation
between our algorithm’s predictions and both neurologists scores, and presenting
Receiver Operating Characteristic (ROC) curves for hypomimia detection.



Quantifying Hypomimia in Parkinson Patients Using a Depth Camera 65

2 Methods and Materials

Technology Overview. In recent years 3D sensors developed as part of the
growth of the gaming market. Some of these sensors come with software sup-
port to track facial movements fairly reliably. In our study we chose to use the
Carmine 1.09 camera developed by PrimeSense. The sensor depth acquisition is
based on the “light coding” technology. The process codes the scene with near-IR
light, light that returns distorted depending upon where things are. The solution
then uses a standard off-the-shelf complementary metal-oxide-semiconductor
image sensor to read the coded light back from the scene using various algo-
rithms to triangulate and extract depth. The product analyzes scenery in 3
dimensions [9,10].

To generate features we used Faceshift c©, which is a commercial software
that performs real time face tracking. The software gets as input data from the
depth sensor with sampling rate of 19 Hz, and tracks points of interest on the
participant’s face. (see example in Fig. 1) After tracking it further analyzes facial
movements and describes them as a mixture of basic expressions, as well as head
orientation and gaze. Specifically, Faceshift outputs the intensity level of 51
facial Action Units (fs-AU signals) over time, including eyes (blink, squint, up,
down, in, out), brows (up, down), jaw (forward, left, right, open), mouth (left,
right, frown, smile, dimple), lips (stretch, close, open, up, down, funnel, pucker),
chin (raise), cheek (squint), sneer, and puff [11,12]. In the analysis below we use
the fs-AU signal as raw data to generate features for our prediction algorithm.

Data Collection Protocol. The study was approved by the ethical commit-
tee of Hadassah Medical center. 14 Patients ages 58 to 84 with varying levels
of hypomimia, and 15 Controls ages 48 to 84, were recruited at Hadassah Med-
ical Center in Jerusalem. Each participant was given a short overview of the
experiment, and then gave a written informed consent for study participation in
accordance with the Helsinki Declaration. Each participant also indicated their
consent for the whole procedure to be videotaped. The 3D camera was positioned
50 cm from the subject’s face, 10 cm above eyes level.

First, the participant went through a short training stage (for the benefit of
Faceshift) which included presenting different facial expressions to the camera.
Afterwards each participant was recorded during 5 different sessions. The ses-
sions were: Answering 5 interview questions, watching photographs as slide show,
watching a funny short movie involving cats, watching a short movie involving
humans, and staring at the camera for 60 s. The most discriminantive results
were obtained when using the recordings of the 4th session (watching a short
movie involving humans), and therefore only these results will be presented.

Two Movement Disorder specialists (denoted DA and ED) rated each partic-
ipant for hypomimia using the recordings of the 1th session (an interview with
5 questions). DA scored participants with integer and half values in the range
[0, 4]; he stated that as a matter of procedure he would round up the hypomimia
score when his perception is that the hypomimia level is not an integer value.
Neurologist ED scored all participants with only integer values in the range [0, 4]
as is the custom in such neurological evaluations.
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Fig. 1. Example of points tracking by
Faceshift c©

Fig. 2. Correlation of labels given
by two neurologists, denoted DA
and ED.

Data Representation. The fs-AU signal was used to generate the following
representation for each recording, whose components included: (i) 4 moments of
each fs-AU (mean, variance, skew and kurtosis). (ii) 4 moments of bilateral fs-
AU differences (left vs. right side of the face). These comparisons were employed
since hypomimia is also characterized by asymmetrical facial expressions [5].
(iii) Correlations between every pair of fs-AU signals (50*51/2). (iv) Quantiza-
tion of the fs-AU signal to 4 discrete values, which were chosen using k-means
for each fs-AU signal. Using this discretization, we could compute for each fs-AU
signal the number of changes (a transition from one discrete value to another
discrete value) and the number of fast changes (a change of 2 discrete values or
more).

Methodology. To learn a predictor, the data was divided into train and test
sets using the Leave One Out (LOO) procedure, where the data of each left
out participant was kept for testing, while the data of all other participants was
used to train the linear regressor. This was repeated for each participant. Given
labeled data by two different neurologists, for each learning session we trained
two predictors, one for each neurologist. We then tested the predictor on the test
data from both movement Disorder specialists, giving us 4 different results (see
below in Sect. 4). For lack of objective hypomimia score, by defition our gold
standard is the Pearson Correlation Coefficient (PCC) between the subjective
scores of the two expert neurologists when based on the same recordings as our
algorithm, which is 0.78 (see Fig. 2).

3 Predicting Hypomimia Level

We shall now describe the procedure to obtain a prediction for hypomimia from
each recording, using the data representation described above.
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Learning Method: Supervised Learning Using Linear Regression. Lin-
ear regression is typically used to model the relationship between a scalar depen-
dent variable Y and one or more explanatory variables X. Since our challenge is
to predict an ordinal value in the range [0, 4], we used linear regression slightly
modified to construct such a predictor.

We start by noting that the data representation described in Sect. 2 lies in
high dimension, while the size of our training data is rather small. Therefore
training always started with greedy feature selection as described next. Subse-
quently we modeled the relationship between the selected features and the given
labels in each training set. Finally, this model was used to predict a continuous
hypomimia score for the left out recording of the test participant.

Note that this procedure outputs a continuous number, while the variable
we aim to predict is integer following the UPDRS guidelines. Thus in the final
step of the procedure, the output of the predictor is rounded to integer or half
integer values. When the prediction value is lower than 0 or higher than 4, it is
truncated to 0 or 4 respectively.

Feature Selection. The first step of the learning procedure reduced the dimen-
sionality of the signal using forward greedy feature selection coupled with least
squares regression [13]. The greedy selection procedure works as follow: in itera-
tion i, the feature that mostly reduces the residual sum of squares (RSS) between
the algorithm prediction and real labels is chosen, and improvement from the
last iteration (ΔRSS = RSSi − RSSi−1) is calculated. Features are added until
the improvement is no longer statistically significant (under the null assumption
that ΔRSS has a chi-square distribution with one degree of freedom).

When learning a predictor based on neurologist DA who typically used higher
scores, we used all recordings in the train set with hypomimia score of 0 and all
recordings with hypomimia score > 2, and ran forward greedy features selection
using linear regression as the matched predictor. Similalry, when learning a pre-
dictor based on neurologist ED who used somewhat lower subjective scores, we
used all recordings in the train set with hypomimia score of 0 and all recordings
with hypomimia score ≥ 2.

Anecdotally, the Features that were selected by the greedy procedure using
the data of each neurologist separately gave different results. When learning from
DA, the features most often selected included the correlation between brows up
movement and lower chin raise, the correlation between left side mouth smile and
forward jaw movement, and the correlation between left side lips stretch and left
side cheek squints (see Fig. 3a). When learning from ED, the features most often
selected included the correlation between brows up movement and lower chin raise
as above, the correlation between right eye squints and right side mouth press, and
the mean value of the left side mouth press. In both cases, between 2 and 3 features
were selected at each iteration of the algorithm (see Fig. 3b).

3.1 Learning Algorithm

We use the following notations: Let n denote the number of participants (in
our case 29), K denote the set of participants whose scores were used to train
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(a) (b)

Fig. 3. Most frequently selected features: (a) when learning from DA, and (b) when
learning from ED.

the greedy feature selection method, and |K| = m. Let si denote subject i, yi
denote the label given by the neurologist to participant i, ŷi the prediction of
hypomimia score generated by our algorithm, and ri the quantized hypomimia
integer score generated by our algorithm. Let Fi denote the set of features that
were selected using K\si as the train set. Let Vji denote the features vector of
subject j according to the features in set Fi.

Algorithm 1. Predict Hypomimia Severity
1: for i = 1..n do
2: Fi = forward greedy features selection using K\si
3: Generate Vji for j = 1 . . . n
4: Wi = Linear regression(Vji, yj for j ∈ K\si)
5: ŷi = WT

i ∗ Vii

6: r̂i = round(ŷi)
7: end for

4 Results

Predicting the Severity of Hypomimia. Using the algorithm described
above, we predict a hypomimia score for each participant. We then test these
predictions by correlating them with model scores. Specifically, recall that for
each recording we have 2 predictions, based on two separate predictors trained
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for each neurologist. These 2 predictions are correlated with the scores of both
neurologists (the one whose scores were used for training, and the other one),
giving us 4 prediction graphs (see Fig. 4) and 4 correlation scores (see Table 1).

Binary Detection of Hypomimia. The predictors can be used to discriminate
between healthy individuals (score ≤ 1) and people who suffer from hypomimia
(score > 1). This is a binary classification task. We plot Receiver Operator Char-
acteristic (ROC) curves to evaluate our algorithm in this discimination task, see
Fig. 5. The area under the curve (AUC) is used to measure success, see Table 2.
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Fig. 4. Correlations between the scores given by each of 2 neurologists and our algo-
rithm predictions in 4 conditions: (a) Scores of neurologist DA in the train data used
for training, scores of neurologist DA in the test data used for testing. (b) Scores of
neurologist DA in the train data used for training, scores of neurologist ED in the test
data used for testing. (c) Same as (a), training with ED and testing with ED. (d) Same
as (b), training with ED and testing with DA.
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Table 1. Pearson Correlation Coefficient of our method’s predictions with neurologists’
scores in 4 conditions, each marked by a pair of initials. The first set of initial denotes
the neurologist whose scores in the train data were used for training, while the second
set of initials denotes the neurologist whose scores in the test data were used for
correlation. In either case, correlation was computed with predicted values for unseen
data from the test set. All correlation values are very significant p < 3 ∗ 10−4; The
first row shows correlations based on the raw predictor values, while the second row
shows correlations based on the integer predictor values. Since ED scored hypomimia
with whole integer values, only the integer prediction values are shown when training
on ED scores.

DA - DA DA - ED ED - DA ED - ED

Prediction 0.784 0.623

Integer Prediction 0.836 0.686 0.711 0.707
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Fig. 5. ROC curves of hypomimia detection using our algorithm’s predictions. (a)
Scores of neurologist DA in the train data used for training.(b) Scores of neurologist
ED in the train data used for training.

Table 2. AUC of ROC curves from Fig. 5. The 4 conditions are described in the caption
of Table 1. All correlation values are very significant p < 10−4.

DA - DA DA - ED ED - DA ED - ED

AUC 0.990 0.917 0.904 0.944

5 Discussion

We described a learning algorithm that detects and scores hypomimia with rel-
atively high accuracy, when trained on other subjects. This kind of work may
contribute to the goal of early detection of Parkinson, by providing an automatic
tool which can be combined with other such tools to produce automatic scores
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correlated with symptoms of Parkinson. One attractive feature of the approach
is its potential to provide a home-stationed diagnostic aid not requiring a trip to
the neurologist’s clinic. One drawback of our method is its reliance on the avail-
ability of a depth camera, which is less readily available to most people, and the
use of the Faceshift c© software which requires pre-training by all participants,
a step which is not always straightforward for Parkinson patients.
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Abstract. Facial expressions play a major role in psychiatric diagno-
sis, monitoring and treatment adjustment. We recorded 34 schizophrenia
patients and matched controls during a clinical interview, and extracted
the activity level of 23 facial Action Units (AUs), using 3D structured
light cameras and dedicated software. By defining dynamic and inten-
sity AUs activation characteristic features, we found evidence for blunted
affect and reduced positive emotional expressions in patients. Further,
we designed learning algorithms which achieved up to 85 % correct
schizophrenia classification rate, and significant correlation with nega-
tive symptoms severity. Our results emphasize the clinical importance
of facial dynamics, and illustrate the possible advantages of employing
affective computing tools in clinical settings.

Keywords: Schizophrenia · Machine learning · Mental health · Facial
expressions · 3D cameras · FACS

1 Introduction

Both clinical observations and computational studies suggest that facial activity
plays a major role in signaling people’s emotional and mental state [8,13,14].
Accordingly, several mental disorders are manifested by reduced or altered facial
activity, and facial observations are an integral part of psychiatric diagnosis. To
date, there are no objective, quantitative methods to measure these alterations,
and no clear relation between them and the underlying brain disturbances. This
causes multiple interpretations of phenomenology and results in low reliability
and validity of psychiatric diagnosis [2].

Schizophrenia is one of the most severe mental disorders, with lifetime preva-
lence of about 1 % worldwide. The disorder is characterized by negative symp-
toms, which involve the loss of functions and abilities (e.g. blunted affect), and by
c© Springer International Publishing Switzerland 2016
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positive symptoms, which are pathological functions not present in healthy indi-
viduals (e.g. hallucinations). Studies have found that patients with schizophre-
nia demonstrate less positive emotions than controls [10], and lower congruity of
emotional response [1]. Furthermore, there has been evidence for reduced upper
facial activity [3] and reduced overall facial expressivity [5,7,12]. Nonetheless,
these studies use a limited set of facial activity characteristic features, not nec-
essarily ecologically relevant, and ignore information regarding facial dynamics
and variability. An extensive use of computational methods together with clin-
ical intuition is needed in order to obtain a more comprehensive description of
patients behavior.

Our study combines descriptive methods with data-driven analysis. We use
machine learning tools and cutting edge technology, in order to study a wide
range of facial activity characteristic features, the relation between them, and
the way they are manifested in clinical setting.

2 Materials and Methods

2.1 Study Design

Participants. The study was done in collaboration with Sha’ar Menashe mental
health center. Participants were 34 patients and 33 control subjects. All patients
were diagnosed as suffering from schizophrenia according to DSM-5, and the
course of illness in these patients varied from 1.5 years up to 37 years, with mean
of 16.9 years. All patients but one were under stable drug treatment (mood
stabilizer, antidepressant, antipsychotic and/or sedatives). Informed consent was
obtained from all individual participants included in the study.

Psychiatric Evaluation. Participants were evaluated by a trained psychia-
trist using the Positive and Negative Symptoms Scale (PANSS), a 30 item scale
especially designed to asses the severity of both negative and positive symptoms
in schizophrenia [9]. The majority of patients suffered from post-psychotic resid-
ual negative signs (Type II) schizophrenia, namely, they showed severe negative
symptoms (higher than 5 in the PANSS scale), while severe positive and general
symptoms were rather rare (less than 10 % of patients). 16 of the symptoms
did not vary enough for statistical analysis and learning; therefore, the analysis
focused on the remaining symptoms: 3 positive symptoms (Delusions, Concep-
tual disorganization and Grandiosity), 2 general symptoms (Motor retardation
and Poor attention) and 7 negative symptoms (Blunted affect, Emotional with-
drawal, Poor rapport, Passive/apathetic social withdrawal, Difficulty in abstract
thinking, Lack of spontaneity and flow of conversation and Stereotyped think-
ing). To test for diagnosis consistency, the PANSS evaluation was repeated inde-
pendently by a second trained psychiatrist who watched the interview videos.
Inter-rater reliability was calculated separately for each PANSS symptom using
Pearson correlation test.
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Experimental Paradigm. All subjects were individually recorded using a 3D
structured light camera (carmine 1.09), during a 15 min long interview conducted
by a trained psychiatrist. The interview was constructed out of one general
question (‘Tell me about yourself’), and three emotionally evocative questions
regarding subject’s current mood and recent emotional events. The camera was
placed on the table between subject and interviewer, in a way that did not
interfere with eye contact and none of the subjects reported discomfort from
being recorded. All procedures performed in the study were in accordance with
the ethical standards of the institutional research committee and with the 1964
Helsinki declaration and its later amendments or comparable ethical standards.

2.2 Facial Activity Features

The Facial Action Coding System (FACS). Scores the activity of 46 indi-
vidual facial muscles called Action Units (AUs) based on their intensity level
and temporal segments [4]. Scoring is traditionally done manually, one frame at
a time, by certified FACS coders, and automated FACS coding poses a major
challenge in the field of affective computing. The advantage of the coding system
is that it does not interpret the emotional value of specific features, and allows
for a continuous and dynamic facial activity analysis.

Facial Activity Extraction. For AUs activity extraction we used the
Faceshift c© commercial software which provides real time 3D face and head
tracking, and which is typically used for animating avatars in film and game
industry (www.faceshift.com). The software automatically analyzes data from
3D cameras based on structured light technology. These cameras capture facial
surface data, which is less sensitive to head pose and to lightning conditions
than 2D data, and yields a better recognition rate of AUs [11]. Faceshift outputs
the intensity level over time for 48 AUs. The output was manually evaluated
for tracking sensitivity and noise level. Subsequently, 23 Faceshift Action Units
(AUs) were selected for further analysis and learning, including Brows-up (cen-
ter, left and right), Mouth-side (left or right), Jaw-open, Lips-up, Lips-Funnel,
Eye-In-Right (looking left), Chin-raise, Sneer and both sides (left and right) of
Blink, Smile, Frown, Dimple, Lips-Stretch, and Chick-squint (see Fig. 1).

Characteristic Features Computation. In order to obtain a detailed char-
acterization of facial behavior, which captures both the dynamics and intensity
of the activity in a clinically relevant manner, we calculated 5 characteristic
features separately for each AU. First, the raw Faceshift signal was quantized
using k-means (k=4) clustering. Then a transition matrix was generated, mea-
suring the number of transitions between quantization levels. 5 facial activity
characteristic features were then computed:

1. Activation Ratio - Fraction of segment during which the AU was activated
2. Activation Level - Mean intensity of AU activation

www.faceshift.com
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Fig. 1. Illustration of Faceshift facial Action Units (AUs) used for learning.

3. Activation Length - Number of frames that the AU activation lasted
4. Change Ratio - Fraction of the period of AU activation when there was a

change in activity level
5. Fast Change Ratio - Fraction of fast changes (>1) in activation level

Activation Level and Change Ratio were calculated using frames with non-zero
activity only, so that they will not overlap with the Activation Ratio. For Fast
Change Ratio, we normalized the number of fast changes frames by the total
number of frames with activity change.

3 Analysis and Learning

The first part of our analysis was descriptive, and was aimed to obtain detailed
characterization of facial activity in patients in comparison with controls. In the
second part, we applied machine learning tools to generate predictions. We tested
whether facial features have predictive power for patients vs. control classifica-
tion, and for evaluating symptoms severity. To exclude possible confounds such
as gender, education level, age and religion, we performed one-way ANOVA; a
variable that was found to be different between groups, was further investigated
for its effect on facial activity within groups.

Descriptive Data Analysis. In the descriptive part of the analysis, we
explored how the facial activity is altered in different parts of the face, pay-
ing special attention to smiles. This was done using two tail student’s t-tests
on the Activity Level of each AU separately. For smiles, we further analyzed
the difference in all characteristic features, using separate t-test for each feature
type. The AU activity was given an emotional interpretation (e.g. high smile
level indicates positive emotion), based on the Emotional Facial Action Coding
System (EMFACS) developed by Paul Ekman, which systematically categorizes
combination of AUs to specific emotional categories [6].

To study the way blunted affect is manifested in patients, we performed a reg-
ularized ridge regression between symptom severity and all features over all AUs.
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Feature selection (n = 10) was done using f-regression, based on d’ scores. Regres-
sion results were evaluated by Pearson′s R, and the output regression weights
were used for further feature type analysis.

Machine Learning Tools. To test the predictive power of our features we
trained a learner on train data and evaluated its performance on one test patient
at a time, following the Leave-One-Out (LOO) procedure. The basic learning
algorithm we used was Support Vector Machine (SVM) for patients vs. control
classification, and ridge regression for symptom severity prediction. Before the
regression, principle component analysis (PCA) was performed on train data
separately for each feature type, resulting in a mixture of AUs. Feature selection
was performed based on train data using f-regression (for SVM), or by selecting
the highest PCA components (for regression).

To increase learning robustness, we employed a two step prediction algorithm,
where each stage is learned separately from train data (see Fig. 2). Interview
data of each individual subject was divided into 30 seconds long segments, and
5 representative features were computed separately for each segment (F1). In
step 1, a learner was trained on the segments of all train subjects, giving as
output the first model weights (W1) and a prediction for each segment. In step
2, prediction mean and standard deviation over all segments were calculated for
each subject (F2), and a second learner was trained to predict a participant’s
label from these moments (W2).

Fig. 2. Illustration of the 2-step algorithm.

Performance evaluation was done between-subjects, namely, all segments of
one subjects were left out for testing the algorithm. The SVM classifier was
evaluated by the area under the Receiver Operator Curve (AUC), a combined
measure for the learner’s sensitivity (true positive rate) and specificity (true neg-
ative rate) with 1 signaling perfect separation and 0.5 signaling chance. Regres-
sion results were evaluated by Pearson′s R between the psychiatrist score and
the algorithm prediction, separately for each PANSS symptom.
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4 Results

4.1 Inter-rater Reliability

All negative symptoms scores were at high agreement between raters (with an
average of R = 0.850, p << 0.01), and so was 3 positive symptoms (R = 0.630,
p = 0.021 for Delusions, R = 0.880, p << 0.01 for Conceptual disorganization)
and one general symptoms (R = 0.671, p << 0.01 for Motor Retardation). Poor
Attention and Grandiosity were not significantly correlated between raters.

4.2 Facial Activity, Descriptive Analysis

Facial Parts Analysis. We found a significant difference in the Activation Level
of 16 out of 23 Facefhit-AUs (see Fig. 3). Specifically, patients demonstrated
lower level of activity in Smile, Dimple, Lip-stretch and Lip-up (p << 0.01), AUs
which are typically in correspondence with positive emotional state. Frowns,
Brows-Up and Chin-raise, on the other hand, were at much higher level in
patients than in controls, which may indicate the presence of negative valance
emotions (sadness, surprise and fear). Although those facial expressions were
more intense, they changed more slowly, with reduced Change Ratio (p = 0.004
for Chin-raise) and Fast Change Ratio (p << 0.01 for both Chin-raise and
Frowns). Blink Activation Level was reduced in patients, which in the Faceshift
framework could mean that they closed their eyes less than controls. Sneer Acti-
vation Level was also significantly reduced. The level of Cheek-Squint activation
was surprisingly enhanced in patients.

Smiles Analysis. A closer look at smile activation (Fig. 4) reveals that in
comparison with controls, smile Activation Level was reduced, while Activation
Length and Fast Change Ratio were significantly enhanced in patients. These
results suggest that in clinical settings, patients may not necessarily smile less,
but rather their smiles are at lower intensity, longer, and with faster onset and
offset (aka frozen or fake smiles).

Blunted Affect. Regression results (Fig. 5) suggest a significant correlation
between AUs activation features and psychiatric evaluation of blunted affect
severity (RPearson = 0.686, p << 0.01). Based on the regression weights, the
two most discriminative AU features were Activation Level and Activation Ratio,
which were in negative correlation with symptom’s score. Change Ratio and Fast
Change Ratio were also given negative weights, while Activation Length seemed
to be positively correlated with the severity of the symptom. These Results are
consistent with clinical observations.

Possible Confounds. One-way ANOVA on patients and controls data revealed
significant difference between groups for gender (F = 16.77, p << 0.01) and
education level (F = 6.42, p = 0.014). Neither of these variables was found to
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Fig. 3. Mean Activation level of facial Action Units in patients and controls. Only
significantly different results are presented (p < 0.05 in student’s t-test).

Fig. 4. Smile activation characteristic features for patients and controls.

have a significant effect on facial activation characteristic within each group.
The possible effect of neuroleptic drugs on observed facial activity could not be
excluded, since all of our patients were under drug treatment, and additional
control is needed.
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Fig. 5. (a) Regression between blunted affect severity and facial activity features.
(b) Weights given to each feature by the regression model.

4.3 Facial Expression Predictive Power

Patients vs. Controls Classification. We employed the 2-step learning algo-
rithm one feature type at a time, and using all features together. Each of the
feature types was distinctive on its own on test data with AUC significantly bet-
ter than chance (Fig. 6). Activation Length gave out the best classification results
(AUC = 0.887), followed by Fast change ratio (AUC = 0.815) and Fast change
ratio (AUC = 0.814). This indicates the importance of looking at the duration
and dynamic of facial activity, rather than general intensity measures. The pre-
dictive power of using all features together was slightly lower (AUC = 0.799),
most likely as a result of small sample and subsequent over-fitting.

Fig. 6. a) ROC curves of each feature type for patients vs. control classification.
(b) Classification results summarized as Area Under the ROC Curve (AUC).

PANSS Severity Regression. For all negative symptoms, the prediction of
the algorithm was significantly correlated with the score given by the psychiatrist
(R > 0.3, p � 0.01). No such significance was found for any of the positive
symptoms, which can be explained by the small variability of positive symptoms
scores in our data. We got an unexpected result for general symptoms, with
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Table 1. Summary of ridge regression results on train and test data, separately for
each PANSS symptom. Pearson′s R was calculated between the algorithm prediction
and symptom severity as scored by a trained psychiatrist.

Code PANSS symptom Train R p-val Test R p-val

G11 Motor retardation 0.463 1.023E-03 0.154 0.213

G7 Poor attention 0.566 9.35E-07 0.292 0.0166

N1 Blunted affect 0.686 8.27E-10 0.530 4.042E-06

N2 Emotional withdrawal 0.652 4.52E-09 0.510 1.045E-05

N3 Poor rapport 0.550 2.53E-06 0.315 0.00949

N4 Passive/apatheticsocial withdrawal 0.548 2.89E-06 0.368 0.00216

N5 Difficulty in abstract thinking 0.585 3.83E-07 0.369 0.00211

N6 Lack of spontaneity and conversation flow 0.555 1.58E-06 0.301 0.0133

N7 Stereotyped thinking 0.539 3.86E-06 0.369 0.00211

P1 Delusions 0.344 0.005 0.017 0.891

P2 Conceptual disorganization 0.332 0.007 0.065 0.600

P5 Hallucinations 0.306 0.013 0.055 0.660

significant correlation only for Poor attention (R = 0.292, p < 0.05), which
outperform the inter-rater correlation for this symptom. Train and test results
are summarized in Table 1.

5 Discussion

Our results are in excellent agreement with previous studies and reported clinical
observations. We found clear evidence for clinically reported phenomenon such
as blunted affect and lack of positive emotional expressions, and demonstrated
how the disorder is manifested differently in different facial parts. Our findings
highlight the importance of looking at dynamic characteristics of facial activity
and may be employed in clinical settings.

The results give hope that real time automated facial analysis may one day
be used for disease monitoring, drug adjustment and treatment outcome eval-
uation. To achieve these goals, future studies should include monitoring facial
activity over time, studying Type-I (positive symptom) schizophrenia patients,
and controlling subjects’ drug usage. Other future directions include broadening
facial activity research to other disorders such as depression and autism, and
investigating the relation to neural mechanisms and cognitive performance.

Acknowledgements. This work was supported in part by the Intel Collabora-
tive Research Institute for Computational Intelligence (ICRI-CI), and the Gatsby
Charitable Foundations.



Automated Facial Expressions Analysis in Schizophrenia 81

References

1. Bersani, G., Polli, E., Valeriani, G.: Facial expression in patients with bipolar
disorder and schizophrenia in response to emotional stimuli: a partially shared
cognitive and social deficit of the two. Neuropsychiatric Dis. Treat. 9, 1137–1144
(2013)

2. Cohn, J.F., Kruez, T.S., Matthews, I., Yang, Y., Nguyen, M.H., Padilla, M.T.,
Zhou, F., De la Torre, F.: Detecting depression from facial actions and vocal
prosody. In: 2009 3rd International Conference on Affective Computing and Intel-
ligent Interaction and Workshops, pp. 1–7. September 2009

3. Ekman, P., Friesen, W.V.: The repertoire of nonverbal behavior: categories, ori-
gins, usage, and coding. In: Nonverbal Communication, Interaction, and Gesture,
pp. 57–106 (1981)

4. Ekman, P., Rosenberg, E.L.: What The Face Reveals: Basic and Applied Studies of
Spontaneous Expression Using the Facial Action Coding System (FACS). Oxford
University Press, New York (1997)

5. Falkenberg, I., Bartels, M., Wild, B.: Keep smiling!. Eur. Arch. Psychiatry Clin.
Neurosci. 258(4), 245–253 (2008)

6. Friesen, W.V., Ekman, P.: Emfacs-7: emotional facial action coding system.
University of California at San Francisco, 2: 36 (1983) (Unpublished manuscript)

7. Gaebel, W., Wölwer, W.: Facial expressivity in the course of schizophrenia and
depression. Eur. Arch. Psychiatry Clin. Neurosci. 254(5), 335–342 (2004)

8. Gunes, H., Pantic, M.: Automatic, dimensional and continuous emotion recogni-
tion. Int. J. Synth. Emotions 1(1), 68–99 (2010)

9. Kay, S.R., Flszbein, A., Opfer, L.A.: The positive and negative syndrome scale
(panss) for schizophrenia. Schizophr. Bull. 13(2), 261–276 (1987)

10. Lotzin, A., Haack-Dees, B., Resch, F., Romer, G., Ramsauer, B.: Facial emotional
expression in schizophrenia adolescents during verbal interaction with a parent.
Eur. Arch. Psychiatry Clin. Neurosci. 263(6), 529–536 (2013)

11. Sandbach, G., Zafeiriou, S., Pantic, M., Yin, L.: Static and dynamic 3D facial
expression recognition: a comprehensive survey. Image Vis. Comput. 30(10),
683–697 (2012)

12. Simons, G., Ellgring, J.H., Beck-Dossler, K., Gaebel, W., Wölwer, W.: Facial
expression in male and female schizophrenia patients. Eur. Arch. Psychiatry Clin.
Neurosci. 260(3), 267–276 (2010)
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Abstract. To increase the accessibility and efficiency of virtual reality exposure
therapy (VRET) this paper proposes a system for home-based use where patients
with social phobia are supported by a virtual health agent. We present an overview
of our system design, and discuss key techniques such as (1) dialogue techniques
to create automated free speech dialogue between virtual characters and patients
in virtual reality worlds; (2) a multi-modal automatic anxiety feedback-loop
mechanism to control patients’ anxiety level; and (3) motivational techniques
applied by a virtual health agent. The system was evaluated in a pilot study where
five patients with social phobia utilized our home-based VRET system. The
results showed that the system was able to evoke the required anxiety in patients
and that over time self-reported anxiety and heart rate gradually decreased as
expected in exposure therapy.

Keywords: Virtual reality therapy · Virtual coach · Virtual health agent ·
Behaviour change support system · Social anxiety disorder · Self-therapy

1 Introduction

Social phobia is one of the most often occurring mental disorders, with reports that estimate
this to affect around 13.3 % of the US population [1] during their lifetime. Patients with
social phobia fear social situations in which they may be scrutinized by others [2], for
example when having a conversation with someone, being observed, meeting someone new,
or giving a presentation. Exposing patients in virtual reality to these social situations has
been suggested [3] as a treatment for this disorder. As for other anxiety disorders, the devel‐
opment of virtual reality exposure therapy (VRET) systems mainly focuses on systems that
can be used in a health clinic where a therapist directly controls the system when the patient
is exposed [4]. However, with an ever-increasing demand for more efficiency and accessi‐
bility, it is desirable to be able to offer this treatment at the patient’s home. We therefore
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propose a home-based VRET system where social phobia patients are also supported by a
virtual health agent. In the design of this system three specific challenges were addressed
that are discussed in this paper. First, how to create a long conversation with a virtual char‐
acter to let patients experience the required social anxiety? Second, how do you automati‐
cally control the patient’s anxiety throughout a conversation with virtual characters? Third,
how could a virtual health agent motivate a patient to continue with the therapy? We also
present the results of a pilot study in which individuals with social phobia utilized our home-
based VRET system.

2 Related Work

Providing treatment for social phobia over the Internet is possible. For example, in a
randomized controlled trial, Gallego et al. [5] found a significant improvement in
patients receiving a remotely delivered treatment using non-interactive exposure video
over the internet. The patients’ fear of public speaking, work impairment, and avoidance
behavior decreased. Instead of using video exposure, others [6] have suggested a system
that allowed the therapist to control VRET from a remote location over the internet. Still,
this set up required the therapist to be actively involved.

At least part of the exposure does not require the presence of a therapist. In cognitive-
behavioral therapy (CBT), homework exposure exercises have been employed as an
integral component in the treatment for several anxiety disorders such as obsessive-
compulsive disorder, post-traumatic stress disorder and social phobia [7]. Even though
effective for some intervention [8], lack of an active involvement of the therapist during
treatment has been associated with reduced therapeutic efficacy, such as in relation to
depression [9]. In self-therapy settings, patients usually rely on persuasive power of the
homework-exercise itself. Whereas when therapists are involved, patients are often also
influenced by the therapeutic alliance, even with virtual exposure therapy [10]. This
brings forward the questions whether such an effect could also brought about with a
virtual health agent?

The presence of a virtual health agent can have a positive effect on treatment outcome
[11]. These agents often aim to guide individuals through a specific task thereby stimulating
positive behaviour, increasing motivation and adherence [11, 12]. Typically, the health
agent applies persuasive techniques to change people’s attitude and behaviors [13].

3 System Design

The entire concept of the home-based VRET system was review in a series of discussions
with eight clinical psychologists. Based on their input, a number of scenarios were written
and again reviewed by eight clinical psychologists, leading eventually to an implemented
system called the Memphis system [14]. The system consists of three main entities: (1) the
virtual health agent, (2) the virtual reality system and (3) the therapist application.
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3.1 The Virtual Health Agent

The main objective of the virtual health agents (Fig. 1) was to guide the patient through
the various steps of the therapy and motivate them to continue with the therapy. Guiding
the patients through the therapy involved explaining patients how to assemble the system
so it could be used. Patients received a set of video’s and instructions manuals on how
to connect the various hardware elements such as: head mounted display (HMD), head
tracker, heart rate device, internet dongle, security dongle, and microphone. Once the
Memphis system was started, the virtual health agent helped the patient to calibrate and
test the system, for example, training the speech recognizer, calibrating the anxiety
measurement, testing sound and internet connection, wearing the heart rate device and
finally setting up the HMD and the head position tracker.

Fig. 1. The female virtual health agent guiding patient to set the therapy goals (top), and the male
virtual health agent providing interactive psycho-education (bottom)

Besides guiding patients through the technical aspect of the system, the virtual agent
also introduced the patients to the therapy itself. The first motivational strategy the agent
applied was to help patients to formulate an achievable treatment goal. After explaining
the purpose of setting goals and also giving some example, the agent asked patients to
enter their goal. Interpreting this textual formulated goal and providing feedback by the
agent was regarded as no achievable. Instead the agent used the strategy of empowering
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the patients to do this themselves. In other words, after entering the goal, the agent gave
patients criteria to evaluate their own goal, for example, achievable, concrete, but also
not too easy. Again, it provided this with some examples. Afterwards patients were asked
again to reflect on their goal. This procedure was repeated when helping patients to
formulate specific sub goals. This information together with information the agent asked
about anxiety for specific social situations, and avoidance behaviors were automatically
sent through a server to the therapist, who could use the information to create the anxiety
hierarchy for social situations and a treatment plan. The second motivation strategy the
agent applied was psycho-education. The agents explained what social anxiety disorder
is, and the mechanisms underlying it. The agents also explained the therapy and what
patients could expect. Besides this general information, the agent also explained in each
session all the steps, e.g. filling out questionnaires, conducting virtual reality exposures,
and reflecting on the outcome and progress. In the last session, the agents also helped
the patients to develop relapse prevention strategies in a similar manner as the agent
initially had supported the patient to formulate a treatment goal. The third motivation
strategy that the agent applied was helping patients to reflect on their reactions during
the virtual reality exposures, and also their overall progress during the treatment. For
this the agent used an expert system approach using a therapeutic social anxiety knowl‐
edge base. The knowledge base was written and validated by clinical therapists. After
patients were exposed in a virtual world, the agent provided patients with an interpre‐
tation of the collected heart rate data, self-reported anxiety, and stress level manipulation
in virtual world. Internally the agents used eight templates to characterize the data of
anxiety progress during the exposure, and three templates to characterize the stress level
manipulation. Interpretations were linked to the 24 cells of this a 8 × 3 matrix. When
formulating the reflections, the agent started with explaining what information was
shown by the graphics on the screen. This was followed by the data interpretation,
possible speculations about the causes of this result and elements of psycho-education.
The agent finished with an encouraging remark aiming to improve patient’s self-efficacy.
The following is an example translated from Dutch of what the agent said: “After the
exercise in the virtual world we can now look together at the results that were collected.
At the screen you can see several graphs….The last graph shows how difficult the system
has tried to make it for you…if I look at the graphs, there are two things I notice. First,
your anxiety level, the combination of your heart rate and self-reported anxiety, started
relative high but reduced during the exercise. Secondly, the number of social challenges
remained constant during the entire exercise. This exercise nicely demonstrates that
after a while your anxiety naturally deceased. This is exactly what we try to achieve with
this exercise. Very good! Nice result!” To avoid repetition of agent reflection over time,
each cell include several alternative formulations of what the agent could say.

The last motivation strategy the agent applied was to provide patients with a reflec‐
tion of their overall treatment progress. For this, the agent looked at the overall anxiety
level of the last three sessions and the sessions before this. As with the reflection after
the exercises in the virtual world, the agent used a number of templates to characterize
the recorded anxiety level across the sessions. Important was also that given the number
of exercises scheduled and completed, the agent could recommend patients to contact
the therapist if the therapy does not seem to work. Again, an example of a reflection that
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the agent could offer: “Let’s look at a number of things. First, if I look at the list with
exercises, I can see that you have already completed 10 exercises, you are working
currently on a new exercise, and that eight other exercises have been planned for you.
This is very good! Secondly, if I look at the averages of the self-reported anxiety scores
for the last 3 sessions I see scores that are relatively low. In the sessions before that, the
anxiety scores were relative low. …Because you have finished more that 60 % of the
anxiety hierarchy, is might be a good idea to discuss this with your therapist. It is
important to find exercises that evoke anxiety. Also, it is important that you do not use
anxiety avoidance strategies during the exercise…”.

Fig. 2. Examples of seven virtual scenarios supported by the Memphis system (left to right). Top:
Participating in an English class, having appointment in a restaurant, middle: being ask to
participate in a survey, buying t-shirt in a shop, meeting a blind date in a restaurant, and bottom:
having presentation in a class, meeting a stranger in a bus stop
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3.2 The Virtual Reality System

Virtual Social Scenario. The Memphis system provided 19 different virtual reality
social scenarios, such as meeting a blind date in a restaurant, a job interview, visiting a
doctor, talking to a stranger at a bus station, buying a t-shirt, and meeting a stranger at
a party (Fig. 2). All social scenarios were selected and developed to elicit social anxiety.
They are also often used and suggested for exposure exercise in real life [15].

Dialogue Techniques. A key component of the system was to expose patients to free
natural dialogues. As this was a home-based system, a dialogue should unfold without the
need for direct human control, which is often not the case in current systems. Our system
therefore employed key word recognition and speech detection technology. Each dialogue
lasted around 18 min. To avoid an ever-broadening dialogue, the virtual characters always
took the lead in the conversation, by asking the patients questions, and responding to
patient’s reaction. In these dialogues there was no room for questions from the patients.
Therefore, patients were instructed not to ask questions to the virtual characters.

On average, each dialogue consisted of 78 dialogue units (i.e. [avatar’s question] →
[patient’s answer] → [avatar’s response]). Where obvious keywords could be expected
in the patient’s answer, the system searched for them in the patient answers. When they
were detected, the virtual character gave a response directly related to patients’ answers,
for example: [foreigner character] “when traveling with a train, how do I know I have
to get out of the train?” If answer of patients included the word “announcement”, the
virtual character would say: “Ok than I pay attention to that in the train”. In some cases
characters’ response was not appropriate, for example, when the wrong keyword was
detected. This was however considered acceptable, as the objective was to exposure
patients to social situations that would evoke anxiety, and not to expose them to flawless
dialogues. By using keyword detection at some places in the dialogue, the hope was to
give patients the illusion that character reacted intelligently towards their answers.

The majority of the virtual characters’ responses however were not based on keyword
detection. Instead, the characters provided responses that patients might think related to
their answer, but were in fact independent of their answer. For example, [shop assistance]
“Can you also specify to me the price range that you’re aiming for?” After which an
answer of the patient would follow. The virtual character would again respond to this
answer “Well, that’s fine”. For the responses it was anticipated that patients would
assume that virtual characters would adhere to cooperative principles [16]. In other
words, virtual characters and patients pursued mutual conversational goals and the char‐
acter would try to provide relevant responses and avoid ambiguity. Furthermore, indi‐
viduals often heavily rely on the process of interfering. In other words, they would assign
meaning to the response of the virtual characters in light of the context of the dialogue
and social setting. Table 1 provides a list of specific strategies that were used to create
character responses.

A potential avoidance strategy patients might apply is to provide short answers to
avoid exposure. To address this behavior the system monitored the length of patients’
answers. Hence, when a patient gave a short answer, the virtual character engaged the
patients into a dialogue that encouraged the patient to provide longer answer, for
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example, “It is not quite clear to me. Can you explain further?”, “What do you mean by
that?”, “I have plenty of time here, can you explain it to me a bit more?”, or “Now you
make me curious, tell me something more.”

The Phobic Stressors. As a patient’s anxiety response towards fear stimuli varies, the
system deployed several phobic stressors in each virtual world. First, the dialogue units
could either be positive or negative. Controlling the ratio of positive and negative
dialogue units has been demonstrated as a key function to induce different level of

Table 1. List of dialogue techniques employed in the Memphis VR dialogue system

Dialogue techniques Example
Create topic blocks in the story line to avoid repeti‐

tion in questioning. Blocks start with a monolog
where the avatar provides information about him
or herself, followed by questions the topic

Block 1: [avatar talking about his family extensively]
→ [continue with questions about patient family]
→ Block 2: [avatar talking about his holiday last
summer extensively] → [continue with questions
about patient summer holiday] → etc.

Create generic avatar’s respond that fit to any partic‐
ipant’s answer

Avatar: “Hi, it seem that you’re looking for someone,
may I join you?” → Patient: [answer] → Avatar:
“okay”

(Dis)agree on what the patient said Avatar: “What do you think about the climate change
now days?” → Patient: [answer] → Avatar:
“Great! I agree with you in this case”

State an attitude or emotion towards the answer Avatar: “I’ve been waiting for my food for 20 min
now. The service is really slow here, what do you
think?” → Patient: [answer] → Avatar: “Ah, I see.
I am glad that you mention that!”

Reflect on your original question, e.g. it was not rele‐
vant

Avatar: “Do you have OHRA health insurance or do
you have another private health insurance?” →
Patient: [answer] → Avatar: “OK, I understand
that, it does not matter anyway.”

State an opinion Avatar: “What do you think is the most interesting
thing to see in the Netherland?” → Patient:
[answer] → Avatar: “Yeah, I think visiting a tradi‐
tional cheese factory, or clogs shop is a nice expe‐
riences.”

State (mis)understanding of patient answer, and
extend response with own information

Avatar: “What do you think about Amsterdam public
transport right now?” → Patient: [answer] →
Avatar: “Ok, I see your point. I also have pretty
similar thoughts since I used it a lot the last couple
of years.”

State an opinion based on your beliefs, emotion or
perceptions

Avatar: “What make you a good team leader?” →
Patient: [answer] → Avatar: “Yeah, but honestly
I feel that you’re not ready yet to become a good
team leader by judging your answer and your
current experience”

Makes a statement that is always true in relation to
the topic

Avatar: “Are you feeling under any pressure or stress
lately?” → Patient: [answer] → Avatar: “Okay,
please remember that too much stress can affects
your health.”
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anxiety [17]. A positive dialogue unit meant a dialogue that consisted of a friendly,
affirmative or enthusiastic type of question and avatar response, such as “I like to know
your taste music, what kind of music do you like?” and was followed by the avatar’s
response to the patient’s answer “Cool! Nice taste of music!”. On the other hand, the
negative dialogue unit meant that the dialogue was formulated in an unfriendly, unen‐
thusiastic and criticizing question and response, for example “I don’t think that you have
a good taste of music, but in case I’m wrong, can you tell me what type of music you
like?” followed by the avatar’s response “Mmm… as I have expected, you know nothing
about good music!”. A second type of phobic stressors was the avatar gestures, for
example the gaze of the avatar. As mentioned in other studies [18], (intense) direct eye
gaze can evoke anxiety. Therefore the virtual characters also have the capability to stare
at patients, look away, or simulate turn taking gaze behavior in a conversation. Besides
gaze behavior, body posture of an audience [19], e.g. an interested audience or an audi‐
ence that is bored, were used in public speaking scenarios.

The Anxiety Feedback-Loop. The system regulates patients’ anxiety level by moni‐
toring their anxiety and in a real-time fashion adjusting phobic stressors in the virtual
world to reach the desired anxiety level as set by the therapist prior to a session. To
monitor anxiety level, the system used both self-reported anxiety and a physiological
measurement in the form of an automatically collected Subjective Unit of Discomfort
(SUD) scale using speech recognition technology [20], and heart rate (bpm unit) using
Zephyr HxM heart rate monitoring device. Both measurements were collected every
four minutes during the exposure. Furthermore, using an individualised linear regression
function, these two different modality measures were internally, at run time, combined
into a single anxiety measure on which the system acted. As patients vary on how their
anxiety is expressed in the two anxiety measures, a calibration procedure was used in
the first session of the therapy. Imaginary exposure was used to determine a patient
anxiety response in a low anxiety and high anxiety situation. Using relaxing sounds
clips, a patient was asked to relax for four minutes while SUD and hear rate data was
collected. Next, the patient was asked to imagine giving a presentation and push him or
herself to the highest, but still tolerable, level of anxiety using various sound clips of an
audience (i.e. from a nice, quiet audience to a loudly boing audience). Again anxiety
data was collected for again a period of four minutes.

The automatic feedback loop used the personalised anxiety measure to regulate the
patient’s anxiety level. Before a session, therapists set the patient’s initial target range
for the patient’s anxiety by defining the lower and upper bounder. At the start of a virtual
reality (VR) exposure, the system increased or decreased the patient’s anxiety to a level
within the target range. The system did this by gradually increasing or decreasing the
number or the degree of the phobic stressors in the virtual world. Once the patient’s
anxiety was within the target range, phobic stressors remained constant, or were reduced
if patient’s anxiety exceeded the target range. This regulation mechanism allowed
patients to experience that their anxiety would naturally decline over time, and ensured
that patients would not experienced an undesirable high level of anxiety for a long time.
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3.3 The Therapist Application

The therapist application was a standalone application used by the therapist to interact
with their patients. Using this application, therapists were able to create a personalized
treatment plan for a patient, monitor the patient’s progress during the treatment by eval‐
uating the questionnaires, SUD score and heart rate results (Fig. 3), exchange personal
messages with the patient using integrated e-mail services, creating and adjusting the
treatment schedule, write a patient log book and relapse prevention strategy, and find
the Memphis helpdesk contact information in case there is a technical problem. Once a
therapist registered a session schedule and a treatment plan in the system, patients could
start their treatment at home using the Memphis system.

Fig. 3. Monitoring the patient’s progress during the treatment by evaluating the SUD score and
heart rate results in the therapist application

To support the interaction and communication between the therapist application and
the virtual coach application, a secure and centralized database server was established.
This database server records all occurring events during the treatment, for example:
recording the psychological measurement data, store all questionnaires data, store thera‐
pist – patient messaging activities. To ensure security ISO standards on the medical
informatics security, such as ISO27001, ISO9001, ISO14001, but also the national
guideline (NEN7510) were consulted and work procedures were formulated. Also, prior
to treatment both therapist and patients received personalized encryption and decryption
keys, which they had to plug into their computer. All data stored on the server and data
exchange between server and the therapist and patient application was encrypted using
these keys.

4 Evaluation

System operation and testing the usability of the system was done with a group of 5
university students and staff (non-patients) and an experimenter acting as a therapist.
This test was conducted on a single set of hardware (Dell Inspiron 7720 laptop running

Home-Based Virtual Reality Exposure Therapy 93



Windows 7 64 bits). The tests revealed no serious operational or usability problems. The
next step, therefore, was to examine the system in a small pilot study with actual patients,
a first step towards larger scale clinical trial. The aim of the pilot study was to examine
whether the system could evoke social anxiety and resulted over time in anxiety reduc‐
tion when social phobic patients were exposed in virtual reality. The pilot study was
approved by the ethics committee of the University of Amsterdam (Approval number:
2014-CP-3660).

4.1 Subjects

The pilot study was conducted with five social phobia patients who met DSM-IV [2]
criteria for generalized Social Anxiety Disorder. The patients first filled in several ques‐
tionnaires on psychopathology and were then interviewed with Structured Clinical
Interview for DSM-IV (SCID-I, SCID-II/avoidant PD). The sample consisted of two
males and three females with an age ranging from 38 to 64 years old (M = 49,
SD = 10.63).

4.2 Procedure and Apparatus

At the start of the pilot study, patients were invited to the clinic for an introduction
meeting with the therapist. In the introduction meeting therapists explained the back‐
ground of the study and how to utilize the related hardware and software involved.
Furthermore they also demonstrated how to setup all devices. Using the therapist appli‐
cation, the therapist registered the patient on the server system. After the introduction,
patient received a suitcase with all equipment and a manual that they brought home.
Each patient was scheduled to receive 10 treatment sessions. From the 10 sessions
planned, 8 sessions (sessions 2 to 9) included exposure in the virtual reality, while
session 1 served as an introduction session and session 10 as a relapse prevention session.
At the start of each session, the therapist called the patient by phone. During the session
the therapist would listen and advice the patient over the phone while the patient was
using the system at home.

4.3 Measures

SUD scores and average heart rate were recorded every four minutes during VR expo‐
sure. The level of presence in the virtual reality during the first two treatment sessions
was measured using Igroup Presence Questionnaire (IPQ) [21].

4.4 Results

Due to technical glitches that arose unexpectedly during treatment sessions, only one
patient, who used the same hardware set that was used in the usability test, was able to
complete all 10 sessions successfully. For the other four patients, who used another
brand of laptop, it was decided to stop the trial and offer them face-to-face treatment.
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This meant that for one patient data was collected from only the first six sessions, from
two patients from only the first three sessions, and from one patient only the first two
sessions.

The overall IPQ results were compared with online IPQ dataset1 (downloaded on
March 2nd, 2015) for stereo HMD visual stimuli. The overall IPQ rating (N = 5, M = 60.4,
SD = 4.51) was significantly higher (t(40) = −2.79, p = .008) than the overall rating of
the online IPQ dataset (N = 37, M = 38.16, SD = 17.53). The system therefore seems
to have been successful in establishing significant levels of presence.

A total of 204 SUD scores were collected from the five patients. This data was
analyzed with linear mixed-effect models (lme) in R taking the SUD scores as response
variable and session number (2–9) and order number of the exposure exercise in a session
(1–3) as factors nested within random effect variable participant. The objective of the
analysis was not to generalize findings to a larger population, but instead to examine
how SUD progressed for this sample, which for session 7 to 9 only included data from
a single patient. The analysis showed that sessions (χ2(1) = 24.2, p. < .001) and exposure
order number (χ2(1) = 11.5, p. = .007) had a significant effect on the SUD scores. No
interaction effect between these two factors was found (χ2(1) = 2.9, p. = .087). As
Fig. 4 shows, patients self-reported anxiety level decreased over the 22 (8 session × 3
exercises – 2 as first and last session only included 2 exercises) exposures exercises.
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Fig. 4. Self-report anxiety across the treatment sessions including .25 and .75 quantiles spread.

Similar models were fitted on heart rate data (n = 204). Both session (χ2(1) = 37.0,
p. < .001) and exposure order number (χ2(1) = 71.5, p. < .001) had significant effect on
the heart rate data. Again no significant (χ2(1) = 0.3, p. = .62) two-way interaction was
found. As Fig. 5 shows also heart rate decreased over 22 exposure exercises.

1
Data available at http://www.igroup.org/pq/ipq/data.php.
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Fig. 5. Heart rate across the treatment sessions including .25 and .75 quantiles spread.

5 Discussion

The pilot study findings show that for this sample (1) the system could evoke anxiety
and (2) over time the expected habituation sets in as anxiety levels dropped. Furthermore,
the patients reported to have experienced a substantial level of presence, which is
encouraging given that the 18 min dialogues were fully automated without intervention
of a human to control the virtual characters. The pilot study also revealed a number of
serious technical problems. These technical problems need first to be addressed before
any further studies with patients can be considered. On the other hand, one patient, who
used the non-failing equipment, was capable to complete all 10 of the home sessions,
illustrating the system feasibility in treating patients if technical and usability problems
are resolved. The technical problems included unexpected software crashes, but also
patients forgetting to charge batteries of the mouse, and wireless hear rate device, but
also problems getting the HMD to function properly, or simply finding or daring to click
on a button. The later is interesting, as it shows that usability issues might be especially
important for this user group to address. Apart from the described technological prob‐
lems, the study has the following limitations. First, although a key step, this represent a
pilot study with only a small sample and without a control condition to compare the
findings with. Second, because of the technical glitch, patients did not do the exercise
completely on their own. Often the therapist also had to provide technical support on
the phone. Third, because of ethics considerations it was necessary at this stage to have
a therapist listening in over the phone while patients conducted their exercises at home.
Besides the insights the pilot study offered into the feasibility of home-based VRET, the
scientific contribution of the work presented in this paper lies in the techniques proposed
to address three key challenges, namely, (1) techniques a virtual health agent could apply
to motivate a patient, (2) dialogue techniques to create 18 min long conversation with
virtual characters, and (3) an automatic feedback loop to control the anxiety of a phobic
patient. These contributions are not limited to the psychotherapy domain, but might al-
so be beneficial for application domains that require a level of controlled stress in the
form of conversation such as serious gaming or as part of stress test, for example Trier
Social Stress Test.
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Abstract. In the last decade, the use of technology is considerably increased.
A propriety that makes technologies effective tools is to elicit high levels of sense
of presence similar to real one experience. Augmented Reality is a new paradigm
involving virtual elements in the real world enriching reality with valuables
information. This study investigated the flux of the sense of presence and the state
anxiety to food stimuli exposure across reality, pictures, and Augmented Reality
in twenty-two healthy subjects. The results showed that subjects were clearly able
to distinguish the three types of domains, reporting high levels of presence
engagement both in reality and Augmented Reality condition. Furthermore, all
food stimuli were able to relax subjects, regardless the exposure condition.

In conclusion, our preliminary findings suggest initial evidences of the poten‐
tial of AR in a variety of experimental and clinical settings, representing a new
challenge for the assessment and treatment of psychological disorders.

Keywords: Augmented reality · Sense of presence · Presence engagement ·
Anxiety · Psychological disorders

1 Introduction

In the last decade, the use of technology for the assessment and treatment of psycho‐
logical disorders is considerably increased [1–6]. With this regard, Virtual Reality (VR)
emerged as an effective tool for the evaluation and treatment of psychological disorders.
In details, several studies showed that VR is one of the most used and effective thera‐
peutic tools in the field of anxiety treatment [2–5]. Several researches showed that
exposure therapy through VR is effective for reducing and regulating negative affective
symptoms, while exposure to emotional situations and prolonged trial result in the
regular activation [7]. Therefore, repeated exposure to similar stimuli results in a
decrease of psychophysiological activation, reducing the subjects’ anxiety and stress.
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Furthermore, a property that makes VR an effective therapeutic tool is that it is able
to elicit high levels of sense of presence. According to Riva [8] presence is the sponta‐
neous (non mediated) awareness of fruitfully turning intentions into actions within an
external world. Hence, a high sense of presence in a mediated experience provides a
greater realistic perception of the experience and involvement assuring a similar expe‐
rience to the real one. Indeed, Gorini et al. [9] compared virtual stimuli with the real
ones and with pictures for exploring changes in psychophysiological reaction to food in
a sample of eating disorder patients and healthy volunteers. The results showed that the
virtual and reality foods elicited a similar significant degree of presence. To increase the
sense of presence, another technology is proving its potential in the assessment and
treatment psychological disorders: Augmented Reality (AR).

AR is a new paradigm involving virtual elements in the real world. The AR concept
is that synthetic objects can be add to the real world in real time enriching reality with
helpful and relevant information [10, 11]. AR user sees the real world, except that in
this real world the virtual objects are placed or superimposed over it forming a part of
what the user is seeing with the sensation that the virtual and real objects coexist in the
same space without distinguishing the difference between real and virtual objects. In
other words, AR allows to add-on “ghost” elements to reality that user can perceive as
similar to the real one.

To date, AR systems have been developed for several applications, above all in the
field of entertainment [12], maintenance [13], architecture [14], education [15, 16],
medicine [17], and cognitive and motor rehabilitation [18–21]. Nevertheless, a very
few applications of AR has been developed in the treatment of psychological disor‐
ders [22, 23]. In particular, the main AR applications for the psychological disor‐
ders’ assessment and treatment included the phobia for small animals and acro‐
phobia [24] and among these a few but remarkable studies assessed the degree of
presence in an AR system for the treatment of psychological disorder [24–31].

Purposely, Botella et al. [24] and Juan et al. [26], for the first time, evaluated the
sense of presence and reality judgment and anxiety experienced in an AR system in
patients affected by cockroach and spider phobia. Data showed high level of presence
and reality judgment and at the beginning of the exposure the virtual cockroaches were
able to arouse anxiety that after one hour of exposure significantly reduced it.

In 2010, Bretón-Lopez et al. [25] assessed the ability of an AR system to rise anxiety
and elicit sense of presence and reality judgment in six patients affected by cockroach
phobia.

An another study of Juan and Joele [29], using an AR visible marker-based versus
an AR invisible marker-based system for the treatment of small animals phobia, assessed
the levels of sense of presence and anxiety in twenty-four non-phobic subjects. Data
showed that the AR invisible marker-based elicited a higher sense of presence compared
to the AR visible marker-based system.

Finally, other AR studies [27, 28, 30, 31], using similar anxiety and sense of presence
measures, reported encouraging results in regards to the AR as a promising tool in the
treatments of anxiety disorders.

Starting from these premises, and aiming to enlarge the AR applications to other
psychological disorders, such as eating disorders, we developed an AR system in order
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to primarily investigate the fluctuation of the sense of presence across three conditions:
(i) reality; (ii) pictures; (iii) AR. Our secondary aim was to explore changes in subject’s
state anxiety according to the type of medium used to display food stimuli.

2 Methods

2.1 Subjects

The experimental sample included 22 healthy subjects (14 females). The mean age
was 42.55 (SD = 12.432), mean body mass index (BMI) was 21.431 (SD = 1.707)
(See Table 1). Subjects were randomly recruited from through local advertisements
among college students and workers. The inclusion criteria were: no Axis 1 disor‐
ders as defined in the Diagnostic and Statistical Manual of Mental Disorders, fourth
edition (DSM-IV-TR) [32], age between 18 and 60 years, no history of neurological
diseases, psychosis, no headache, or vestibular abnormalities, and no food allergies
on intolerances. Moreover, in order to exclude the presence of any psychiatric
diseases, such as eating disorders or anxiety disorders, we administered to subjects
the Mini International Neuropsychiatric Interview Plus (MINI) [33].

Table 1. Age, weight, height and body mass index (BMI) averages of experimental group

Variable N Mean SD
Age 22 42.55 12.432
Weigh 22 63.41 8.567
Height 22 1.7168 .081
BMI 22 21.432 1.707

Finally, subjects did not receive any compensation for their time and who gave their
written informed consent to participate were included in the study.

2.2 Psychological Assessment

Subjects were administered the following questionnaires:

• State-Trait Anxiety Inventory Form Y-1 (STAI-Y1) [34]. The STAI-Y is a vali‐
dated and largely used measure of state and trait anxiety. STAI-Y1 consists of twenty
items self-report questionnaire based on a four-point Likert scale, which assesses
trait anxiety levels.

• ITC-Sense of Presence Inventory (ITC-SOPI) [35]. The ITC-SOPI is a validated
questionnaire focusing on users’ experiences of virtual reality (and media, in
general), which evaluates the degree to which the subject experienced the “sense of
being in the virtual environment”, how far the virtual environment was the dominant
reality, and how far it is recalled as a “place”. More specifically, forty-two items,
divided in two parts, A (6 items) and B (36 items), composed the ITC-SOPI. Further‐
more, the ITC-SOPI provides four subscales, which correspond to the sense of
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physical space, engagement, ecological validity, and negative effects. A five-point
Likert scale (1 = strongly disagree; 5 = strongly agree) was chosen as the response
option for all items.

Real Food                                                                              

Picture Food

AR Food

Fig. 1. Experimental exposure conditions.
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2.3 Food Stimuli

According the nutrition facts (such as total fat and saturated fat), we elected nine foods
divided in three categories, as follows:

• Three high salty calorie foods – potato chips, crackers, and salami – with total fats
amounting to >20 g/100 g and saturated fats equal to >6,25 g/100 g;

• Three high sweet calorie foods – chocolate, muffins, and cookies – with total fats
amounting to >10 g/100 g and saturated fats equal to >5 g/100 g;

• Three low-calorie foods – pears, tomatoes, and carrots – with low total fats amounting
to <4 g/100 g and saturated fats equal to <1.25 g/100 g.

The three categories food stimuli were presented to subjects in real, picture, and in
AR (Fig. 1).

2.4 Experimental Procedure

All subjects were assigned to the following three exposure conditions:

1. Real food stimuli: the nine real foods were presented for 30 s each on a plate in
front of the subject. Each stimulus presentation was interspersed with 30 s of pause.
During the pause, the foods were hid with red plastics covers so that the subjects
could not see them.

2. Picture food stimuli: The same nine foods presented in the real condition were
presented in picture format. Subjects were asked to watch each food picture for 30 s,
followed by 30 s of pause. Pictures were taken by the real food plates and, then,
settled with Photoshop software in order to control the brightness and contrast. The
picture’s sizes were 180 × 260 mm and were printed, centered horizontally, on A4
paper (210 × 297 mm).

3. Augmented Reality stimuli: In the AR condition subjects were asked to hold a plate
marker-based. A camera positioned on the pc display recognized the plate marker-
based, projecting each food on the plate for 30 s. Subjects were able to move and
turn the plate exploring and observing the foods. The AR setting included the
following hardware units: (a) Microsoft’s HD LifeCam camera, which offers true
HD capture in 720p resolution, able to capture 30 frames per second (Microsoft,
Redmond, WA, USA); (b) the marker to decode the AR stimulus; and (c) a portable
computer (ACER ASPIRE with Intel® CoreTMi5, graphics processor Nvidia
GeForce GT 540M and Bluetooth support).

The order of presentation of each experimental condition, as well as the order of appear‐
ance of each food within the different conditions, was counterbalanced for each subject. All
subjects were tested at least 2 h after a meal in order to avoid effects related to excessive
hunger or overeating. The experiment was composed of three sessions. First, subjects’ level
of anxiety was assessed using STAI-Y1 [34] questionnaire. Next, subjects were assigned to
each of the above-mentioned condition (Real food stimuli; Picture food stimuli; and
Augmented Reality stimuli). At the end of each condition, subjects’ levels of sense of pres‐
ence (ITC-SOPI) [35] and anxiety (STAI-Y1) [34] were assessed.
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3 Results

This research aimed to investigate the differences (i) in the sense of presence and (ii) in
anxiety, in function of the three experimental conditions (Real food stimuli vs. Picture
food stimuli vs. Augmented Reality food stimuli).

Hence, Normality test (i.e. Kolmogorov-Smirnov) was carried out to determine if
variables were normally distributed. Because this condition was not satisfied, a
Wilcoxon test for each of the ITC-SOPI [35] and STAI-Y1 [34] subscales, and regarding
each condition (Real food stimuli; Picture food stimuli; and AR food stimuli), was
carried out.

Results showed that all food stimuli, regardless the type of medium used (i.e. reality,
picture or augmented reality), were able to relax subjects (Baseline vs. Reality:
Z = −2,596, p = .009; Baseline vs. Picture: Z = −2,509, p = .012; Baseline vs.
Augmented Reality: Z = −2,460, p = .014) (Table 2).

Table 2. Descriptive statistics of STAI scores pre (baseline) and post (reality/picture/augmented
reality) food exposure.

Subject Baseline Reality Pictures Augmented reality
1 33 33 29 34
2 33 28 27 30
3 24 21 23 26
4 24 20 20 20
5 39 32 22 20
6 27 20 20 20
7 32 20 20 20
8 50 41 47 46
9 31 30 31 31
10 40 37 33 32
11 44 48 51 45
12 33 31 28 28
13 21 20 20 20
14 20 20 20 20
15 38 33 34 32
16 20 20 20 20
17 24 22 22 22
18 22 20 22 20
19 30 30 20 20
20 25 31 33 33
21 25 21 21 29
22 31 32 29 27
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On the other hand, it is possible to note significant differences regarding the sense
of presence, among the three conditions.

In details, the sense of engagement perceived during picture condition was signifi‐
cantly different, compared to other two conditions (Reality vs. Pictures: Z = −4,075,
p < .001; AR vs. Pictures: Z = −3,880, p < .001). Moreover, subjects experienced a
similar level of engagement in the two conditions of reality and augmented reality
(Reality: mean = 3.548; SD = .418; Augmented Reality = 3.478; SD = .688). Further‐
more, ecological validity in the picture food stimuli condition was significantly higher
than that perceived (i) in Real food stimuli condition (Z = −4.116, p < .001) and (ii) in
Augmented reality food stimuli condition (Z = 2.939, p = .003). No significant differ‐
ence was found regarding the other two dimensions of ITC-SOPI (i.e. sense of physical
safe and negative effect) across the three conditions.

In other words, only food presented in AR condition was able to elicit levels of sense
of engagement similar to reality. However subjects were able to clearly recognize that
food stimuli displayed in pictures, and by mean of AR were artifacts.

4 Discussion

The aim of this preliminary research was to investigate the phenomenon of presence
across three domains: (i) reality; (ii); pictures and (iii) augmented reality. In details,
subjects were exposed to food stimuli, which were effectively present, showed in
pictures or displayed by an augmented reality system. In addition, we also explored
changes in subject’s state anxiety according to the type of medium used to display food
stimuli. In accordance with the first aim of this study, our data showed that AR food,
compared with food presented in pictures, could elicit a sense of presence similar to
reality. More interesting, the ITC-SOPI [35] scoring showed similar significant levels
of sense of presence on the Engagement subscale both in AR food stimuli presentation
and in reality. The sense of engagement in a media experience can be defined as the
user’s involvement and relevance in the content and the general pleasure of the experi‐
ence [36–38]. Then, content, attention and involvement are three essential factors that
impact on user’s engagement evaluation of a media experience. Indeed, the engagement
ITC-SOPI [35] subscale includes items relate to how appealing the user found the
content and arousal and emotionality, determining the engagement measure both by the
media content and the media form variables.

Furthermore, the data of the ITC-SOPI [35] scoring on the Ecological Validity
subscale showed that all subjects were able to clearly distinguish the three types of
domains.

Regarding our second aim, we found that all food stimuli were able to relax subjects,
regardless the type of medium used. According to this result, food stimuli in healthy
subjects seem to be able to produce positive psychological pattern for reducing anxiety.
Indeed, there is growing evidence on the close interaction between anxiety and
emotional eating in order to regulate emotions [39–41]. According to the emotional
regulation strategy, the individuals’ experiencing anxiety or other emotional states
affects their eating behaviour for decreasing an unpleasant or lessening negative feelings
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[42]. In general, food can provide some relief from negative emotion or mood states,
producing reward, gratification and positive emotions [43, 44].

Despite the clearness of the present findings, this study presented some limitations.
First, the small number of subjects makes us careful about the generalization of the results.
A future randomized controlled study including a larger sample and a eating disorder
patient’s sample will address this issue. Second, presence is a subjective condition and the
use of retrospective measures as the ITC-SOPI [35] to assess it could not be able to capture
the occurrence of the phenomenon of presence in its totality. In order to address this issue,
future researchers should focus also on physiological measures (such as the wearable phys‐
iological sensors), which can lead to a deeper comprehension of it.

5 Conclusion

In conclusion, this preliminary study showed that, even though subjects were able to
clearly distinguish the three types of domains, they reported high levels of sense of
presence engagement both in reality and in augmented reality condition, whereas food
displayed in pictures elicited a lower sense of presence engagement. On the other hand,
all food stimuli were able to relax subjects, regardless the type of medium used.

More generally, the present results provided initial evidences of the potential of AR
in a variety of experimental and clinical settings, representing a new challenge for the
assessment and treatment of psychological disorders. In particular, according to a ther‐
apeutic perspective the use of AR could simplify the arrangement of specific contexts
to help patients to cope with their conditions in a very controlled stimulation.

Finally, if this paradigm would be associated to more traditional methods such as
biofeedback [45, 46], we could expect a better management of anxiety both in lab
environments and real life, helping patients to deal with critical situations.

Acknowledgements. The Authors wish to thanks the Company Regola S.r.l. of Torino – Italy,
which programmed the software for augmented reality based on our specific requirements and
ideas.
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Abstract. In the last decades, virtual reality environments are largely used in
cognitive neuroscience research in order to provide participants with the possi‐
bility to navigate a space while brain activity is scanned through neuroimaging
techniques such as MRI and similar. Accordingly in the field of spatial cognition
research, several publications strongly assume the equivalence between exploring
a not simulated and a computer-simulated environment. Albeit considering, since
its first introduction in cognitive research, virtual reality simulation as an inter‐
esting possibility to study spatial knowledge organization, in the present paper I
would like to address an “unrevealed question”: is it reasonable to obtain the same
conclusions about spatial cognition from classical neuropsychological tests and
virtual reality simulations? Or are there any differences for spatial knowledge
acquisition provided from the simulations’ characteristics that we have to strongly
consider? The main aim of this contribution is to find a possible answer to this
question by introducing an embodied cognition approach to the study of
wayfinding.

Keywords: Embodied cognition · Spatial orientation · Virtual reality ·
Enactivism

1 How the Body Contributes to Knowledge

Perceptual information, relevant to the regulation of intentional movements (that
includes bodily-centered spatial patterns), changes in ways that are lawfully related to
the properties of the environment and the action itself [1]. Thus, it could appear
misleading to conceptualize perception and action as pure independent processes.
Instead it is more parsimonious to view these two processes as opposite poles of a func‐
tional unit or action system. Moreover, the mirror neuron research developed in the last
decade underlines a strong linkage between perception and action. Accordingly all the
research in the field of intentional action appears to require a reshaping of the concept
of “interaction”.

A good description of this shift of perspective in considering interaction as situated
in a specific context can be found in studies on embodied cognition [2]. Within embodied
cognition, the body becomes an interface between the mind and the world allowing
thought and the specific surrounding space to merge. The sensorimotor coupling of the
organisms and the environment in which they live determines recurrent patterns of
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perception and action that allow enactive knowledge [3]. Before the enactive perspec‐
tive, within the ecological psychology approach, Gibson [4] originally suggested, that
an individual perceives the world not in terms of objective and abstract features but
directly in terms of spaces of possible actions, or “affordances”. He introduces the notion
of “invariants of the physical world” to mean that during an action an agent expects that
the environment will react in agreement with the basic relational laws of the body/
environment interaction. In analogy with the enactive approach, the theory of affordance
introduces the idea of perception-action coupling. This coupling depends on the
encounter of the characteristics of the two poles of the interaction (the body and the
environment) and is shaped by the overarching activity in which the agent is involved.
Every human action, in fact, has to include both proprioceptive information from the
agent’s own body (muscles, joints, organs of balance, and so on) while it equally includes
information from the “external” world (variations in the patterns of visual perception,
sounds, and so on). Accordingly, in the enactive perspective, the agent’s management
of an action depends on the creation, on the maintenance and on the moment-by-moment
reactivation of sensorimotor schemes. These schemes “guide” the agent in how to
appropriately execute her movements in the specific situation in which she finds herself
and what sorts of feedback to expect from the environment [5].

2 Embodied Space

Contrariwise to this research trend, the classical approach to the study of spatial cogni‐
tion appears to be still mainly based on a distinctive body/environment centred approach
avoiding considering humans as autonomous agents that actively generate and maintain
their own coherent and meaningful patterns of activity during interaction. Instead the
embodied approach on interaction has some specific implications for spatial cognition
research. Orientation, in fact, is a high level cognitive ability that comprises the construc‐
tion and use of a spatial representation of the context within which an action is
performed. To be effective this construction requires incoming information from
multiple modalities, the time by time location of the navigator, as well as the actions
planning that have to be aligned and integrated with them [6]. In a more enactive sense
by using affordances during an environment navigation an agent is able to construct
spatial knowledge by using egocentred route maps based on regions or zones with
abstract borders and landmarks and, at the same time, to localize himself by contem‐
plating allocentred survey maps based on high-level path integration. For an explorer,
in fact, the surrounding space is composed of all the affordances that are available at
each moment, and his embodied representation contributes in determining what envi‐
ronmental dynamics are currently the most relevant, among the several available at each
moment. A wayfinding may therefore be conceived of as a complex and continuously
changing balance between the information available both in route and survey perspec‐
tive. A recent study from Brunyé and colleagues [7] showed how the route/survey
perspective flexibility could support path planning between distant origin and goal land‐
marks. Both route and survey perspectives are considered as a “commonplace” that
allow a continuous switch and that involves translating a current ground-level egocentric
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perspective to a survey-based allocentric representation of environmental layout during
active navigation in complex spaces. The evidence of such perspective switches suggests
that they are a routine and necessary process to support successful navigation [8, 9].

Since a representation is, by definition, someone’s subjective point of view, it might
be argued that survey maps, even if they have a “from the above” perspective, can only
be egocentric. Instead, if we consider exploration as a perception-action coupling survey
maps have to be considered as allocentric representation that allow an agent to draw
spatial inferences while he/she is engaged in an egocentric exploration. Survey maps,
in fact, result from the pretence to be dislocated in a different position (e.g. one kilometre
above the city) and watching the world from that perspective [10]. This allows to draw
spatial inferences and therefore to plan in advance a path in a known as well as in a
partially unknown region. Within the enactive perspective, in this case spatial plans are
not allocentric representation for action sequences to be followed blindly, but they
become also egocentric guides for action to be further specified in the affordance-based
interaction with the environment.

Recent neuroscience studies support this allocentric/egocentric balance for spatial
cognition [11], underlining the role of the retrosplenial cortex in the combination of the
allocentric information (provided by the Papez circuit) with the egocentric spatial input
derived from parietal areas. These data suggest that the spatial orientation is inseparable
from the embodied perspective and from the specific action (affordance) performed in
the surrounding environment. As stated by Gunzelmann [12], establishing correspond‐
ence between an egocentric perspective and an allocentric representation of space (such
as a map) is the fundamental process assessed by orientation tasks, and we assume this
process can be deeply understood by using the notion of sensorimotor coupling of the
agent and its environment, as defined by enactive cognition approach.

3 Navigating the Real, Navigating the Virtual

The coupling between the egocentric embodied perception and the situated action that
underlies spatial orientation is quite easy to understand when an agent is placed in a natural
place, such as her house or a city square. However, this link is more difficult to understand
when the agent is provided with a simulated space or when she is placed in a computer-
based 3D simulation, such as virtual environments. Despite this, in the last decade, due to the
progression of technology, together with paper and pencil simulation of environments (such
as building plans, city maps, and so on), virtual reality simulations were widely used in
neuroscience and experimental psychology to study spatial cognition [13].

In the present contribution the starting assumption is that the experiential differences
between the navigation of a simulated environment and the navigation of an environment
that is not simulated might have influence spatial cognition. As stated by Mellet-d’Huart
[14], in fact, adopting the enactive perspective to virtual reality interaction requires
reconsidering what the characteristics of the coupling between an agent and its envi‐
ronment are. It implies to deeply define the link that will involve reciprocal modifications
between them, and to clarify the conditions for reciprocal changes. Even in a virtual
reality environment, in fact, we are able to interact by choosing appropriate affordances
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according to our embodied perception of such environment. Moreover we gain infor‐
mation from this peculiar sensorimotor coupling in order to support us in creating repre‐
sentations of the world in terms of body-environment invariants.

Thus, according to the enactive perspective this contribution would like to speculate
how this coupling can differ within two different space simulations. Meanwhile, as they
are both widely used in assessing spatial cognition in clinical neuropsychology, the
question remains open on how the spatial orientation obtainable from a virtual reality
simulated environment (that provides the agent with an egocentric perspective) might
differ from the spatial orientation obtainable from a simulation of the same environment
based on a paper and pencil representation (e.g. on a sketched map) that provides the
agent with an allocentric perspective. In the first type of simulation, in fact, an agent has
an egocentric perspective on the environment and is able to move within it. In the second
type of simulation, an agent has an allocentric perspective on the environment that
requires a mental imagery effort to be translated in action. As depicted above, from
literature, it could be possible to assume that both perspectives are essential for spatial
orientation in a complex environment and need to be further investigated.

Accordingly, I would like to use as example the comparison between the classical
paper version of the Money’s Road Map test (M-RMT – [15]) and a virtual reality version
of the Road Map test (VR-RMT – [16]). The M-RMT is largely used in neuropsychology
for the assessment of spatial orientation ability. The M-RMT requires a mental imagery
right/left turning to explore a stylized city provided to the subject in a survey perspective.
The VR-MRT is a 3D version of the same environment in which participants can navi‐
gate by actively choosing right/left directions in a route perspective.

Fig. 1. Mean values and significant differences (T- test) between performances at the M-RMT
and VR-RMT for age groups (Young Adults – YA; Adults – A; Old Adults OA).

Embodied Space in Natural and Virtual Environments 113



In a recent research conducted with 61 healthy subjects from 30 to 80 years old (Mean
age = 56.82; sd = 15.47) both the classical version of the Money’s Road Map test (M-
RMT) and a virtual reality version of the same test (VR-RMT) were randomly proposed.
Results showed a significant difference (p < .001) for the factor Environment (M-RMT
vs VR-RMT). Participants better performed the spatial task in the M-RMT
(Mean = 27.10; sd = 4.6) than in the VR-MRT (Mean = 11.34; sd = 8.08). Moreover
there is a significant difference in the interaction between Environment factor and age
(p < .001) as depicted in Fig. 1.

By comparing the M-RMT and the VR-RMT, from these data, it was possible to
understand the difference between imaging a right/left turn on a body axis (as in the M-
RMT) and performing it (as in the VR-RMT). According to the embodied cognition
approach, there is a difference in imaging a turn, as in the M-RMT, and performing a
turn in order to obtain a spatial perspective from the simulated world. In particular in
the M-RMT, an agent first look at the map, then imagine how to move on the body axis
and finally obtain (and have to keep in mind) the spatial perspective derived from the
turn. In the VR-RMT condition, an agent first look at the map, then physically turn on
the body axis and finally perceive in the simulated world the spatial perspective derived
from that turn.

These two different spatial tasks, as they provide different embodied affordances, might
result in different orientation outcomes. Specifically, these differences, due to the peculiar
sensorimotor coupling they provide, will be evidenced by the type of turns made by partic‐
ipants and the increasing complexity in their right/left turns. Moreover, the VR-MRT, by
providing an external representation of the route perspective, might support perspective
taking and provide better performances in spatial orientation than the M-RMT.

From the work of Gray and Fu [17], we know that, when a computer-based interface
is well designed, it supports the possibility of placing knowledge in-the-world instead
of retrieving it from-in-the-head, in order to have it readily available when an agent
needs it. According to this vision of human-computer interaction, agents might prefer
perfect knowledge in the world to imperfect knowledge in the head. Consistent with
Gibson’s invariants of the physical world, offloading cognitive work onto the environ‐
ment could constitute one of the main advantages of the active interaction supported by
the virtual reality interface: it allows guiding orientation by obtaining spatial perspec‐
tives from in the world (the different spatial snapshots encountered by the agent after a
right/left turn in the VR-RMT) rather than retrieving it from in the head (the different
inferences on how a perspective would be after a right/left turn in the M-RMT).

4 Differently Affordable Spaces

As enaction introduces the notion of the coevolution of the agent and its environment,
spatial knowledge organization has to be differently determined from the different kind of
body-environment coupling provided by the two different simulation of the same environ‐
ment. This is because representations are created both in terms of opportunities for action
(affordances) and sensorimotor invariants. At present a large amount of literature supports
the idea that the spatial orientation in virtual reality simulation is comparable to the spatial
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orientation derived from direct navigation in real environments due to the “sense of pres‐
ence” experienced in it [5, 18]. Nevertheless, navigating a virtual space appears to be more
complex than navigating other kind of simulated space. Moreover, this difficulty seems to
be directly correlated with the environment complexity. Why?

A first possible interpretation is related to the nature of the tasks. In virtual environ‐
ments agents generally tried to use not simulated info to guide their movements in the
virtual world and it may constitute a cognitive overload, in which subjects first processed
and reached a decision about the turn using the information provided by the natural
surrounding spaces and then translated this to a turn on the computerized environment.
If this is true, the performing of the VR-MRT have to require both an attention switch
between the environment and the screen and a reference frame switch between the allo‐
centric perspective of the surrounding environment and the egocentric perspective of
the virtual environment. However, as Schultz [19] indicated the M-RMT is solved
primarily by imagining egocentric spatial transformations. Thus, in the VR-MRT, agents
can reach a decision about the turn directly in front of the screen by acting the turn they
considered appropriate in order to reach the subsequent turn point. In this view, the main
difference between the two versions of the environments is in the imagined/perceived
perspective taking. In the M-RMT, agents imagine how to move on the body axis and
finally obtain (and retain) the spatial perspective derived from the turn, whereas in the
VR-RMT they act the turn on the body axis and finally perceive in the simulated world
the spatial perspective derived from that turn. Therefore, keeping track of each position
does not require an additional cognitive effort.

Thus, independently from egocentric/allocentric strategy used, a virtual reality simu‐
lation might be more complex to perform wayfinding than a paper and pencil one. A
possible explanation of this may be related to the difference between simulation and
action: rotating the body on its vertical axis towards the point of reference in virtual
reality is more difficult than rotating the body in a mental space. As pointed out by
Tversky [20], our own body is experienced from inside, and the space around our body
does not depend on the physical situation per se. There is also dissociation between
perspective taking and mental rotation. Perspective taking involves imagining the results
of changing one’s egocentric frame of reference with respect to the environment. Mental
rotation involves imagining the results of changing the positions of objects in the envi‐
ronment, while maintaining one’s current orientation in the environment.

According to the pioneering research made by Hintzman and colleagues [21] we
know that spatial representation mainly consists of orientation-specific perspectives, and
of relational propositions. Kozhevnikov and Hegarty [22] stated that the dominant
strategy used in solving items that involve a perspective change of more than 90° on a
perspective-taking test was to imagine oneself reoriented with respect to the scene. For
both paper and pencil and virtual simulations, following the chosen path requires agents
to cognitively anticipate themselves in a particular place with a specific orientation.
Under normal conditions, an agent turns on the gravitational axis while the environment
remains fixed. Apparently, this embodied rotation ability created an expectation/simu‐
lation of spatial movement (defined by Gibson’s affordance theory as “invariants of the
physical world”) that was more helpful when updating a mental world than a virtual one.
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Coherently with Keehner and colleagues [23], in virtual reality agents must match
the perspective that the virtual scenario is providing them to their right/left turn inten‐
tions in order to match the obtained perspective with the results of each turn, and this
matching has to be tightly coupled with internal cognitive processes. The option to
offload cognition onto the external visualization provided by VR-RMT (by observing
the perspective resulting from a right/left turn) seems to require more effort than to base
it on the embodied imaginative process (as in the M-RMT). This interpretation is consis‐
tent with the perspective proposed by Di Paolo [24] on the necessity to have an indis‐
tinguishable dialectic mechanism of monitoring and regulation poles that supports the
creation of a meaning from the perspective of the organism. Accordingly here I would
like to suggest that in virtual reality simulations, by perceptually offloading the turn
response on the virtual scenario without involving the entire embodied information, an
agent might create a meaningless experience during the environment navigation. And
this failure of the sensorimotor coupling can become quite useless for spatial orientation.

Moreover, it is also necessary to consider that during the navigation of a virtual envi‐
ronment, any turn error causes a discrepancy between the agent’s expected and actual
position in the space, which might create a difficulty in subsequent turns. Thus, an error
after a wrong turn in the VR-RMT could affect the results more than in the M-RMT.

5 Implications for Neuroscience Research

At present a large amount of research data are consistent with the evidence that the
variability between agents involved in spatial tasks is higher in virtual than in natural
spaces. By comparing exploration in natural and virtual environments, studies have
concluded, in fact, that most of the abilities involved in learning in a natural world, are
also needed for learning in a virtual world, but the latter presents additional demands.
Consequently, the need to create an evaluation tool specific for virtual environment
application is deeply felt in order to get reliable data. There is a difference between the
body-environment coupling in natural and virtual environments, in fact, that can influ‐
ence spatial orientation task. This difference can be partially attributed to the partici‐
pant’s sensation of “being there” in a simulated environment rather than in a natural one.
Accordingly, in virtual reality, individuals can experience atypical patterns of sensori‐
motor coupling that might influence their ability to catch appropriate affordances for
action in space.

In addiction it is a large shared opinion that VR interfaces can suffer from severe
usability problems that can provide disorientation and inability to manipulate parts of
the virtual environment and accordingly there is a need for better-designed VR systems
that support perception, navigation and exploration. Up to now, in fact, VR developers
don’t have a coherent approach especially to interaction design, and lacked under‐
standing of usability concepts underlying VR did not use conventional Human Computer
Interaction methods or guidelines. This point could constitute one of the main issue in
neuropsychology assessment because the underestimation of the cognitive efforts
required from the introduction of a low level usability interface in a VR-based neuro‐
psychological test can guide clinicians toward a misleading patient’s performance
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evaluation and diagnostic conclusions. Accordingly, before introducing VR assessment
tools in clinical research and practice, a correct usability approach have to be introduced
in order to identify breakdowns and problems in interaction that can influence the cogni‐
tive performance and to provide little guidance towards a solution. Therefore, before to
use in clinical assessment, there is a need to support the process of usability evaluation
that addresses the new problem posed by the use of VR in a not digital native population
(such as the aged one) and in particular in a cognitively impaired population (such as
the neurological one) as well as linking identification of these peculiar issues to interface
design guidelines.

Finally, in a more recent paper Thompson stated that cognition is a form of embodied
action where cognitive processes emerge from recurrent sensorimotor patterns of
perception and action [25]. This coupling between organism and environment modulates
the formation of a not pre-specified and external realm but of a relational domain. Thus
an agent’s world is not represented internally by its brain but from the agency and the
mode of coupling with the environment. This indicates that the challenge of introducing
virtual reality systems in cognitive assessment is not purely technological, but also epis‐
temic. When it comes to spatial cognition assessment, for example, beyond the contri‐
bution of technology, what ultimately matters for appropriate design of a virtual simu‐
lation is the understanding of the enaction stance that acknowledges that orientation
comes from egocentric and allocentric sensorimotor invariance. Adopting this perspec‐
tive means to shed a new light on this revealing how this invariance can be different
from an internally and externally offloaded information, as in the classical and virtual
version of the same neuropsychological test.

Hence, enaction is a good way to examine virtual reality as something more than
purely a technical challenge. But how can a virtual environment be more than just a
digital place that provides perceptive simulation and digital affordances for action? If
an agent in a virtual simulation will be able to find spatial invariants, and progressively
evolve them through the dynamics of the sensory-motor coupling, in this way he
constructs a world, understands it, and feels present in it. In conclusion it is possible to
state that, according to a more recent adaptive approach to enactivism [24, 26] the intro‐
duction on virtual reality in cognitive science research have to take into account how
this kind of simulation more than being “realistic” has to technically support the agents’
possibility to potentially distinguish the moment-by-moment different paths of encoun‐
ters with the environment. Moreover, virtual reality introduces several different possi‐
bilities of sensorimotor coupling for knowledge acquisition. These are defined by the
different environment simulations possibilities derived, for example, from immersive
virtual reality or augmented reality systems, that can provide agents with peculiar affor‐
dances for action and different feedback information. Accordingly, in an enactive
approach every one of these should be tested in order to highlights how they could
provide different results for spatial cognition.

In conclusion, the integration of virtual reality with traditional evaluation methods
for spatial cognition assessment may provide an interesting alternative to paper and
pencil-based approaches but should be used with caution. Virtual simulations do not
include the same embodied spatial information used when performing navigation in
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other types of environments. But it remains a great challenge for enaction research as
stated by Varela [27] after his first experience with this kind of technology.
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Abstract. Technology allows innovative ways to perform biofeedback: virtual
reality is a promising tool to improve the sense of involvement in the activity
reducing the gap between the subject and the kind of feedback given. In this
manuscript we report the efficacy of 4-session short protocol of virtual reality
enhanced biofeedback with patients suffering from physical symptoms related to
clinical conditions marked out by high arousal, i.e. anxiety disorders and hyper‐
tension. Preliminary results suggest that biofeedback reduces both state anxiety
and anxiety sensitivity. Future research should compare the short protocol with
other biofeedback intervention, both virtual and traditional ones.

Keywords: Biofeedback · Virtual reality · Anxiety · Hypertension

1 Introduction

Biofeedback is a mind-body technique in which individuals gain information regarding a
physiological function in order to improve the perception of control over it (Frank et al.
2010). The learning process driven by biofeedback enhances the ability to manage
personal arousal helping the subject increasing the awareness about his/her physiological
patterns and developing new possible ways of self-regulation.

Biofeedback has proven efficacy in many clinical conditions: specific parameters
and protocols have been identified to treat different medical symptoms (Wheat and
Larkin 2010). The applications of biofeedback range from clinical rehabilitation (Patla
and Marteniuk 2013) to positive psychology (Serino et al. 2013) because it helps the
subject improving the knowledge about specific body functions. Biofeedback can be
used to improve both subject’s perception of muscles’ activity, for example in the rehab
of a specific limb after injuries or as a consequence of a stroke, and the perception of
physiological parameters, such as breath pattern or heart rate. So, the technique can be
applied in contexts where the goal is to improve the efficacy of the selected biological
target or skills (Beauchamp et al. 2012), both when the main cause of subjective pain is
an intense psychological arousal and when it is linked to a bodily pain.

1.1 Virtual Reality

The technique of virtual reality biofeedback was firstly developed by Budzynski (1995)
and clinical trials are increasing over years. It differs from common biofeedback because
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of the type of technological feedback shown to the user: instead of the rough pattern of
the physiological signal, he/she looks at a virtual reality environment where an object
is placed whose size varies according to the biological signal detected in real-time. The
subject is absorbed into the virtual environment experienced through a monitor with
joystick or specific glasses, enhancing the presence of the subject in the environment
(Ijsselsteijn and Riva 2003). The application of virtual reality on biofeedback is prom‐
ising because traditional biofeedback simply gives to patients very simple audio or video
feedback information from a computer that processes their physiological data. The use
of virtual environments has proven its efficacy as an affective medium so it can be used
as an added value to show to the patient. The interaction with relaxing environments
produces relaxation and an enhanced stronger feeling of presence in the environment
allows a stronger effect on the emotional state of the patient (Riva et al. 2007).

1.2 Clinical Applications

Virtual reality is widely used for the treatment of anxiety disorders (Wiederhold and
Wiederhold 2005; Gorini et al. 2010). Its efficacy for the treatment of anxiety (Repetto
et al. 2013) is to get the patient in touch with the phobic situation and/or the related
physiological arousal. Biofeedback has been included in virtual reality enhanced proto‐
cols (Pallavicini et al. 2009; Repetto et al. 2009), for example to help the management
of psychological stress (Gaggioli et al. 2014). The efficacy of biofeedback on anxiety
states has been also demonstrated among healthy subjects (Wells et al. 2012). The use
of virtual reality to enhance biofeedback for the treatment of anxiety is effective, because
this psychological condition may also increase the feeling of presence in virtual reality
(Bouchard et al. 2008).

As regards hypertension, it has been demonstrated that devices slowing and regula‐
rizing breathing is efficacious in reducing high BP (Blood Pressure) during 2 months of
self-treatment. The change in breathing pattern appears to be an important component
in this reduction (Schein et al. 2001). In a review by Yucha et al. (2001), biofeedback
and other active control techniques resulted in a reduction in systolic blood pressure
(SBP) and diastolic blood pressure (DBP), but only biofeedback showed a significantly
greater reduction in both SBP (6.7 mm Hg) and DBP (4.8 mm Hg) when compared with
inactive control treatments. Nakao et al. (2003) found biofeedback to be effective in
reducing blood pressure in patients with essential hypertension, being superior to sham
or non-specific behavioral intervention.

More recently, Palomba et al. (2011) demonstrated that a short biofeedback training,
including guided imagery of stressful events, was effective in reducing BP reactions to
a psychosocial stressor: Heart rate biofeedback appears to be a suitable intervention for
hypertensive patients, mostly when blood pressure increase is associated with emotional
activation. A specific analysis (Yucha et al. 2005) about the kind of patients who seem
to be more suitable for biofeedback identified through a regression: (1) subjects who
were able to lower their systolic blood pressure 5 mmHg or more were not taking anti‐
hypertensive medication, (2) subjects with smallest standard deviation in daytime mean
arterial pressure and (3) subjects with a low internal health locus of control.
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The aim of our investigation was to evaluate the efficacy of a enhanced virtual reality
biofeedback short protocol in the management of clinical disorders related to higher
arousal, i.e. anxiety disorders, especially with panic attacks, and hypertension.

2 Methods

Participants. Twenty-one patients of the clinic were selected to start the biofeedback
training, after having received this specific clinical suggestion by other clinician. Six of
them stopped it before the end of the treatment: the reasons were fear of the Bluetooth
technology and its possible effects on personal health (one person), no interest in the
suggested activity if compared to pharmacological treatment (one person) and no bene‐
fits gained after the first two session (four people). A patient asking biofeedback was
stopped after two meetings because his clinic situations suggested to interrupt it to focus
on his general psychological issues. Further, three of them did not fill the questionnaires
so they are not included in our sample.

The mean age of the final sample (N = 11) was 46.73 (SD = 11.92). The biofeedback
training was suggested to them by various specialists as reported in the table below
(Table 1).

Table 1. Composition of the sample

Participant Age Gender Sender
1 59 F Cardiologist Support to pharmacotherapy
2 27 F Psychologist Manage anxiety
3 51 F Psychologist Way to slow down daily routine
4 38 F Psychologist Support to face an exam
5 45 F Neurologist Migraine
6 58 M Family physician Hypochondriac symptoms
7 60 F Psychologist Symptoms of social phobia
8 50 M Autonomous Extrasystole
9 49 F Psychologist Nervous tics
10 36 M Psychiatrist Panic attacks
11 33 F Psychologist Manage anxiety

Using virtual biofeedback as a possible clinical intervention for different clinical
conditions allowed us to think also about the role that this technique can have in a medical
clinic. Even when the initial request of the patient is not about the use of this technique,
biofeedback could be considered as a resource for the treatment of various symptoms.
After being sent to the biofeedback specialist, all the patients attended a preliminary
psychological session to be sure that the biofeedback intervention could be recom‐
mended for their clinical situation: subjects needing a deeper psychological intervention
were excluded from the training. It was also possible to start both the biofeedback
training and a simultaneous psychological treatment: this happened only to patient 4.
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Patient 8 decided to start a psychological treatment after the biofeedback short protocol
in order to investigate the type of different situations that forced her to a high arousal.

Procedure. The first meeting starts with a deep explanation of the technique both from
a theoretical and a practical perspective. Our biofeedback short protocol focuses on two
biological parameter (breathing frequency and heart rate): each session will involve one
of the two parameters, which will be shown to the patient via a virtual reality scenario
consisting of a wood with a fire in the middle of it. The size of the flame depends on the
parameter: the higher it is, the bigger the flame will be on the screen. The short protocol
consists in two biofeedback sessions on breathing frequency and two following sessions
on heart rate. The preliminary meeting ends with the assessment of personal breathing
pattern through a Thought Technology Pacer: the patient is asked to try to perform a
relaxed breath and then to start practicing it during the week before the first biofeedback
session. The specific personal parameters gathered via the Pacer are sent via mail
together with the questionnaires to be filled via a online form. All the participants filled
the same set of questionnaires again after 4 biofeedback sessions. A basic plan is
hypothesized to focus on breath frequency for session 1 and 2, moving then on heart
rate for sessions 3 and 4. This schema helps patients to start managing their own
breathing before paying attention to the heart rate and the ways to slow it down: this
structure allows the patient to be guided to a deep relaxation state by enhancing personal
ways to manage the physiological arousal. It is possible to have slight variations on this
plan, such as working for 1 or 2 more sessions on breath frequency: if a patient is not
accustomed to manage the breathing, it is beneficial to continue focusing on it.

During the first breathing biofeedback session, the patient is given a Zephyr belt
(BioHarness 3) connected via Bluetooth to a Samsung Ultra 5 laptop running NeuroVR
as a software to play virtual reality scenario (Riva et al. 2011); a joystick was available
if the patient need to get closer to the fire or to change the point of view. The whole
workstation can be easily transferred from a room to another.

The patient is told to try to decrease the size of the virtual fire, only by knowing that
working on the breath pattern is the key to change it. The second biofeedback sessions
starts with a small training about specific issues related to relaxed breathing, i.e. paying
attention to the length of the exhalation phase, keep care about hold-in and hold-out
phase and trying to use the diaphragm during the whole process.

If no further sessions are needed to let the patient see noticeable feedbacks about the
physiological arousal related to breathing, sessions 3 and 4 are performed by setting
heart rate as physiological parameter for the virtual reality feedback. As already done
with breathing, for the first session no specific hints is given, the patient is simply
encouraged to focus on the fire knowing that the size of the flame is connected to heart
rate; at the beginning of the following session, information about muscular relaxation
and posture are taught in order to teach further possible ways to control the arousal
shown by the virtual reality scenario.

Measures. Stai Y-1 Scale. State-Trait Anxiety Inventory form (STAI) (Spielberger et
al. 1970; Macor et al. 1990) consists of two scales containing 20 items each that measure
anxiety in adults. The STAI clearly differentiates between the temporary condition of
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“state anxiety” (STAI-Y1) and the more general and long-standing quality of “trait
anxiety” (STAI-Y2). For the initial and the final assessment in the trial, we used the
STAI Y1, that is, the state version of the STAI, which measures the anxiety in a specific
moment. Each item is evaluated through 4-point Likert scales ranging from 1 (at all) to
4 (very much).

Toronto Alexithymia Scale. The 20-item version of the Toronto Alexithymia Scale
(TAS-20) is a self-report measure assessing components of the alexithymia construct
such as the difficulties to identify and describe feelings and an externally oriented
thinking (EOT). The TAS-20 offers an alexithymia measure with well-established
psychometric proprieties (Bagby et al. 1994). Each item is evaluated through 5-point
Likert scales ranging from 1 (totally disagree) to 5 (total agree).

Anxiety Sensitivity Index. The ASI is a 16-item questionnaire that measures fear of
arousal symptoms (Peterson and Reiss, 1987). Each item assesses concern about nega‐
tive consequences of anxiety symptoms. The ASI has adequate internal consistency
(Telch et al. 1989) and test-retest reliability (Mailer and Reiss 1992). ASI also seems to
tap fear of anxiety symptoms as opposed to state or trait anxiety (see McNally 1994).

3 Results

All the variables were assessed over two measurement points: before the intervention
(after the preliminary meeting, before any biofeedback session) and after the forth
session, which corresponds to the fifth meeting. All participants filled outcome measures
correctly. Pre-post intervention comparisons were conducted using paired sample t-tests
at a .05 significance level. Statistical elaboration was performed using SPSSTM ver. 18.0
(Statistical Package for the Social Sciences - SPSS – for Windows, Chicago, IL).

Results show significant decrease in state anxiety (t = 2.878, p < .05) and anxiety
sensitivity (t = 2.303, p < .05); the analysis of alexythimia shows no pre-post differences.
Main results are reported in the table below (Table 2).

Table 2. Pre-post changes on state anxiety, anxiety sensitivity and alexithymia

Variable Mean values (SD) T value Significance value
t1 t2

State anxiety 49.91 (10.14) 41.27 (9.2) 2.878 .016
Anxiety Sensitivity 40.82 (12.00) 37.09 (12.65) 2.303 .044
Alexithymia 47.82 (11.30) 47.45 (11.38) .126 .902

4 Discussion

Virtual enhanced biofeedback proved its efficacy when structured in a short protocol
consisting of a preliminary meeting followed by four biofeedback sessions. The results
show a significant decrease both in state anxiety and anxiety sensitivity; the management
of the anxious state during the biofeedback session is encouraged by the specific request

124 L. Morganti and M. Cucchi



to try to reduce the size of the flame. This kind of training allows the patient to improve
its anxiety management skills, while strengthening in the mind the idea that anxiety is
not something that goes completely over the subjective control. Adding simple but
specific techniques (focus on diaphragmatic breathing, muscular relaxation) in session
2 and 4 also helps stressing the idea that there are skills that can be trained to feel more
confident when anxiety rises. This kind of intervention offers bottom-up techniques that
are able to improve self-efficacy about the management of anxiety states.

Real-time feedback allows the management of physiological variations: the first step
is surely represented by the awareness of the way the parameter swings, then the patient
becomes able to identify the more effective strategies that can be applied to reduce the
arousal. The sensitivity to anxiety may decrease because biofeedback teaches to the
subject that a sudden increase of the physiological activation is neither extraordinary
nor overwhelming; the biofeedback training gets the patient in contact with high arousal
in order not to be too much scared of anxious states anymore.

Virtual reality biofeedback may be more useful than traditional biofeedback because
it shows the size of the arousal better than the mechanical trend of the parameter: it might
be not so important to fully understand the inhale/exhale pattern, if compared to the
possibility of focusing on the impact that the breath techniques applied by the subject
may directly have on the size of the arousal. Moreover, the technique of biofeedback
takes advantage of the enhanced sense of presence ensured by virtual reality to affect
the emotional status of the patient.

Limitations and Future Directions. The main limitation of this preliminary study is the
lack of a control condition of traditional biofeedback. Further research should investigate
the efficacy of the virtual reality enhanced short protocol compared to a condition
without the support of virtual reality: this could clarify whether the effects of biofeedback
on anxiety and anxiety sensitivity would be significant after 4 sessions also without the
advantages of virtual reality. Huang’s review (Huang et al. 2006) about new ways to
perform biofeedback shows the lack of RCTs as a issue that needs to be faced in order
to strengthen the promising results gathered from different studies.

Early dropouts in our study - 6 people out of 21- might be related to the unwillingness
to use virtual reality: a preliminary assessment about patient’s perception of this type of
activity would be useful to comprehend this trend and identify possible barriers to the
treatment.
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Abstract. We propose a web-based platform for privacy-protected
avatar mediated distant-care. The system can avateer an elderly per-
son based on their articular angles acquired by a motion capture system,
and render the whole body animation of the avatar on a web-browser.
The avatar-mediated architecture design allow caregivers to observe the
elderly persons’ behavior all day long, without violating their privacy. In
addition, we will show an example implementation integrating multiple
sensors in the platform. By integrating multiple sensors into the plat-
form, caregivers can observe the avatar with the elderly person’s health-
related status. The implemented system showed the low communication
bandwidth dependency, and sufficient frame-rate for the animation to be
smoothly seen.

Keywords: Avatar-Mediated Communication · Health-care · Privacy
Protection · Distant-Care

1 Introduction

In recent years, with the progress of aging, our life style and family form has
changed. Especially, the number of households in which an elderly person lives
alone has increased, and social isolation of the elderly in such households has
been acknowledged as a problem. In many cases of the socially isolated elderly
people, it is difficult for someone to notice the change in their health status.
Their health problems can become worse unnoticed. Additionally, daily support
and mental care for the elderly, which used to be supported by the mutual
aid of family members and local community, have changed to human workers
involved in nursing and welfare services, offered by local governments or private
sectors. This is also recognized as one of the problems of this isolation, because
it inevitably leads to the increase of social welfare expense.

For the reason mentioned above, various ICT based distant-care services are
provided. However, in the current state of popularization of ICT based care ser-
vices, only simple and low-tech services are widely used, such as emergency call
c© Springer International Publishing Switzerland 2016
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services with push button devices and locating services with wearable IC tags.
On the other hand, the care services that utilize advanced ICT devices such as
cameras and sensors are not widely used. One of the main reasons that the elderly
and family members avoid such advanced technologies is the concern about pri-
vacy compromise, despite the fact that privacy protection technologies are now
implemented in many cases. When designing distant-care systems which observe
the elderly, it is desirable to observe the elderly for a long-time continuously [6].
However, it is said that privacy is the person’s right to control personal informa-
tion revealed to others. For this reason, to protecting one’s privacy in captured
video, a lot of researchers developed and used technological solutions such as fil-
ters [9] and automatic blurring, etc. But in camera-based surveillance approach,
it is difficult to protect one’s privacy such as personal information which can be
embarrassing and/or humiliating for the elderly (e.g. nudity). Thus, in order to
introduce advanced ICT technologies into distant-care/health-care services, it is
important to provide a platform that can explicitly express privacy protection
awareness of the system, and for the safety to be understandable for anyone.

In this paper, we propose a privacy protective avatar mediated distant-care
system that can avateer an elderly person based on their articular angles acquired
by a motion capture system. By avateering the elderly, the distant-care platform
allows us to achieve privacy protected information delivery of the elderly person.
It is easy to understand how the elderly is observed, and we believe it will help
the elderly and caregivers to accept this system. We developed the system as a
form of web application with an inexpensive motion capture system, Microsoft
KINECT Sensor. By doing so, caregivers can observe the elderly people anytime
on their mobile PCs and smart phones that have modern web browsers.

In addition, many kinds of low-cost wearable sensors have been developed
for general health-care purpose lately [8]. We also show sensor integration in the
proposed platform, in order to extend the platform and apply it to practical
distant-care/health-care situations.

2 Related Works

In the field of ICT based distant-care system employing an animated human
character, there are two types of approach: virtual human approach and avatar
approach. In the former approach, the virtual human is a intelligent autonomous
agent that supports users through verbal and non-verbal interaction.

For example, Rizzo et al. presented the SimCoach project that aims to
develop virtual human support agents to assist military personnel and family
in breaking down barriers to initiating care [1]. Devault et al. developed an vir-
tual human interviewer, SimSensei Kiosk [2]. The virtual human, named Ellie
and having a figure of an woman, engages users in 15–25 m health-care discus-
sions. Zhou et al. created a virtual nurse agent [3]. Patients talked to the nurse
agent in their hospital beds, and reported very high level satisfaction and trust
in the nurse agent. The virtual human approach is promising due to the advan-
tage of its autonomy. Human involvement is not required at all. However, these
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interaction technologies are still in development, and there are severe limits of
domain in which those systems can work.

On the other hand, in the avatar approach, systems are only used to medi-
ate human-human interaction. However, by using computer graphical animated
representations as mediations, the system can change, reinforce, and compli-
ment various features in human-human interaction, such as protecting privacy or
anonymity, changing one’s appearances, and adding unrealistic expressions, etc.

Lisetti et al. developed the multi-modal intelligent affective interfaces [4].
Their system can record the face of the patient, and render one’s avatar that
mirrors the emotional states of the patient to show to the health-care provider.
Additionally, their system can be used to measure physiological signals such as
skin temperature, ambient temperature, heat flow, and movement by using a
kind of wireless wearable computer. Also, Beard et al. found a wide range of
health-care activities on Second Life [10]. Matti et al. also developed the avatar-
based 3D visualization system consists of a server PC, client PC, and some wear-
able sensors in the wireless local network [7,8]. In their system, visualize one’s
activity as an avatar in 3D virtual environment by using the activity recogni-
tion also they developed. However, little research developed web-based systems
for avatar-mediated health-care communication, and virtually no research has
developed a web-based system that can avateer one’s whole body by using a
contactless motion-capture system.

3 System Overview

Figure 1 shows the outline of our system. The system is composed of a three-
sided client-server model: the server, the caregiver side client, and the elderly
person side client. The client of the elderly person side consists of a KINECT
sensor, programs for articular angle data acquisition and data processing, and a
program to send the processed data to the server. The server emits the received
data from the elderly person side client program to the caregiver side program.

Fig. 1. System overview
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The caregiver side program, which is stored in the server, is called from the
web-browser in the caregiver side client, then executes the rendering program.
The program receives the articular angle data from the server and applies it
to the avatar model data for rendering. The frequency of data communication
is approximately 15–30 times per second, so that the avatar can be animated
smoothly enough.

We will describe the rendering method on the web-browser, server-client com-
munication method, and the example of using our system below.

3.1 Avatar Animation on Web-Browser

Generally, OpenGL, DirectX and OpenGL ES (for mobiles) are used in the
development of applications using 3D graphics, but one of the problems in using
these APIs is that we have to develop applications for each devices and OSs
used. Another problem is the applications have to be installed to the devices by
users. In the rapid development of various devices of late years, it is difficult to
support such devices and maintain the softwares.

So, we employed WebGL, a JavaScript API that can be run on many modern
browsers such as Google Chrome, Mozilla Firefox, Safari, etc. in both PCs and
mobiles. As a result, WebGL enabled to adaptation multi-platform, not depend-
ing on differences in devices and OSs, and additionally installing a software by
users is reduced because such web-browsers are standard equipments in many
cases.

3.2 Client-Server Communication

The sensor data is sent from the elderly person client through the server to the
caregiver client. The communication requires 15–20 frequency per second. HTTP,
a traditional communication protocol between a server and web-browser, needs a
relatively large amount of header data for each request/response communication
which leads to a significant delay for such kinds of communication. Therefore, we

Fig. 2. Examples of avatar animation on web-browsers: (a) positions of articular angles
acquired by KINECT, (b) the avatar rendered on a web browser on a PC, (c) an
example of use in a mobile device.
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employed WebSocket protocol for client-server communication. It is the protocol
that extended HTTP, and can realize real-time two-way communication between
a server and web-browser. WebSocket protocol is also supported in almost all
modern web-browsers.

Figure 2 shows examples of the avatar-mediated distant-care system.
KINECT can acquire twenty articular angles. The angles are represented by
quaternion vector form.

4 Sensor Integration

Various types of wearable sensors have been developed in recent years, and now
we can continuously monitor one’s vital information such as blood pressure,
heartbeat-rate, and oxygen level. The proposed avatar-mediated distant-care
platform should be customized by integrating those wearable devices to adapt to
a huge variety of health-care situation. In this chapter, we will show an example
of sensor integration.

For this purpose, we prepared a sensing device including a temperature sen-
sor, humidity sensor, and heartbeat-rate sensor (Fig. 3). The temperature sensor
and humidity sensor are combined in one sensor module (Fig. 3(a) and (b))
shows the heartbeat-rate sensor. As described in Fig. 3(c), the sensors are con-
nected to a micro-computer, Arduino Uno, and the micro-computer is connected
to a one board computer, Raspberry Pi. The Raspberry Pi is connected to a
Wi-Fi adapter and battery. The sensor data is sent from Arduino Uno to
Raspberry Pi via USB cable (serial communication), then to the server via
Wi-Fi. The data is processed and formatted in JSON (e.g. {“temperature”: 25,
“humidity”: 65, “heartbeat-rate”: 60}) when sent to the server. In the caregiver
side, the received data is parsed and processed to render each sensor data on the
web-browser.

Fig. 3. Sensing devise: (a) a temperature and humidity sensor module, (b) a heartbeat-
rate sensor module, (c) an overview of the sensing device, (d) a user putting on
heartbeat-rate sensor.
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Fig. 4. Example views of avatar mediated distant-care system on the caregiver side:
(a) on a PC, (b) on a smart phone.

Figure 4(a) shows a screen shot of the web-browser on the caregiver side. The
temperature and humidity are shown on the top right side, and the heartbeat-
rate and its animation are depicted on the middle right side. Also, Fig. 4(b)
shows a user using the system (the caregiver side client) on a smart phone.

5 Experiment

The proposed system sends multiple data from the elderly side client to the
server, and from the server to the caregiver client 15–30 times per second. So,
if the network’s communication bandwidth is below the total amount of data,
it is expected that delays will occur in the animation of the caregiver client.
Therefore, we explore the minimum bandwidth for the system to properly work
without delays. In our test, we set the frequency of data acquisition/sending
to 15 fps, which is the lower limit for the animation can be recognized one’s
behavior. Also, the data amount of articular angles was 6 Kbytes (48 Kbits), and
the total data amount of the temperature, humidity, and heartbeat-rate was
50 bytes (0.4 Kbits) after processed into JSON format at the elderly person side.
So, if the data was sent 15 times per second, 726 Kbits/s bandwidth is required
for sending only the data. Usually, the communication additionally needs the
header data.

For the experiment, we set up a private network, in which a router and
the server was connected by a LAN cable, and the elderly side client PC and
the caregiver side client PC were connected by wireless LAN to the router.
In the setup, the communication between the elderly side client and the server
was established with enough bandwidth. Then, we investigated the communica-
tion performance of the system by controlling the bandwidth of outbound from
the server to the caregiver side PC.
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Fig. 5. Relationship between network bandwidth and animation delay and frame-rate.

We measured the performance of the system ten seconds after communica-
tion was established. To understand the performance, we used two indexes: the
average frame-rate of the animation, and the average time lapse after the server
sent the data until the client received the data. We measured the two indexes
three times to calculate the average for each time.

Figure 5 shows the frame-rate and the time lapse when the bandwidth was
controlled from 350 Kbit/s to 850 Kbit/s. The results showed that when the
bandwidth was above 800 Kbit/s, the animation was rendered smoothly without
delay. However, when the bandwidth was below 800 Kbit/s, a delay was seen.
We measured the system performance ten seconds after the communication was
established but the delay was accumulated with each passing moment.

Assuming that mobile telecommunication bandwidths of late years are not
under multiple mega bit/s, caregivers can observe the animation of the avatar
without delay via mobile network. And if the network bandwidth is 100 MBit/s,
we can expect 140 server-client connections.

6 Discussion

It is said that privacy is the person’s right to control personal information
revealed to others. In the light of this point of view, when designing distant-
care systems which observe the elderly for a long-time continuously, it is diffi-
cult to protect one’s privacy right if the system was developed in camera-based
surveillance approach. The explanation behind this is that a large amount of
information about the person will be inevitably included in a picture, such as
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the look of the room, clothes the person is wearing, the person’s facial expres-
sion, etc. In the camera-based surveillance approach, the system has to erase
all objects the person does not want to be seen in every frame to protect their
privacy rights. This is hard to complete even with advanced image processing
technologies today. On the other hand, the proposed platform of avatar-mediated
distance-care takes a different approach, sensor-based surveillance. In this app-
roach, the system picks up only the kinds of information that is permitted to be
seen by the elderly. In other words, the system will selectively add information
in blank box. It would be easier to build a system that can customize which
information will be revealed, reflecting one’s will.

However, the interface design we showed in our implementation has room for
improvement. The most important part is the information-intensive visualization
to intuitively deliver the meaning of the data from multiple kinds of sensors.
In our example implementation, we used numbers and a graph to show the
data. But, it might be easier to understand if the visualizations were integrated
with the avatar animation. For example, the room light turning red when the
temperature goes up, or the avatar sweating when the heartbeat-rate goes up.
We need to investigate the visualization principles and methods through user
experiments.

7 Conclusions and Future Works

In this paper, we proposed a web-based platform for privacy-protected avatar
mediated distant-care. Our system avateers an elderly person and animates the
avatar based on their articular angles acquired by a KINECT sensor. In addi-
tion, we implemented a system integrated with a temperature sensor, humidity
sensor, and heartbeat-rate sensor. The implemented system showed a low com-
munication bandwidth dependency, and sufficient frame-rate for the animation
can be recognized one’s activity.

The avatar-mediated design of the system allows us to achieve continuous
long-time information delivery about elderly people, without violating their pri-
vacy such as capturing video. Our system implementation and experiment results
showed the possibility for applying the proposed architecture to practical distant-
care situations. In our future work, we will evaluate the system’s usability, the
psychological burden such as how elderly react by having their behaviors tracked
and showed in the form of a virtual avatar of both being the observed and the
caring by introducing our system into the nursing and personal care facility. And
also, additional research is needed to reveal how to detect any other particular
health problems.
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Abstract. Postnatal depression affects 10 to 15 percent of women after child‐
birth. Acceptance and commitment therapy (ACT) is associated with better
mental well-being and lower levels of depression. Digital ACT solutions enable
providing potentially cost-effective access to interventions. This paper reports the
user experiences of an ACT-based mobile mental well-being intervention among
pregnant women. Twenty-nine mothers were recruited to a 6-month study. Usage
rates were collected via usage logs and user experiences via questionnaires and
interviews. The total usage time of the application was about 53 min per user.
The application was perceived easy to use. The most common barriers of use
were: content being perceived irrelevant due to the lack of tailoring for pregnancy;
lack of time; and not having the application in the personal mobile phone. The
application was perceived useful by women with problems and concerns with
their pregnancy, a potential target group in future.

Keywords: Postnatal depression · Acceptance and commitment therapy ·
Intervention · mHealth · Well-being · User experience

1 Introduction

Pregnancy and childbirth are a life-altering experience, characterized by physiological,
social and emotional changes. New parents are expected to be joyful, but there may also
be negative feelings associated with this period. As many as 15–25 % of women expe‐
rience high anxiety or depression during pregnancy, and 10–15 % of women suffer from
postnatal depression [1, 2]. Antenatal depression and anxiety can have adverse effects
on family functioning and the development of infants [1]. They are also significant risk
factors of postnatal depression, along with stressful events, difficult labor and lack of
social support during pregnancy [2].

Women are in regular contact with healthcare services during pregnancy, which
provides an opportunity for identifying potential mental health problems and providing
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interventions. Despite the promising results on individual health and well-being inter‐
ventions, there is not yet strong enough evidence to support their uptake in midwifery
training or practice [1]. Prenatal care would also enable preventative well-being inter‐
ventions and preparing for the changes brought on by childbirth.

Acceptance and Commitment Therapy (ACT) is a third-wave cognitive-behavioral
therapy (CBT) aiming to increase psychological flexibility, which is the ability to fully
contact the present moment, thoughts and feelings, and changing or persisting in
behavior that serves personal values and goals [3]. Psychological flexibility has been
found to be associated with psychological well-being and inversely correlate with
psychological distress, including depression and anxiety [4, 5]. ACT has been proven
efficient in treating depression [6–8]. To the best of the authors’ knowledge, there are
no publications on ACT-based interventions for improving mental well-being of preg‐
nant women or preventing postnatal depression. However, a pilot study on mindfulness-
based intervention showed promising results in decreasing anxiety and negative affect
during pregnancy [9].

Introducing new interventions to prenatal care is challenging due to the already
constrained resources. Therefore, ICT interventions seem promising as they do not
require a lot of extra resources in the daily practice. They could, at least, be used as the
first intervention that expectant mothers could be referred to if there are some concerns
related to maternal mental well-being, but not severe enough problems to warrant more
intensive intervention. Mobile applications delivering psychological therapy are quickly
emerging with promising results [10, 11]. Also ACT-based mobile interventions have
been developed. An ACT-based program, with both mobile and web components, was
tested in a 4-week trial with 11 participants with no diagnosed mental disorders [12].
The trial found increases in psychological flexibility and value-based actions, but no
changes in depression, anxiety, or stress [12].

This paper reports a field study with an ACT-based mobile mental well-being inter‐
vention for pregnant women. The study focused on the usage and user experience (UX)
of the application. Specifically, the aim was to study the barriers of using the application
and the experienced benefits of the application among pregnant women.

2 Materials and Methods

2.1 Research Questions

This study investigated the usage and user experiences of a mobile intervention for
pregnant women. The research questions are: (1) how does the mobile intervention
application suit the needs of pregnant women; (2) what are the potential barriers of use;
and (3) what are the perceived benefits and value of the mobile intervention.

2.2 Intervention Application

The ACT intervention was delivered through a mobile intervention called Oiva, which
was originally developed for stress management and mental well-being by increasing
psychological flexibility [13]. Oiva aims to teach the six core skills of ACT, namely
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being present, acceptance, cognitive defusion, self as context, values, and committed
actions [3]. It was expected that learning those skills would improve the mental well-
being and increase the psychological flexibility of pregnant women, making them less
susceptible to anxiety and depression during and after pregnancy.

Oiva consists of 46 ACT-based audio and text exercises, organized under four
modules: (1) Aware Mind, (2) Wise Mind, (3) Values, and (4) Healthy Body (Fig. 1).
Most of the exercises are short, taking only 1–3 min to complete, making it possible to
perform them independent of time and location. Introductory videos present the purpose
of the application and its modules. The application allows making diary notes and mark
exercise into favorites. A widget on the phone main screen reminded the users when
they last used the application and how many exercises they had completed so far. It also
gave short aphorisms as reminders of the skills they had learned. If the user had not used
Oiva for seven days, a small icon appeared in the notification bar of the phone.

Fig. 1. Oiva home screen

Preliminary experiences among office workers showed good acceptability, useful‐
ness and engagement [13]. A randomized controlled trial has recently been conducted
to study the effectiveness of Oiva for improving the well-being of psychologically
distressed overweight individuals [14].

2.3 Participants

The original study had a cluster-randomized design and included (1) a web-based nutri‐
tion intervention (N = 14) and (2) an ACT-based mobile intervention (Oiva) (N = 29),
and (3) a control group with no intervention (N = 11). The interventions were provided
by public health nurses (N = 52) who received training before the study started. The
participating families of the control clinics received standard maternity care.

The study was conducted by public health nurses at 8 maternity clinics in the City
of Vantaa, Finland. Participation in the study was offered to all families expecting their
child at their standard 8 to 10 pregnancy weeks’ maternity clinic visits. The exclusion
criteria were age under 18 years, insufficient language skills to fill in the Finnish ques‐
tionnaires and no possibility to use internet. The recruitment took place between May
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2013 and August 2014. The study protocol was embedded in the standard visits at the
maternity clinics until the 37–41 weeks’ gestation visit. The study was approved by the
Coordinating Ethics Committee of The Hospital District of Helsinki and Uusimaa. This
study focuses solely on the group that received the mobile intervention through the Oiva
application. In the following, the study procedures will be described for this group only.

The average age of the Oiva participants was 33, they were highly educated 74 %
having Bachelor’s degree or higher and 82 % were having their first child (N = 27
responding the background questionnaire).

2.4 Measures

The usage of the intervention was extracted from the usage logs collected by the appli‐
cation. The UX was collected via questionnaires and interviews in terms of satisfaction,
intention to use, ease of use, barriers for use and usefulness.

2.5 Data Collection

Oiva was introduced to pregnant mothers through maternity clinics. Twenty-nine partic‐
ipants received Android mobile phones (ZTE Blade or ZTE Skate, ZTE Corporation,
Shenzen, China) with the Oiva application installed around the 16th to 18th pregnancy
week and they kept it until postpartum, altogether about 6 to 7 months. They were given
a short introduction to the application and user instructions on paper. They were advised
to use the application regularly, a few times a week.

Usage logs were collected from the study phones at the end of the study period but,
due to human error in the book-keeping of mobile phones, only 21 logs of the 29 were
identified to participants and analyzed. UX questionnaires were sent at the 2nd, 10th and
20th weeks after receiving the application and the number of responses was 25, 20 and
17, respectively. If the application was received after 18th pregnancy week, the UX
questionnaires were sent in speeded time at weeks 2, 8 and 16 to ensure all UX ques‐
tionnaires were sent before expected delivery. A subset of 8 participants was interviewed
by phone around the expected date of delivery.

2.6 Data Analysis

Quantitative data included usage log files and UX questions with Likert scales. Usage
log files were analyzed by first identifying the individual usage sessions of Oiva and
then counting their total number and duration. UX questions were answered using
7-point Likert scale with endpoints 1 ‘totally disagree’ and 7 ‘totally agree’. There was
additionally 0 ‘cannot say’ option. Zeros were excluded from the analysis and basic
descriptives, such as averages and standard deviations were calculated.

Qualitative data included open-ended questions in the questionnaires and interviews.
The data were analyzed using thematic analysis for barriers of use and benefits.
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3 Results

3.1 Usage

The actual usage was calculated based on 21 usage logs. The median of usage days was
4 (interquartile range, IQR: 4–8.5) and the median duration of use was 52.8 min (IQR:
16.3–158). The median length of the usage period from the first log event to the last was
45 days (IQR: 12.5–153). Most of the usage was focused on the early weeks of the
intervention (Fig. 2).

Usage weeks
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Fig. 2. Oiva users per week

The usage activity of the ones responding to the final UX questionnaire (N = 14)
was somewhat higher compared to the whole group. They used Oiva on a median of 6
days (IQR: 3.8–12.5) with a median duration of 113 min (IQR: 33.6–195 min). Their
median usage period was 75.5 days (IQR: 23.5–165 days).

3.2 UX

The UX items are reported in Table 1. Satisfaction was quite neutral. Intention to
continue use decreased towards the end. Oiva received good ratings on usability
throughout the study. Usefulness on the other hand scored lower. However, the answers
had high deviations; some users rated usefulness high and some low showing differing
user experiences within the group.
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Table 1. User experience items, their averages and standard deviations in the brackets. Apart
from the ‘Grade’, all items are evaluated from 1 ‘fully disagree’ to 7 ‘fully disagree’.

Item Beginning Mid End
Satisfaction
Grade (1 the worst, 7 the best) - 4.2 (1.9) 3.9 (1.9)
I would recommend Oiva to others - 4.2 (2.2) 3.6 (2.4)
Intention to use
I plan to continue using Oiva 5.1 (1.4) 4.7 (2.1) 2.6 (2.2)
I don’t want to use Oiva 2.6 (1.7) 3.4 (1.9) 4.2 (2.2)
Usability
It was easy to take Oiva in use/use it 6.7 (0.6) 6.2 (1.1) 6.2 (1.0)
Oiva is reliable - 6.3 (0.9) 5.6 (1.5)
Oiva’s content is understandable 5.7 (1.2) 5.0 (1.6) 5.4 (1.8)
Oiva’s UI is pleasant 5.3 (1.4) 5.0 (1.8) 5.1 (1.4)
Usefulness
Oiva fits my needs and situation in life 4.7 (1.7) 3.6 (2.1) 3.2 (2.4)
I have learnt new things with the help of Oiva - 4.0 (2.2) 3.5 (2.4)
Content of Oiva is useful for me - 3.9 (1.9) 3.9 (2.1)
Oiva has helped me to prepare for parenthood - - 2.6 (1.9)
Usage of Oiva has caused positive changes in my rela‐

tionships
- - 2.6 (1.8)

Oiva has helped me maintain and improve my well-being - - 2.9 (2.1)
Oiva has helped me achieve my well-being goals - - 2.7 (1.9)

The following analysis of the barriers is conducted for understanding the relatively
low usage and benefits for realizing the future potential and efficient ways of use. Anal‐
ysis is conducted with the open-ended questions in the questionnaires and interviews.

Barriers. The most prominent Oiva-related barrier of use was that the content of Oiva
was not perceived relevant in terms of pregnancy. People expect information relevant
to their situation and clear value from the start. The users wished Oiva’s content to be
more tailored for pregnancy, e.g. containing pregnancy or parenting related exercises.
For some participants, Oiva’s exercises were not nothing new since mindfulness training
was already familiar. Some participants perceived the exercises as too imaginary or even
“humbug”. These were seen both from the questionnaires and interviews. It was also
mentioned in the interviews that there were too many exercises which made the appli‐
cation seem harder to manage or ‘complete’. Oiva was also seen a bit too problem-
centered when one would have only wanted to enjoy the wonderful pregnancy.

If Oiva is meant to be targeted as a support during the pregnancy, I would have been more
interested if there were more information or viewpoints related to pregnancy and parenthood.
(quote from the final questionnaire).
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The most prominent external barriers for use were lack of time and having to use a
secondary phone which made it easy to forget Oiva. Pregnancy causes additional activ‐
ities such as health clinic visits, job redistribution activities etc. and that is why there is
even less free time than normally. When Oiva was installed in a secondary phone, often
the battery was not charged at the opportune usage moment or the phone was just lying
somewhere and was forgotten. Also, the interviews revealed that pregnancy-related
nausea and lack of energy due to pregnancy and having extra things to do were
preventing use. Many times, there was no obvious need or problem in life, which would
have led to using Oiva. Also, it was reported that it is difficult to find peaceful situation
to use Oiva.

I haven’t used Oiva application since the last questionnaire. I feel I don’t have enough time for
it and when I would, the battery is dead from the device and it must be recharged. (quote from
the midterm questionnaire).

Benefits. Even though generally Oiva got rather low usefulness ratings, there was great
variation between answers; there were those who did not perceive it useful at all and
those who perceived it extremely useful.

The most important benefits arising from both data are calming down and relaxation
benefits, mindfulness, acceptance and values which are closely related to the ACT skills
Oiva was trying to teach. Other additional benefits arising from the interviews were
preparing for the parenthood (in the difficult pregnancy and was related to value
processing), provided good viewpoints, improved mood and self-esteem, gave peace of
mind, improved stress management and relationships. It was also mentioned to offer
easy access to information and was seen as a tool to process work-related worries.

I have learnt to structure my life and things that are important to me and time which I use with
them. I have learnt to loosen up and be more permissive towards myself and my feelings. These
skills I have of course learnt from other sources simultaneously and even through earlier mind‐
fulness studies. However, consolidation and repetition is still always in order! (quote from the
final questionnaire).

4 Discussion

4.1 Lessons Learnt from Barriers of Use

The use and intention continue to use were low. The intention to continue use is probably
connected to the low ratings and decrease in the usefulness questions, and also to the
long duration of use (i.e. the intention to continue use is naturally higher in the beginning
when the users have not had a lot of time to use the application). The following discussion
addresses the potential reasons for the low use and ways to tackle the issues.

Find opportune moments to introduce the application. Time issues, lack of energy and
not wanting to do more extra things were mentioned as barriers of use. Pregnancy itself
was causing extra tasks, such as going to the maternity clinic and preparation for
maternal leave, and therefore there was not much time for Oiva. Therefore, pregnancy
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may not be the best time to introduce a universal intervention for expecting mothers.
Rather, Oiva might work better for indicated intervention, e.g. if the mother is experi‐
encing some worries or has early signs of anxiety or low mood. A better moment could
be the beginning of maternity leave as there may be more time after leaving work or
right in the beginning of the pregnancy when normal life is not affected by the pregnancy
too much.

Tailor the content for creating value. Some participants did not perceive Oiva’s content
useful and sometimes the exercises in Oiva were perceived a bit too imaginary. Therefore
it is important to tailor the content for the target group, provide justification and purpose
for different exercises from their point of view, and provide also down-to-earth exercises.
Oiva exercises could, for example, deal with the issues that are experienced by many
pregnant women, such as worries related to the well-being of the baby, feelings of guilt
when doing something that is not recommended during pregnancy, or ways of mentally
preparing for the labor.

Enable using primary mobile device for the intervention. Oiva was installed in a mobile
phone provided by the study organizers and most users did not take it into use as their
primary phone. Therefore, the Oiva phone was usually not carried along, which
restricted its usage to the home environment and potentially diminished the effect of
reminders. However, mobile implementation was perceived desirable as it provided
mobility and choice regarding where to perform the exercises even within home.
Personal mobile phone would better support usage in more varied contexts.

Enable usage in any environment. The participants reported that it was difficult to find
peaceful moments for the exercises. Mobility promotes usage in any possible idle
moments, for example, while riding on a bus. Therefore it is important that there are
exercises that you are able to do in those less peaceful moments too, even in a crowd.
There should also be search functions and filters that allow users to find them easily.

Present the content in small portions. Some participants felt Oiva contained too many
exercises. Therefore, for such a long usage period, it might be a good approach to reveal
the content of the application in small portions and unlock new content as the user
progresses. The content could also be linked to pregnancy weeks, as suggested by one
of the users.

Emphasize the benefits in the beginning. User experiences clearly reflect that many
participants did not understand the purpose of Oiva and did not feel the need for using
it. Probably a more extensive presentation by an ACT expert at the maternity clinic
would have been needed. It has been suggested that practitioner has potential to increase
the treatment credibility and treatment expectations which can influence program uptake
[15]. The application should provide a clear insight of its purpose and value for the
participants, or have been more engaging from the start to keep them involved long
enough to gain value.
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4.2 Lessons Learnt from Usefulness and Benefits

Oiva content has benefits to some, usually the ones who have needs, worries or other
problems. For example, during a difficult pregnancy, Oiva was perceived extremely
useful. Therefore Oiva could be provided through maternity clinics to those parents who
have some worries but who are not diagnosed with mental problems.

4.3 Future Steps

Future steps should be guided to remove the revealed barriers and proper strategies to
improve adherence should be included in the intervention. Also, effectiveness among
the presented target group is yet to be studied.

By the time of writing this paper, a Finnish version of Oiva is already available for
free for iOS and Android devices tackling one of the barriers. There is also a web
version [16].

5 Conclusions

The aim of the research is to study the usage and user experiences of a mobile inter‐
vention for pregnant women and explore the barriers of use and the perceived benefits.
The usage rate of Oiva was low. Most of the pregnant mothers did not perceive a need
for Oiva, e.g. did not have problems or concerns related to their pregnancy. However,
the persons who experienced some needs also perceived Oiva useful. It seems an appli‐
cation targeting psychological well-being, such as Oiva, could be especially useful for
mothers who experiences problems or worries during their pregnancy. There must be
some driving force, motivation, for the use. When an application is promoted to a specific
user group, it should be tailored to fit their needs.
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Abstract. Smartwatches are becoming increasingly sophisticated and
popular as several major smartphone manufacturers, including Apple,
have released their new models recently. We believe that these devices
can serve as smart objects for people suffering from mental disorders
such as memory loss. In this paper, we describe how to utilise smart-
watches to create intelligent user interfaces that can be used to provide
cognitive assistance in daily life situations of dementia patients. By using
automatic speech recognisers and text-to-speech synthesis, we create a
dialogue application that allows patients to interact through natural lan-
guage. We compare several available libraries for Android and show an
example of integrating a smartwatch application into an existing health-
care infrastructure.

Keywords: Smartwatch · Speech dialogue · Text-to-speech · Automatic
speech recognition · Mental health

1 Introduction

Smartwatches are becoming complex computing devices. Although these wear-
able computers are still relatively new, they can already compete with smart-
phones when it comes to processing power and hardware features. An increasing
variety of devices is available today as major smartphone manufacturers, such
as Samsung or Apple, joined the market and released their new models. Today’s
smartwatches include features such as quad-core processors, touch screens, blue-
tooth, wifi, GPS, sensors, cameras and many more. Mobile operating systems
with rich user interfaces enabled a wide range of applications, including messen-
gers, games, monitoring and health related apps. With the increasing availability
of low-cost smartwatches we believe that they can be utilised to serve as smart
objects [1] in the medical domain, and provide assistive functions for people
suffering from mental disorders such as dementia.

Dementia is a general term for a decline in mental ability severe enough to
interfere with daily life. Alzheimer’s is the most common type of dementia. In
2014, the Alzheimer’s Association documented that approximately 10–20 % of the
population over 65 years of age suffer from mild cognitive impairment (MCI) [3].
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Memory, thinking, language, understanding, and judgement are affected. While
many older adults will remain healthy and productive, overall this segment of the
population is subject to cognitive impairment at higher rates than younger peo-
ple [2]. Smartwatches, when used as intelligent cognitive assistance technologies,
may improve the everyday life of older adults.

In this paper we propose the use of smartwatches for the development of dia-
logues in mental healthcare applications. In the following section we explain our
choice of hardware. We compare several available automatic speech recognition
(ASR) and text-to-speech (TTS) libraries for Android. We then show an exam-
ple of how to integrate these smartwatch applications into our existing dialogue
platform in the Kognit project.1

2 Smartwatches

There are many smartwatch models available from different manufacturers.
Although most of them are similar considering size, price and hardware, not
all of them are suitable for being used for deployment of spoken dialogue tech-
nology or for being integrated into existing healthcare environments. The vast
majority of smartwatches is designed to be an accessoire accompanying a smart-
phone. This means that the watch cannot be used as a standalone device, but has
to be connected via Bluetooth to a mobile device. Since almost all of the models
have neither built-in wifi nor mobile broadband, the network connection of the
smartphone is usually tethered to the smartwatch. According to our experience,
these kinds of setups are prone to network errors, resulting in poor connections,
address conflicts, and low utility for the target domain.

Another problem is that there are different types of mobile operating systems
and not all companies grant developers access or provide a software development
kit (SDK). For example, the very first smartwatch we used was running a cus-
tomised version of Android 2.2 and there was neither access to the Bluetooth
API nor to the microphone, although built-in applications used both features.
We also tested the Samsung Gear2 which is running on a Samsung version of the
Tizen operating system. Despite the existing SDK, we were not able to imple-
ment a complex speech dialogue, because the architecture is based on the fact
that the watch has to be connected to the smartphone. The applications them-
selves consist of a host and a wearable part, and the smartwatch is basically used
as a display. Other models, such as the Pebble3 and Apple Watch4, have their
own operating system. Fortunately, there are also devices that run on the normal
Android OS and the newer Android Wear5, which was specifically designed for
smartwatches.

1 http://kognit.dfki.de.
2 http://www.samsung.com/global/microsite/gear.
3 http://getpebble.com.
4 http://www.apple.com/watch.
5 http://www.android.com/wear.
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http://www.samsung.com/global/microsite/gear
http://getpebble.com
http://www.apple.com/watch
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Our case study for easy deployment of spoken dialogue technology uses the
SimValley AW-420.RX smartwatch. In contrast to other smartwatches it comes
with Android 4.2.2, wifi and even 3G network connectivity. The built-in micro-
phone and speakers make it ideal for the implementation of speech-based dia-
logues. Because of the dual-core processor, the 1 GB of RAM, the built-in GPS
and the camera, we conjecture a breakthrough in hardware technology for the
benefit of our application development; the standard Android operating system
makes it easy to deploy existing code and ensure rapid development. Considering
the small screen size of smartwatches, it is quite cumbersome for elderly peo-
ple to interact with the user interface using the conventional touch screen input
modality. We therefore decided to use only simple touch gestures and concen-
trate on implementing a speech dialogue so that users can interact using natural
language input.

3 Speech Libraries

There are three important technical parts of a speech dialogue: the ASR, the
dialogue manager, and the TTS. In this section we describe the Android libraries
for ASR and TTS that we tested and compare them to each other (dialogue
management is not covered here, see, e.g., [6]).

3.1 Automatic Speech Recognition

For speech input, we tested the built-in Android API from Google, the com-
mercially available iSpeech6 platform and the CMU Sphinx7 speech recognition
system developed at CMU. A summary of our results can be found in Table 1;
we have chosen these libraries because they work out of the box with Android
and contain sample code, allowing for easy and fast development. Moreover, all
of them support several different natural languages.

Google and iSpeech are both cloud-based recognisers, meaning that the voice
is recorded on the mobile device and then sent to an online API for recognition.
In the case of iSpeech the transaction can be done through the HTTP protocol
using REST, XML or JSON format. Although the Google Voice API allows the
download of offline packages for voice recognition, these can currently only be

Table 1. Comparison of Automatic Speech Recognition (ASR) libraries

Cloud Offline Lang. model Grammar Open source Price

Google � (�) (�) - - Free

iSpeech � - (�) (�) (�) Paid

CMU Sphinx - � � � � Free

6 http://www.ispeech.org.
7 http://cmusphinx.sourceforge.net/.
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used through voice typing with the keyboard. In our experience the speed of the
cloud recognisers is fast enough to allow fluent speech dialogues. The recognition
of the input takes places in under two seconds for most cases. When used in free-
form speech mode, the recognition can however become much slower (according
to the length of the input). Google’s API can be used with two different language
grammars, a free-form grammar and a grammar based on web search terms. The
iSpeech API supports free-form models/grammars for most languages and comes
with predefined models allowing the recognition of special entity formats such
as numbers or addresses. There is no option to use custom grammars with the
Google library and iSpeech only provides very limited support, mainly focused on
new speech commands. In contrast, the CMU Sphinx speech recognition works
completely offline and supports the generation of custom language models and
grammars (for mental healthcare applications). We tested the PocketSphinx ver-
sion, a lightweight speech recognition engine, specifically tuned for handheld and
mobile devices. Results were very promising, and the continuous speech input
option was particularly useful for developing speech dialogues for inexperienced
users such as patients. Unlike iSpeech, which has an open source SDK but pro-
prietary online recognisers, the PocketSphinx recogniser is fully accessible under
the BSD license.

3.2 Text-to-Speech

Text-to-Speech (TTS) synthesis is a substantial part of speech dialogue systems,
providing the output in natural speech. We investigate five different solutions
available for the Android operating system: Google, SVOX (Pico and Classic),
iSpeech and IVONA8. In 2009 Google included the SVOX Pico TTS into the
1.6 release of the Android platform, making it the standard TTS engine found
in most Android devices. The SVOX company also released higher quality, paid
versions in many different languages (SVOX Classic). Google recently made their
own Text-to-Speech engine available through the play store and their online
API. The previously mentioned iSpeech framework also features cloud-based
speech synthesis in different languages. A relatively new system was introduced
by IVONA and is currently available for free in beta testing. The features are
summarised in Table 2.

Table 2. Comparison of Text-to-Speech (TTS) libraries

Cloud Offline Quality Price

Google � � + Free

SVOX Pico - � - Free

SVOX Classic - � + Paid ($2.99 per language)

iSpeech � - ++ Paid ($0.01 per word)

IVONA � � ++ Free (Beta)

8 http://www.ivona.com/.

http://www.ivona.com/
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Except for the iSpeech synthesiser, all TTS engines are available in offline
mode. Required language models can be easily downloaded and stored on the
device. Android itself has a built-in settings menu to chose from different engines
and languages. The options we evaluated are easily accessible through the play
store or, in case of iSpeech, through a SDK. Coding effort is minimal, and there
are many sample applications available, making the implementation of speech
output on Android very simple. All of the tested libraries provide many different
languages and often feature both female and male voices. However, there are
differences in the quality of the speech synthesis. Especially for patient-centric
dialogue systems it is of great importance that the speech output sounds as
natural as possible, providing best user experience. While the standard SVOX
Pico voice sounds very robotic, their premium SVOX Classic series has better
quality and the speaking pace is very nice. The results are similar to the Google
TTS, but the voices sound even more clear and natural. Our tests suggest that
sometimes words are still synthesised in a robotic voice, making the voices still
sound unnatural and confusing. In our preliminary experiments in the test lab
(without real patients), the most natural sounding voices are found to be iSpeech
and IVONA.

4 Application Scenario

The smartwatch is used in the Kognit framework as a mobile interaction device
that is always available wherever the patient goes. Patients can communicate
with the smartwatch in natural language as it has a speech recognition, dialogue
management, and synthesis functionality integrated. In [4] we introduced the
use of NAO, a humanoid robot, as a companion to the dementia patient in order
to continuously monitor his or her activities and provide cognitive assistance in
daily life situations. The NAO companion could be further instrumented to keep
track of real world objects (like keys or glasses) during everyday life activities. In
our new scenario, we use the robot’s built-in cameras together with eye-tracking
technology to perform object recognition [5]. For instance in case the patient
forgets where he or she has put the glasses, the smartwatch would locate them
by tracing the location in the server-side memory. It would then display the
location on the screen and provide audio feedback (see Fig. 1).

Since we have different components that all run on distinct operating sys-
tems, we need a reliable network communication that works well cross-platform.
This is why we are using XML-RPC, a remote procedure call protocol which
uses HTTP to transport XML encoded calls and works great on various devices.
All components (clients) communicate through the Kognit proxy (see Fig. 2)
which is running on a desktop computer. The smartwatch dialogue functional-
ity is seamlessly integrated into the existing framework due to its networking
capabilities. Currently, we are using HTTP REST requests to the cloud-based
iSpeech API for speech recognition. For the Text-to-Speech synthesis, we use the
offline IVONA engine. In our scenario, all data is collected in the multimodal
dialogue memory from which relevant information for dialogue management can
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Fig. 1. Scenario example

Fig. 2. Technical architecture

be retrieved. In the case of our “lost glasses” example, the NAO robot keeps
track of the glasses and stored their last location in the database. During the
speech dialogue, the smartwatch can be used to ask for navigation help to provide
cognitive assistance to the patient.

5 Conclusions and Future Work

We discussed available smartwatch APIs for developing speech dialogues in men-
tal healthcare applications. We described the integration of the smartwatch
into our existing Kognit project, where we try to offer support through non-
pharmacological treatments in daily life situations.9 We conclude that the choice

9 http://www.spry.org/pdf/cbtcoa english.pdf.

http://www.spry.org/pdf/cbtcoa_english.pdf
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of speech recognition and synthesis libraries is highly dependent on the appli-
cation’s context and provide help for choosing the right platform. Our next
steps will be to use the smartwatch in conjunction with a complex multimodal
dialogue platform to produce advanced context-aware multimodal dialogue appli-
cations, similar to the approaches presented in [6,7] using smartphones. Multi-
modal fusion and fission processes [8] are currently investigated. Future research
will also evaluate the use of the smartwatch camera for object recognition and
the analysis of the data provided by the built-in sensors for activity recognition.
Smartwatches are highly mobile and promising devices for the rapid deployment
of speech dialogue systems.
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Abstract. Although problems with online game use are gaining concerns, high-
risk traits associated with excessive online gaming are not yet understood. Immer‐
sive tendency was suggested as the personality trait to behave playfully and to
become involved in continuous stimuli. Because immersive tendency can be
assessed through everyday activities, it may be used to find a risk group for
excessive online gaming. We investigated the difference in immersive tendency,
problematic online gaming, and problematic Internet use between 21 male univer‐
sity students with excessive online gaming and 21 matched controls. Higher
immersive tendency was observed in participants with excessive online gaming.
The immersive tendency can reflect an individual’s susceptibility to excessive
online gaming.

Keywords: Immersive tendency · Excessive online gaming · Internet gaming
disorder · Problematic online gaming · Problematic internet use

1 Introduction

With the increase of impact the internet has on everyday life, problems with the Internet
have become serious. Among them, excessive online gaming has gained concern as a
public mental health problem in some countries, especially in older adolescent and
young adult males. Due to shared properties with addictive behaviors, the American
Psychiatric Association included Internet gaming disorder (IGD) in Sect. 3, ‘Conditions
for Further Study’ of the Diagnostic and Statistical Manual of Mental Disorders (Fifth
Edition) in 2013 [1].

Although several psychiatric conditions are known to be a risk factor in addicted
gamers such as attention deficit hyperactivity disorder and depression, findings on
personality trait were inconsistent. Because relations between personality and game are
dependent on the motivations for the game, specific personality type does not seem to
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be a susceptible trait to excessive online gaming [2]. On the other hand, user experiences
in a massively multiplayer online role-playing game played an important role in
predicting game addiction [3]. Witmer and Singer [4] defined presence as the person’s
experience of being there in a mediated environment and immersive tendency as a
personal trait to experience presence. Immersive tendency is the trait to behave playfully
and to become involved in a continuous stream of stimuli [5]. Because the immersive
tendency questionnaire rates the trait based on the experiences from everyday activities
such as playing sports, watching movies, reading novels, and dreaming, it can be a
valuable tool in finding risk factors prior to exposure to online games.

In a study with massively multiplayer online role-playing game players, immersive
tendency showed a significant association with addiction [6]. However, there was no
study on the immersive tendency in game players, in which the comorbid psychiatric
conditions were investigated separately. The aim of the present study was to evaluate
the difference in immersive tendency between excessive online gamers and controls
without the confounding effects of psychiatric comorbidities.

2 Methods

From two high-ranking universities in Seoul, male undergraduate students aged 19–29
years were recruited for a study on the physiologic change during experimental action
video game via advertisements on campus. The monetary reward was approximately 50
dollars. None of the participants was majoring in sports or related fields. In a previous
study, 22 participants with excessive online gaming were matched with 22 healthy controls
for sex, age, and body mass index [7]. Based on the operational criteria [8], excessive
online gamers were defined as follows: maladaptive preoccupation, distress, Young’s
Internet Addiction Test (YIAT) score over 50 [9], at least four hour daily computer
gaming, and absence of another Axis I psychiatric disorder associated with excessive
computer usage. A psychiatrist interviewed the participants to screen for psychiatric
disorder and rated the severity of depression using the Montgomery–Åsberg Depression
Rating Scale to exclude participants with significant depression [10]. Before the partici‐
pants were exposed to the experimental game, packets of self-report questionnaires were
administered. In this study, we analyzed the difference between 21 excessive online
gamers and 21 control participants who completed whole questionnaires.

Problematic Internet use was evaluated with YIAT which includes 20 items and
ranges from 20 to 100. YIAT examines symptoms such as preoccupation with Internet
use, controllability of online use and continued online use despite consequences [11].
Cronbach’s α was 0.91.

Problematic Internet use was also assessed with Korea Internet Addiction Scale
(KIAS) which comprises 20 items and ranges from 20 to 80 [12]. KIAS assesses
psychosocial function, reality testing, addictive automatic thought, withdrawal, virtual
interpersonal relationship, deviant behavior, and tolerance [13]. Cronbach’s α was
between 0.89 and 0.91.
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Problematic online gaming was measured with Korea Internet Game Addiction Ques‐
tionnaire (KIGAQ) which includes 20 items and ranges from 20 to 80 [14]. KIGAQ
examines daily life, withdrawal, and pursuing a virtual relationship. Cronbach’s α was 0.93.

Immersive tendency was rated with the Immersive Tendency Questionnaire (ITQ)
which consists of 18 items and ranges from 0 to 108 [4]. ITQ measures the tendency
towards immersion in everyday activities (e.g., “Do you easily become deeply involved
in movies or TV dramas?”, “How good are you at blocking out external distractions
when you are involved in something?”, “Do you ever have dreams that are so real that
you feel disoriented when you awake?”). Cronbach’s α was 0.81.

SPSS for Windows, version 21.0 (SPSS Inc., Chicago, IL, USA) was used for stat‐
istical analysis. Continuous variables were analyzed with independent samples t-test and
Mann–Whitney U tests for group differences. Categorical variables were analyzed by
Pearson’s chi-square test and Fisher’s exact test. Relationships among variables were
analyzed with Pearson’s correlation analysis.

3 Results

Table 1 shows participants’ characteristics. There were no significant differences in age,
body mass index, smoking, and alcohol consumption between excessive online gamers
and controls. Excessive online gamers scored significantly higher in problematic Internet
use and problematic online gaming.

Table 1. Participants’ characteristics

Excessive online gamer
(n = 21)

Control
(n = 21)

P-value

Age, years, mean (SD) 22.81 (2.36) 23.52 (2.52) 0.155
BMI, kg/m2, mean (SD) 22.96 (2.02) 22.81 (3.18) 0.858
Smoker/non-smoker, No. of subjects 5/16 3/18 0.697
<10 cigarettes per day 1 1
10–15 cigarettes per day 4 2
Moderate-heavy/non-light drinker,

no. of subjects
10/11 14/7 0.212

3–14 drinks per week 7 13
>14 drinks per week 3 1
YIAT total score, mean (SD) 70.86 (11.83) 31.48 (7.41) <0.001
KIAS total score, mean (SD) 54.14 (10.14) 30.14 (5.43) <0.001
KIAGQ total score, mean (SD) 43.14 (10.08) 21.86 (2.89) <0.001

BMI, body mass index; YIAT, Young’s Internet Addiction Test; KIAS, Korea Internet Addiction Scale; KIGAQ, Korea
Internet Game Addiction Questionnaire.

Excessive online gamers showed a significantly higher immersive tendency, which
was rated with ITQ, than controls (Table 2).
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Table 2. Higher immersive tendency in excessive online gamer

N Df Mean SD t-value calculated P-value
Excessive online gamer 21 40 60.00 17.83 3.707 <0.001
Control 21 41.90 13.51

Immersive tendency demonstrated significant relationships with problematic online
gaming and problematic Internet use (Table 3).

Table 3. Pearson’s correlation analysis of immersive tendency, problematic internet use, and
problematic online gaming

1 2 3
1. ITQ 1
2. YIAT 0.63 1
3. KIAS 0.69 0.94 1
4. KIAGS 0.55 0.92 0.93

ITQ, Immersive Tendency Questionnaire; YIAT, Young’s
Internet Addiction Test; KIAS, Korea Internet Addiction
Scale; KIGAQ, Korea Internet Game Addiction Question‐
naire.
All Pearson’s rs are significant (P < 0.001).

4 Conclusion

To the best of our knowledge, this study is the first report demonstrating higher immer‐
sive tendency in excessive online gamers without comorbid psychiatric conditions. The
findings are similar with the previous study of massively multiplayer online role-playing
game players, in which addicted players scored higher immersive tendency than high-
engaged gamers [6]. However, comorbid mental health conditions were not assessed in
previous studies on immersive tendency. Because psychiatric comorbidity is very high
in patients with excessive online gaming, mental health evaluation is very important.
Due to the debates on IGD as a distinct disease entity, IGD was not included in non-
substance-related disorders but in ‘Conditions for Further Study’ of the Diagnostic and
Statistical Manual of Mental Disorders (Fifth Edition). In the current study, we recruited
young adults from high-ranking universities without other psychiatric disorders to
exclude other possible confounders.

In the previous study with the same participants, reduced cardiorespiratory coupling
during gameplay was observed in excessive online gamers, implicating central auto‐
nomic dysregulation [7]. These differences may reflect altered central inhibitory control
over the autonomic response to pleasurable stimuli. In the present analysis, excessive
online gamers reported higher immersive tendency, which reflects an individual’s char‐
acteristic to behave playfully and to become involved in a continuous stream of stimuli
[5]. Because ITQ examines the trait through everyday activities, the immersive tendency
can be used to evaluate an individual’s susceptibility to IGD without gaming exposure.
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With the same reasons, the immersive tendency may reflect common susceptibility
regardless of gaming context and motivation.

There are some limitations to this study. The sample size is small for generalization.
Further study is needed with the large population with the different gender. There is no
standard diagnosis instrument for IGD. To overcome this problem, we used three
different assessment tools for comparison. Although ITQ assesses personality traits
through everyday activities, the immersive tendency was not examined before the
gaming exposure and we cannot conclude the causal relation. Further longitudinal
studies are needed to determine causality.
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Abstract. Relative Electroencephalography (EEG) power can reflect cognitive
decline and play a critical diagnostic role for dementia onset. The current paper
investigates power changes in EEG channels on elderly people having Mild
Cognitive Impairment (MCI) during a linguistic test. The main objective was to
identify patterns in EEG power changes during a linguistically enriched cog-
nitive assessment test which involved working memory abilities, selective
attention and perception. Groups of MCI, demented and healthy controls were
recruited to take part in an experiment. It was found that MCI and demented
patients showed significantly different patterns in delta and theta frequency
bands during the linguistic tasks. Results are valuable in the study of the way
brain processes linguistic information in people with cognitive impairment and
in screening assessment procedures.

Keywords: EEG � MCI � Dementia � Neurolinguistics � Linguistic test

1 Introduction

Increasing attention has been paid in recent years to early Mild Cognitive Impairment
(MCI) detection, as well as identifying subjects with high possibility to progress to
Dementia. Only a portion of MCI positives will progress to dementia∙ some remain
stable cognitive, while others recover full function [1]. In this clinical context, existing
diagnostic and prediction methods rely on neuropsychological assessment tools as the
Boston Naming Test (BNT) [2], AD biomarkers [3], auditory ERP responses [4] and
other approaches proposed in the literature [5].

Recently, studies on language-based assessment tests have been developed [6] and
ongoing research is targeting on cerebral EEG rhythms to reflect underlying brain
network activity. Moreover, most EEG-related studies conduct recordings in resting
state, thereby keeping the role of language in relation to EEG monitoring degraded.
The current paper targets to investigate the response of language impairments on EEG
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power fluctuations. An experiment was conducted to create evidence of the relation
among literal components and non-literal figures of speech by MCI patients and the
corresponding predictive features of EEG bands activity. The objectives can be sum-
marized as follows:

Objective 1: Identify specific patterns of oscillations in the power of EEG frequency
bands during literal expressions of language
Objective 2: Detect for significant differences in power changes between MCI,
Demented and healthy elderly groups during non-literal language processing.

Previous Work on EEG signal processing has a great success in identifying
demented and MCI patients [7]. Evidence-based medicine (EBM) research has pointed
out that EEG power profiles are different for MCI, Demented and healthy controls at
rest conditions [8]. Poil et al. [9] worked on multiple EEG biomarker models to predict
progressive conversion from MCI to Dementia. This raises the question: What can
foster existing EEG features and extrude the differences between MCI/Demented and
healthy control profiles?

Some researchers study language performance in still resting states [10]. Others pay
attention to specific language characteristics like syntactic and lexical features [11], or
make use of various kinds of stimulus in order to enhance differences among neuro-
generative diseases with promising results. Olichney et al. for example, found that
category-decision tasks can actually raise differences in band waveforms [12]. Kandiah
et al. [6] aimed at a linguistic MCI detection test for multilingual populations, con-
centrating mainly on overcoming the need of translation and cultural adaptation by
using linguistic stimuli on EEG monitoring sessions.

Single frequency bands may not be the only feature affected in EEG screening tests,
but relations between frequency bands may be affected as well. It has been found that the
theta-to-gamma ration of relative EEG power is significantly correlated with memory
decline for MCI and AD patients [13]. Theta relative power and Alpha reactivity seem to
be associated with decreased performance in various cognitive domains like global
cognition, language, memory and executive functioning [14].

Most of the studies exploit the potential of EEG to separate MCI patients which
develop AD (Progressive MCI) from those which do not develop AD (Stable MCI)
[15, 16], but not emphasizing on language assessment. This study will investigate if
existing MCI screening instruments could evolve to more advanced mixed stimuli-EEG
tests by taking advantage of the evidence-based abnormalities in the EEG spectrum.

2 Materials and Methods

In the proposed diagnostic model, complicated MRI or Magnetoencephalography
(MEG) signal processing would not be necessary as long as determining functionality
of specific localizing regions of the brain is not a priority. The main idea was not to find
locations of abnormalities in human brain of MCI users, but to detect different patterns
of brain activity under linguistic stimulus.

A group of elderly people were voluntarily invited to EEG monitoring sessions
enhanced by linguistic stimulus. A computerized proof-of-concept testbed was created
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for that purpose. The stimulus consisted of verbal descriptions of everyday activities,
starting from simple object naming tasks to more advanced linguistic tasks like semantic
and metaphoric meaning processing.

2.1 Inclusive Criteria and Recruitment of Participants

Participants consisted of twenty one (N = 21) elderly people, ten MCI positives and
three with mild Dementia based on their medical records. MCI symptoms were vali-
dated by a confirmatory MCI test given the same day (Boston Naming Test, 30-item
even version). Participants were recruited from local day care organizations, while the
MCI patients from the Greek Association of Alzheimer’s Disease and Related Disor-
ders. Recruitment criteria for MCI positives included typical symptoms of amnestic
MCI (aMCI), but not Dementia. Participants had to be at least 60 years old, eligible and
free of medication.

2.2 Used Tools

The available hardware equipment consisted of a desktop computer running the hosted
application, a wearable EEG biosensor unit and a Bluetooth dongle. The sensor unit,
equipped with a dry sensor, was comfortably fitted on the Fp1 electrode scalp location,
according to the international standard electrode position system ‘10–20’ and the
American Electroencephalographic Society nomenclature [17]. EEG was recorded at
512 Hz sampling rate at 12 bits ADC resolution and transmitted from the wireless
wearable unit to the hosted application (*1 m) at a RF data rate of 250 kbit/s. Rel-
ative EEG power was analyzed after preprocessing to remove interferences from power
network and adjacent 50 Hz electrical equipment (firmware filtering). Invalid datasets
in which band powers appeared as null numbers (zeros) due to bad sensor-sculpt
contact were removed from the samples. Timestamp annotation and the recording of
user’s responses were made in real time, while EEG data from in between linguistic
task periods was ignored.

The software used for logging the user’s activity and EEG frequency bands
(developed in-house) was engineered with the SDK provided by the manufacturer of
the EEG headset (NeuroSky), COM port simulation libraries to access the Bluetooth-
enabled device and Delphi IDE for GUI design to deliver a windows desktop
implementation.

2.3 Experimental Conditions and Procedure

The overall procedure was in line with the ethical committee of the hosted institution
and it was safe and comfortable for the participants. Just before the actual testing,
participants had a short introduction on the scopes of the experiment and a short
demonstration of how the EEG sensor has to be properly fitted in the forehead. The test
was not self-administered in order to ensure that variations in computer-driving abilities
will not affect results.
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2.4 Cognitive Tasks and Linguistic Stimulus

Participants were asked to perform a typical BNT test in order to monitor EEG fluc-
tuations during object naming ability. In this study, BNT represents the simple lin-
guistic stimulus, while the advanced one has three distinct parts concerning the literal
and non-literal understanding and production ability of lexical components.

The content of the first text included sentences verbs and nouns underlined in order
to be transmitted in the proper corresponding component. Sentences were semantically
correlated constituting a whole paragraph with comprehending meaning. In Table 1
two examples from each part of the test are presented as a reference.

The statements in part A were used as a stimulus to record the nouns derived from
verbs or verb roots and reverse. Verb fluency appears, on the basis of these results, to
be a possible linguistic marker for the progression from Subjective Cognitive
Impairment (SCI) to MCI [18]. In this task patients had to retrieve and produce con-
crete nouns that derived or not from verbs’ roots.

In the second section (part B) the same task was provided through sentences that
have semantically different meaning. Verbs’ production ability has been assessed in the
absence of external stimuli [19]. Broader areas of the brain are involved in retrieving
verbs [20].

In the last part (part C) semantic implicated words and semantic connotations,
metaphors are used in order to detect semantic and lexical deficits. Non literal figurative
language expression is affected in demented populations. In the present task, filling in
and interpreting non-literal sentences seems a daunting one task for this population [21].

Table 1. Examples of the advanced linguistic test

Section Statement Fill in the blank

Pa
rt

 A

A1 ‘Every morning I enjoy my coffee 
in my beautiful balcony’.

_ It is a ... to drink my coffee every 
morning in my beautiful balcony

A2 ‘There I created a green oasis to be 
as beautiful as possible’.

_ The ... of a green oasis was made to 
be as much as possible beautiful space

Pa
rt

 B

B1 ‘I avoid frying while cooking’. _ When I cook, I avoid to …….
B2 ‘After having finished all other 

tasks, she wiped the counter in 
order to be dry’.

_ The ... of clothes becomes faster in 
the summer sun.

Pa
rt

 C

C1 ‘The ocean of his mind was awash 
with new ideas’.

_ ... may be composed of water or 
other elements and compounds

C2 ‘His mom each morning squeezes 
oranges to make him juice’.

_ A ... my mind but I could not find 
the right word to say.
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3 Results of EEG Analysis with Linguistic Stimuli

Because the EEG headset was quite stiff and the dry sensor mounted on it was sensitive
to head movements, especially the vertical ones, very noisy recordings were removed
from the pool. This resulted to twenty one (N = 21) valid recordings, eight coming from
the MCI, three from demented and another ten from the healthy elderly. Due to the fact
that subjects completed the test in their own times, log recordings had varying lengths.
The length of the EEG data used in the log analysis was limited by the shortest sample,
starting from the beginning of the EEG recordings.

3.1 Demographics

Participants were 67.10 year old in average (SD = 4.54) and fairly balanced in both
sexes (57 % females, 43 % males). Half of the participants had completed high school
(50 %) and almost one third were of university level (35 %). The rest 15 % stated
Elementary Education completed. Demographic information is presented in Table 2
along with the results of the BNT and the advanced linguistic test.

3.2 Cognition Assessment

In the most typical form, 30BNT scores include the correct answers given spontaneously
without any help, those given after 30 s with semantic help and lastly the number of
correct answers after another 30 s with phonemic help. For the sake of simplicity, the
number of rights answers without any help (first number in BNT test result triplex) was
considered the critical variable to distinct the MCI group (M = 21.00 ± 5.29) from the
healthy elderly (M = 25.89 ± 1.05).

Concerning the results of the linguistic test itself, in average, healthy elderly
achieved better results (M = 16.08 ± 1.5) than MCI testers (M = 14.75 ± 2.21) and
demented (M = 12.66 ± 1.15). A one-way analysis of variance was calculated on
testers’ results (ANOVA). The analysis was marginally significant with F(2,19) = 3.55
(p = .05), but an interesting finding was found on the part C results. The scores of

Table 2. Demographics and linguistic test results

Parameters Groups of participants Total
Healthy elderly MCI Mild dementia

N 10 8 3 21
Sex M/F 6/4 4/4 2/1 12/9
Age (in years) 66.20 ± 2.89 67.38 ± 7.81 65.33 ± 3.78 66.52 ± 5.21
30BNT score 25.90 ± 1.19 23.13 ± 3.35 20.33 ± 3.78 24.05 ± 3.18
Linguistic test-total 16.08 ± 1.5 14.75 ± 2.21 12.66 ± 1.15 15.44 ± 1.85
Linguistic test-Part A 5.42 ± 0.99 5.00 ± 1.41 4.50 ± 0.71 5.22 ± 1.06
Linguistic test-Part B 5.33 ± 0.88 5.00 ± 1.41 5.00 ± 0 5.22 ± 0.94
Linguistic test-Part C 5.33 ± 0.49 4.75 ± 0.50 3.50 ± 0.71 5.00 ± 0.76
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participants on the third part of the linguistic test was statistically significant with F
(2,19) = 11.65 (p < .001). The processing of the metaphoric meanings of words was
more demanding for MCI and demented people.

3.3 EEG Band Monitoring on BNT Test

In this section, the results of EEG band power analysis are presented (Table 3). After
normality tests, the followed statistical tests reported a significant difference between
cognitive groups as determined by the one-way analysis of variance (ANOVA) test
with F(2,21) = 11.94 (p < .001) for Delta band and F(2,21) = 8.18 (p < .05) for Theta
band.

Weaker results, but still significant, were found on the high frequency bands of
Alpha (F(2,19) = 5.14, p < .05) and Beta (F(2,21) = 4.47, p < .05). A Tukey post-hoc
test revealed that the band power of Delta was statistically significantly lower in
demented subjects (163452 ± 89855, p < .001) compared to the healthy elderly
(633633 ± 192611). Delta band results of MCI testers (723693 ± 149335) did not have
significant differences compared to the other two groups although their results were
closer to healthy elderly.

For the Theta frequency band, for which the Homogeneity of Variances was not
assumed, a Games-Howell test indicated that in demented people (46684 ± 10164) the
power was significantly lower than both healthy elderly (137610 ± 33351, p < .001)
and MCI testers (165826 ± 60226, p < .05).

Table 3. EEG power bands* during BNT and the proposed Linguistic test

Parameters Healthy elderly MCI Mild dementia
BNT Ling BNT Ling BNT Ling

AlphaLow
(8–9 Hz)

32104
(±8837)

34729
(±8532)

39848
(±13040)

33951
(±13706)

23952
(±8992)

31166
(±7881)

AlphaHigh
(10–12 Hz)

25606
(±7066)

28279
(±7113)

32234
(±9154)

28005
(±10514)

15933
(±786)

18465
(±6121)

BetaLow
(13–17 Hz)

23033
(±6648)

25487
(±9418)

25576
(±8510)

24202
(±8810)

13984
(±1947)

16566
(±2545)

BetaHigh
(18–30 Hz)

22578
(±6849)

24450
(±8456)

26625
(±8536)

24830
(±9277)

11862
(±2890)

16627
(±9735)

GamaLow
(31–40 Hz)

15710
(±6992)

18262
(±7423)

19661
(±10629)

19080
(±10706)

6891
(±2916)

12519
(±9191)

GamaHigh
(41–50 Hz)

7772
(±3764)

8909
(±3715)

8859
(±5092)

8303
(±3868)

3408
(±1428)

6358
(±4310)

Delta
(0.1–3 Hz)

633633
(±192611)

698421
(±276600)

723693
(±149335)

624907
(±239170)

163452
(±89855)

304342
(±67961)

Theta
(4–7 Hz)

137610
(±33351)

150567
(±62269)

165826
(±60226)

154284
(±61949)

46684
(±10164)

68412
(±4536)

*In ASIC EEG power units [22]
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3.4 EEG Band Monitoring with Advanced Linguistic Test

EEG power histograms were normally distributed, except Delta band which marginally
failed to meet the normality condition (possibly caused by the biosensor’s unit signal
filtering). Its bimodality was attributed to a dual peaks feature and not platykurtosis, so
finally it was not excluded from the ANOVA test which is quite robust in non-normal
distributions. No correlation was found between EEG bands and age, but they were
found highly correlated with each other with Pearson’s correlation coefficients lying in
the range [.764, .955] with average M = .861 in p < .001.

For EEG data from all frequency bands, which meet the homogeneity of variances
assumption given by Levene’s test, the Tukey HSD test was used for post-hoc to tell
which specific groups differed in which EEG frequency bands. In the next step, the
one-way ANOVA test was performed to determine if there are any statistically signif-
icant differences among EEG band powers in the three groups. The one-way ANOVA
test was applied, having EEG power bands as dependent variables and the cognitive
condition (Healthy, MCI, and Demented) as an independent categorical variable. In
general, EEG strength was found lower in demented people than in MCI and healthy
controls in most frequency bands.

The ANOVA results revealed statistically significant differences in Delta band
power among state of cognition groups F(2,19) = 3, (p < .5). Healthy people
(M = 698421 ± 27660) were not very different than MCI (M = 624907 ± 239170), but
quite higher than demented (M = 621292 ± 273155). There were also only marginal
differences on the Theta power band F(2,19) = 2.6 (p = .09) which show a similar to the
BNT results trend, in which demented people have lower band power. A similar trend
was observed in EEG data coming from demented people. Power was found weak
(M = 50723 ± 7453) in comparison to the healthy elderly (M = 158524 ± 62444), but
this cannot be taken into account as a valid dementia separator.

In overall, plots of EEG recordings (Fig. 1) during simple linguistic stimuli (object
naming in BNT) locate MCI users on the top of other groups, while EEG activity is
seriously reduced on people with mild dementia. On the other hand, the presence of
advanced linguistic stimuli cause EEG power signals to correct the slope of the line and
follow a downhill route from healthy cognition to Dementia.

4 Discussion

Language and cultural dependencies of this approach can be diminished by designing
the task material with simplicity and focus on EEG analysis. The proposed linguistic
test, provided as stimuli for EEG signal analysis and not as a screening test itself, can
be easily translated to major international and local languages, without significant loss
in its usefulness to distinct patterns in EEG power fluctuations. This study showed that
features in EEG power band oscillations can be detected under a linguistic stimulus,
either simple or advanced. The most common pattern was the decrease in power bands
detected on lower frequencies and more specifically on the Delta and Theta bands
(Objective 1). In some degree Alpha and Beta were affected too, but no strong patterns
were found in either frequency bands.
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The strong linguistic stimuli showed that MCI, demented and controls actually have
significant differences in EEG power fluctuations (Objective 2). Delta and Theta bands
were equal or slightly higher in MCI, but clearly reduced in demented people. Also,
MCI preserved the average power of EEG bands in most cases and no significant
difference was found in comparison to the healthy elderly. On the contrast, demented
people showed strong evidence that their EEG pattern is significantly different than
others, especially in lower frequencies (Delta & Theta bands).

A systematic benchmarking on the findings may not be possible due to known
difficulties in gaining access to EEG databases from MCI and AD patients and to
different experimental conditions applied in various studies (scull locations, EEG fre-
quency bands and cognitive states). Some of the most similar studies can confirm that

Delta (0.1-3 Hz) Theta (4-7 Hz) Alpha Low (8-9 Hz)

Alpha High (10-12 Hz) Beta Low (13-17 Hz) Beta High (18-30 Hz)

Gama Low (31-40 Hz) Gama High (41-50 Hz)

Fig. 1. Mean plots of the EEG bands power (in ASIC EEG power units [22]) of the healthy
elderly, MCI positives and demented people groups during the BNT test (green dotted line) and
the advanced linguistic stimuli (blue solid line) (Color figure online)
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Beta band is stronger in controls [8], age is not affecting EEG power spectrum in any
way [23] and that Delta band reveals a larger response for health controls than MCI
subjects ([24].

5 Conclusion

In contrast with traditional approaches in neuropsychological tests, which tend to avoid
linguistic tasks due to their language and cultural limitations, the proposed task aims to
able language users to measure the inclination in cognition quantified as EEG band
power. It is designed for clinical and research purposes using inexpensive EEG equip-
ment limited to detect features in frequencies and not features of magnetic-resonance
images (MRI) or other heavy and stationary machinery.

In this ERP (Event-Related Potentials) study, temporal brain patterns of activity
were captured using a single frontal sensor. The source of the activity (brain-region)
cannot be located with accuracy and this is a known limitation of EEG/ERP studies
because the electrical potentials measured vary from time to time and from person to
person as a result of the varying conductivities of the tissues involved (sculpt, brain
matter, blood etc.). A broader layout with more sculpt locations might have given more
data, but resulted information on brain-region activity would not be much higher.
Nonetheless, the potentiality to find stronger statistical differences between groups of
participants on other sculpt locations cannot be excluded.

Currently, understanding complex biological processes of the brain with EEG
monitoring is not a safe approach and EEG signal analysis cannot offer diagnosis alone
[25]. Having a long way to go before making accurate and valid EEG-based predictions
on dementia progress, but seizing the opportunity given by the promising results
derived especially from part C of the advanced linguistic stimuli test, future plans
include a retest that will focus on a mixed stimuli-EEG test using figurative language
processing only. The use of cliché figurative language is expected to maximize the
portability of the proposed test to different language settings, but in the same cultural
clusters as proposed by other studies on GLOBE societies [26].
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Abstract. Age characterizationfrom handwriting (HW) has important appli‐
cations as it may allow distinguishing normal HW evolution due to age from
abnormal HW change, potentially related to a cognitive decline. We propose,
in this work, an original approach for online HW style characterization based
on a two-level clustering scheme. The first level allows generating writer-
independent word clusters according to raw spatial-dynamic HW informa‐
tion. At the second level, the writer words are converted into a Bag of Proto‐
type Words that is augmented by a measure of his/her writing stability across
words. For age characterization, we harness the two-level HW style represen‐
tation using unsupervised and supervised schemes, the former aiming at
uncovering HW style categories and their correlation with age and the latter
at predicting age groups. Our experiments on a large database show that the
two level representation uncovers interesting correlations between age and
HW style. The evaluation is based on entropy-based information theoretic
measures to quantify the gain on age information from the proposed two-level
HW style representation.

Keywords: Age · HW styles · Two-layer clustering · Supervised learning

1 Introduction

Handwriting (HW) analysis has recently been investigated in health tasks such as path‐
ology detection [3]. In this context, age characterization from HW [12] is fundamental
as it may allow distinguishing normal HW change due to age from abnormal one, poten‐
tially related to a cognitive decline. In this paper, we address the problem of age char‐
acterization from online HW. The goal is to detect HW styles and study their correlation
with age, by the analysis of spatio-temporal HW parameters.

HW style classification has been widely studied for both online [1] and offline [2]
HW recognition tasks, and used to design writer style-dependent recognition models.
Inference of HW styles, however, is difficult as there are no rules to define or label a
HW style. A clustering algorithm is thus usually required (Gaussian Mixture Models [2],
K-means [5], Self-Organizing Maps [1], Agglomerative Hierarchical Clustering [4]).
Previous works for clustering HW styles have tackled the problem at the stroke level [4],
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the character level [5], or the word level [6]. We believe, however, that style character‐
ization should rely not only on this raw signal information but also on high-level infor‐
mation associated with the variability observed across the writer words.

We propose, in this work, an original approach for HW style characterization based
on a 2-level clustering scheme. The 1st level allows generating writer-independent word
clusters according to raw signal information. At the 2nd level, the HW words of a person
are converted into a Bag of Prototype Words (BPW) [13] by assigning each word to its
closest cluster and generating the person’s cluster frequency histogram. At this level,
we also extract the writer stability across words, obtained by the histogram of distances
between his/her word descriptions. The 2nd-level features are then given as input to the
2nd clustering for generating HW styles based on 2 kinds of information, raw spatio‐
temporal HW parameters, and intra writer word variability. This 2-level scheme might
better characterize HW styles and their correlation with age, as the variability across
words is highly informative of writer categories.

For age characterization, we harness the 2-level HW style representation using
unsupervised and supervised schemes. In the former, no a priori knowledge on a writer’s
age is used. HW styles are inferred through clustering algorithms and then analyzed in
terms of age distributions. In the supervised mode, writers’ ages are divided into groups,
used to train a classifier to characterize HW styles for each writer group. Thus, the
unsupervised method aims at uncovering HW style categories and their correlation with
age while the supervised approach aims at predicting age groups.

We have evaluated our approach on a large database of online HW words [7]. We
propose information theoretic measures to quantify the gain on age information from
the 2-level scheme. The results show that the latter uncovers interesting correlations
between age and HW style. The remaining of the paper is as follows. Section 2 presents
the proposed approach including spatiotemporal feature extraction, and the two-level
clustering scheme. Section 3 describes the experiments and gives qualitative and quan‐
titative analyses of age characterization using the unsupervised and supervised schemes.
Finally, Sect. 4 concludes and envisages future directions.

2 Proposed Approach

Online HW words are described as a sequence of 3 temporal functions (x(t), y(t), p(t))
representing the pen trajectory and pressure on a digitizer. At the 1st layer, we extract
from each word 2 feature types. The 1st gathers local dynamic information, such as
speed, acceleration and jerk [4], while the 2nd describes the static shape by measures
such as stroke angles and curvatures [8], or inter-character spaces [6]. As dynamic
parameters, we consider horizontal and vertical speed computed locally at point n as
Vx = |Δx/Δt| and Vy = |Δy/Δt| where Δx(n) = x(n + 1) − x(n-1), Δy(n) = y(n + 1) − y(n-1)
and Δt(n) = t(n + 1) − t(n-1). These values are computed along the word and quantized
to build 4-bin histograms over the X and Y axes. We similarly compute local acceleration
and jerk values, associated respectively with horizontal and vertical derivatives of speed
and acceleration. In addition, pen pressure, its variation, and the pen-up duration ratio,
computed as PR = (Pen-up Duration)/(Total Duration) [12], are considered, thus
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obtaining 33 global dynamic features. For spatial parameters, a resampling process is
first performed to ensure that consecutive word points are equidistant, so as the param‐
eter values at each point become equally representative, regardless of speed. Local
direction and curvature angles are then extracted as in [8] and used to build 2 histograms
of 8 bins quantized in the 0°–180° range. We also consider the number of pen-ups, the
average horizontal in-air distance, the number of strokes (defined as writing movements
between 2 local minima of speed) and their average length, as well as the average length
of the stroke projections on X and Y axis. This results in 22 spatial features. When
combining dynamic and spatial features, a feature vector has dimension 55. At the 2nd
layer, features are computed at the writer level. The writer’s words are converted into a
Bag of Prototype Words (BPW) [13] by assigning each word to its closest 1st-layer
cluster and then generating the person’s cluster frequency histogram. We add the histo‐
gram of intra-writer word distances by computing the Euclidean distance between the
feature vectors of each possible pair of the person’s words, and quantizing these
distances into a 5-bin histogram.

2.1 Unsupervised Approach: Clustering

As no a priori knowledge on HW styles is available, HW style classification is usually
performed in an unsupervised way through clustering. The styles detected depend on
the static and dynamic features. These features may fluctuate across words, which is
actually relevant for characterizing HW styles in terms of age [12]. Thus, we propose a
novel 2-level approach: the 1st one, denoted as “1st layer”, is related to raw signal
information (spatial and dynamic parameters), while the 2nd or “2nd layer”, is related
to high-level information associated with fluctuations observed across words.

In the 1st layer, we propose to cluster all words of all persons, each word being
described by a global feature vector composed of the 55 features described in Sect. 2.1.
The aim here is to generate word clusters regardless of person identity. Each cluster will
group words of similar global descriptors. In the 2nd layer, the clustering is performed
at the writer level, using as features the person’s cluster frequency histogram and the
histogram of distances between his/her words. These are given as input to the 2nd layer
stage for generating HW categories that take into account both spatiotemporal word
similarities and similarities in HW variability between writers. Since there is no fixed
number of HW styles, the number of categories in each layer is estimated using two
criteria: the Silhouette [10] and the Calinski-Harabasz [11] criteria.

Clustering Validation and Visualization. To quantitatively analyze age distribution, we
incorporate the entropy efficiency 𝜂(x) measure, defined by Eq. (1). It consists of the entropy
associated with the distribution of the classes considered (age groups), normalized by the
maximal possible entropy of the system, log(n), where n is the number of classes. The lower
the entropy efficiency, more predictable the distribution of the classes will be.

𝜂(X) =

n∑
i=1

p(x ∈ Xi) log(p(x ∈ Xi))

log(n) (1)
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where Xi corresponds to class or age group Ai defined in Sect. 3.2. The clustering efficiency
is defined as the average of the efficiencies at each cluster weighted by their sizes (Eq. (2)).
This measures the change of age distribution in each cluster.

𝜂(X) =
1

log(n)

M∑
j=1

|||Cj

||||||
⋃M

k=1 Ck

|||

n∑
i=1

p(x ∈ Xi|x ∈ Cj) log(p(x ∈ Xi|x ∈ Cj)) (2)

where Ci stands for the ith cluster obtained in either the first or the second layer. For visual‐
izing clustering results, Principal Component Analysis (PCA) and Stochastic Neighbor
Embedding (SNE) are used. PCA also allows computing the correlations between features
and their relevance for style characterization. SNE [9] is a non-linear method that projects the
points from a high dimensional space onto a two-dimensional space while preserving
distance relations between points.

2.2 Supervised Classification for Age Prediction and Analysis

Although some features may show a large variance that heavily influences clustering,
they are not necessarily useful to distinguish age categories. For this reason, we perform
a Linear Discriminant Analysis (LDA) to search a new space where features that best
discriminate each age group are revealed. As for the unsupervised approach, LDA is
performed for the two layers. First, it is performed over the raw spatial-dynamic word
description, in order to detect features that distinguish age groups. Then, a second LDA
is performed on the second layer in order to search for correlations of frequency histo‐
gram and stability measures with writers’ age.

3 Experiments

We use the IRONOFF database [7], which contains online samples of words in English
and French, extracted using a Wacom tablet that captures the x, y positions and the pen
pressure at 100 Hz. The database contains 793 writers from 11 to 77 years old (YO) that
were split into 6 age groups as often done in the literature [12]:

• 23 Teenagers: 11–16 YO (A1)
• 531 Young Adults: 17–27 YO (A2)
• 120 Mid Age Adults: 28–38 YO (A3)
• 71 Mature Adults: 39–49 YO (A4)
• 37 Old Adults: 50–59 YO (A5)
• 11 Elders: 60–77 YO (A6)

An important observation is that teenagers and elders are heavily underrepresented
and age groups A2 and A3 are overrepresented in the dataset. To ensure meaningful
results, we balance the database in terms of age categories: we divide the set of words
written by a given person into groups from 10 to 15 words, and assign each resulting
group to a virtual new writer. The generated writers do not share words. Finally, we
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retain the same number of virtual writers for each age group; this number was set to 24
writers per group, thus generating a total of 144 writers.

3.1 Unsupervised Approach

First Clustering Layer. The optimal number of clusters found through both Silhouette
and Calinski-Harabasz methods was 6. All 23.801 words of 1883 persons were clustered
into 6 groups through the K-means algorithm. The obtained clusters are visualized in
Fig. 1a.

Fig. 1. (a) The 6 clusters of the first layer visualized using PCA on the two first axes. (b) The 8
clusters of the second layer visualized using SNE

We observe that writer-independent clusters are characterized by three main criteria.
The first one is dynamic information; words are separated based on speed, acceleration
and jerk (highly correlated features). The second criterion is word slant; words are clus‐
tered according to whether they are inclined to the left, to the right, or are straight. The
third criterion separates words rather written in a script style from those rather written
in a cursive style. Combinations of these factors characterize the six clusters, as
described in Table 1, each with its corresponding color.

Table 1. Analysis of the first layer clustering results

Second Layer Clustering. In the 2nd layer, Kmeans was performed to cluster data into
8 groups, again using the number of clusters retrieved by the Silhouette and Calinski-
Harabasz methods. Each point here represents a writer, described by 11 features: the
distribution of his/her words into the 6 first layer clusters, plus the 5 bin histogram of
his/her intra-writer word distances. As these features are highly uncorrelated and PCA
was not effective in reducing data dimensionality, we used SNE to visualize clusters as
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shown in Fig. 1b. In the following analysis, we will refer to the clusters obtained on the
second layer as categories, in order to distinguish them from the clusters in the first layer.

To interpret the second layer 8 writer categories, we introduce the diagrams shown
in Fig. 2. Each category is represented by its central writer (cluster center), and is
described in the left side by this writer’s word distribution into first layer clusters, using
the color bars C1 to C6. In the right side of the diagram (bars H1 to H5), we represent
the normalized histogram of this writer’s inter-word distances, used to reflect his/her
HW stability. Distances assigned to bin H1 correspond to small distances between words
and therefore, to a larger stability, while distances assigned to bin H5 characterize
unstable handwriting.

Fig. 2. Feature distribution in the 2nd layer for the central writer in each category. Left:
percentage of words in each 1st-layer cluster (C1 to C6); Right: histogram of inter-word distances.

To study the correlation between age and handwriting, we analyze the age distribu‐
tion of the HW categories displayed in Fig. 3. These histograms show the percentage of
each age group in each category relatively to the initial balanced age distribution.

Fig. 3. Age histogram (using 6 age groups) in the 8 categories (2nd layer)
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For example, if age group A5 in category 4 takes value 2, this group is twice more
represented in category 4 than in the balanced dataset. The 1st and 8th categories have
the largest concentration of teenagers (from 11 to 16 years old). The 1st category is the
most evenly distributed in terms of the 6 clusters that emerged in the 1st layer, and shows
a very homogeneous distribution among 1st layer clusters 1, 2, 3 and 4. In spite of this,
we notice that persons in the 1st category achieve the greatest stability (H1 and H2 are
predominant values). This can be explained by the fact that this age interval corresponds
to the period of maturation of handwriting skills and of the emergence of a personal
style; for this reason it contains writers that write very slowly (close to 11 years old) and
others that write faster and more fluently (close to 16 years old).

On the other hand, teenagers have the greatest HW stability, as they probably still
stick to the copybook style taught at school. It is also interesting to notice that persons
in the first category are distributed among first layer clusters 2, 3 and 4, associated with
low velocity and mostly script writing. This may be due to an incomplete development
of HW skills, proper to that age. On the other hand, as shown in Fig. 3, second layer
category 8 shows a large concentration of children and a high proportion of adults.
However, this category has low stability, as can be seen from features H4 and H5. We
can also notice that this category is represented by the styles of first layer clusters 1, 2
and 4, that involve HW styles either with slow velocity (cluster 2, 4) or fast writing
(cluster 1). This is probably caused by the presence of older teenagers with more devel‐
oped HW skills and that show similarities to the adult population.

Analogously, we note that second layer categories 2 and 7 have the largest concen‐
tration of elders. Category 2 is greatly represented by first layer cluster 3, related to slow
and script handwriting styles. In addition, this group of elders has a good level of
stability. We observe the opposite in category 7 of the second layer, which is mostly
represented by first layer cluster 5, related to the highest writing speed, acceleration and
jerk. We also notice that this group of elders is the most unstable class. This may be
caused by the tendency of handwriting to vary when writing speed increases, and also
by a trend of deterioration of handwriting capabilities for some aged people.

Entropy/Efficiency Measures. We have measured the entropy and the efficiency of
clustering in terms of age distribution, on a database balanced with respect to the 6 age
groups. The reduction of entropy is used as a measure of how efficient is the clustering
across both layers in detecting handwriting styles that describe tendencies in age groups.

Table 2 shows that our two layered clustering significantly reduces the initial entropy.
This result clearly shows the role of each layer. From Table 3 showing the entropy
efficiency of each category, we observe that Category 7 has the lowest entropy which is
consistent with the fact that it contains mostly elders (Fig. 3).

Table 2. Normalized entropy (η(X)) results across layers

Initial database First layer Second layer
Age (6 groups) 1 0.91 0.82
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Table 3. Normalized entropy (η(X)) results at the second layer for each cluster (category)

Cat 1 Cat 2 Cat 3 Cat 4 Cat 5 Cat 6 Cat 7 Cat 8
Efficiency 0.79 0.80 0.89 0.92 0.92 0.83 0.60 0.84

3.2 Supervised Approach

In this section, we analyze the ability of each feature in discriminating between age
groups. We apply LDA for retrieving the axis that best separates these groups. By
studying the coefficients associated with each feature on that axis, we can determine
features that are characteristic of a certain age group. This technique is also applied in
a two-level scheme, for finding distinctive features not only in terms of raw signal
information, but also in terms of a writer’s stability across words.

LDA at the First Layer. Table 4 shows that there are age groups that are more easily
classified than others using LDA (e.g. elders (A6) and teenagers (A1)). However, LDA
is not able to distinguish middle age group pairs A2/A4, A3/A5, and A2/A3 as they
completely overlap in the projections on the LDA axis (see Fig. 4). This reveals that
HW styles of middle-aged persons might not be different enough to be distinguished
whether the writer is a young adult (A2), a mid-age adult (A3), a mature adult (A4) or
an old adult (A5).

Table 4. 1-vs.-all LDA classification error for the different age groups.

Classification error A1 A2 A3 A4 A5 A6
Layer 1 11.88 % 14.49 % 14.86 % 17.24 % 14.64 % 8.84 %
Layer 2 14.28 % 16.67 % 16.67 % 17.36 % 15.97 % 9.03 %

Fig. 4. LDA performance when separating the 6 age groups of persons considered

LDA at the 1st layer detects interesting features that distinguish age groups. For
instance, teenagers write with more strokes than adults or elders. This larger number of
strokes is actually related to not fully developed HW skills. On the other hand, middle-
aged population is characterized by a low number of penups and high curvature values,
which are indicators of fluent HW. Adults also show a preference for writing using long
vertical lines, with the largest pressure. Elders show the largest number of penups; this
could be a sign of HW degradation. Elders are also characterized by a low pen pressure
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that could be a symptom of weakening. Notice that teenagers are characterized by a large
time on air, maybe due to not fully developed HW skills. Finally, elders and teenagers
tend to write using more horizontal space; they are characterized by horizontal straight
strokes as well as low curvature.

LDA at the Second Layer. At the 2nd layer, we can clearly distinguish in Fig. 5 two
categories of elders: one that writes fast with cursive style tendency (represented by 1st-
layer Cluster 5) and another that writes slowly with mostly a script style (represented
by Cluster 3). Teenagers are represented by Cluster 2 that is related to a slow HW with
mostly a right-slanted script style. Finally, we find that middle-aged groups are greatly
related to first layer Cluster 1, which consists of a fast and straight handwriting style.

Fig. 5. Contribution of features on the second layer to classify elder writers

We note that teenagers are the most stable across words (Hist1) since they usually
try to stick to copybook style. On the other hand, elders were classified as the less stable
group (Hist5). Intermediate levels of stability (Hist2, Hist3, and Hist4) proved not to be
useful for classifying age groups.

Overall, we can observe that the results for age characterization are similar, irre‐
spective of using a supervised or an unsupervised approach. In both cases, for instance,
we find 2 groups of elders: those with slow and script style and those with fast and cursive
style as well as a high instability across words. These results show that, as age increases,
a portion of individuals exhibit unstable HW.

It is worth noting that if new writers with cognitive decline were added to our data‐
base, our approach would be able to automatically detect new clusters consistent with
such data. Indeed, cognitively impaired writers will produce HW different parameters
w.r.t the trends observed in this study for different age groups.

4 Conclusions and Perspectives

We have proposed a novel approach for age characterization from online handwriting
based on a 2-level scheme. The 1st level characterizes HW styles by raw spatial and
dynamic information extracted from words, and generates writer-independent word
clusters. The 2nd level extracts, by contrast, the writer’s HW style variability across
words. This 2-layer representation is analyzed using supervised and unsupervised
learning techniques, for detecting relations between age and HW styles. Interesting
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correlations were uncovered: teenagers were shown to have highest HW stability, while
the stability has a general tendency to decrease with aging. When we analyze low level
information, we find that children and elders are characterized by a larger number of
strokes and penups, respectively. This may be explained by the hesitation of children
and elders, due to initial difficulties when acquiring HW skills for the former, and to
possible degradation of psycho-motor abilities for the latter.

Our experiments did not show a significant difference between the 4 middle-aged
groups. This confirms that HW does not vary much during this period of life. For further
studies, a simplified age distribution should thus be studied, by considering only 3 age
groups: children, middle aged persons and elders. As expected, our findings also confirm
that not all persons in the same demographic category write in the same way. For
instance, our study reveals at least 2 types of elders.

Finally, we intend to run experiments on a larger database with a more homogeneous
age distribution, including elders showing cognitive or psychomotor disorders. Based
on the new data, the methods proposed in this work will be further investigated to auto‐
matically characterize the HW degradations related to these disorders.
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Abstract. During the last decades the mild cognitive impairments
(MCI) as well as the early stage of dementia comprises a societal chal-
lenge in the growing elderly population. This fact is highly related to the
physical and cognitive decline of aged people, influencing the way they
apprehend their environment and, thus, their daily activities. Towards
this direction, the “Robotic Assistant for MCI patients at home” (RAM-
CIP) project, initiated by the European Union, intends to build a ser-
vice robot that will operate in domestic environments with the aim to
proactively and discreetly support older persons and MCI patients. The
key component to achieve this goal is the design of a robot endowed
with high-level cognitive functions, driven by advanced human and envi-
ronment perception mechanisms, that will enable the artificial agent to
autonomously decide when and how to assist. The paper in hand demon-
strates the RAMCIP concept through identified user requirements and
provides an overall system description. Additionally, the architecture
design of the robotic system is exhibited here, firstly by providing a con-
ceptual analysis and then by further decomposing the identified modules
into functional components. The overall architecture envisaged in a user
centric manner aiming to convert the real needs of the MCI patients into
capabilities of the robotic assistant.

Keywords: Mild cognitive impairments · Early dementia · Robotic
assistant · Domestic environment · High-level cognitive functions ·
Architecture design

1 Introduction

According to the Word Health Organization (WHO) [1] dementia is one of
the major causes of disability and dependency among older people, whereas
it is estimated that worldwide, 35.6 million people have dementia and there
are 7.7 million new cases every year. Dementia is a syndrome of a chronic or
progressive nature in which there is deterioration in cognitive function beyond
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what might be expected from normal ageing [2]. However, there is an early stage
before dementia called mild cognitive impairments (MCI), which is characterized
by abnormal memory performance for age but with normal general cognition and
preserved normal activities of daily living [3].

Ageing is typically associated with physical and cognitive decline, altering the
way an older person perceives and interacts with its environment. The thinks
are getting worse at early stages of dementia, where elder people are not fully
aware of their cognitive impairments and in this respect, their participation in
everyday activities inherently involves significant risks. Furthermore, as soon as
MCI patients recognize their tendency to forget necessary actions during daily
activities, the likelihood of resigning from those activities increases. In turn,
resignation from daily activities may also lead to negative emotions, reduced
self-respect and potentially depression, increasing among others the probability
for the person’s health state aggravation and the potential for MCI to evolve
into dementia. This stage is very crucial to be foreseen and anticipated prohibit-
ing thus the impairment of the cognitive condition of the patients. In order to
succeed this, the last decades persistent research endeavors in the area of service
robots revealing methods that significantly assist elderly and support their inde-
pendence. More precisely, the conducted research brought to the surface robots
capable to autonomously move, to provide entertainment and telepresence func-
tions, to learn and bring objects, to detect falls or even to assist the older person
to move safely around the house by removing small objects and obstacles. In
[4] an add-on Intelligent Wheelchair System (IWS) was developed to help older
adults with cognitive impairments drive a powered wheelchair safely and effec-
tively. On another aspect, the work described in [5] targeted the construction
of a robotic wheel chair, where the entire system is part autonomous and part
user-decision dependent (semi-autonomous). The ultimate goal of this work is
the development of a Simultaneous Localization and Mapping (SLAM) algorithm
allowing the environmental learning by a mobile robot, while its navigation is
governed by electromyographic signals. Moreover, in [6], the authors presented
a 2-degree of freedom robot suitable for rehabilitation of lower limbs. It utilizes
neural network and genetic algorithm for the optimization of the control system.
More findings in the area of assisting robotics for elder people are summarized
in the objectives of past projects such as the HOBBIT [7] and the ACCOM-
PANY [8]. However, major challenges still need to be addressed towards service
robots of the future; ones that will be capable of assisting older persons in a
wide variety of activities, discreetly and transparently, yet proactively and in
tight cooperation with the human, acting at the same time as effective promot-
ers of the patient’s mental health, being solutions that will evolve along with the
user, thus capable to match her/his needs as they evolve over time.

To this end, the RAMCIP project aims to research and develop a novel
service robot, capable to proactively assist older persons in a wide range of daily
activities, being at the same time an active promoter of the user’s physical and
metal health. The RAMCIP robot comprises three basic objectives which are
summarized as follows:
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– the development of cognitive functions based on user and home environment
modelling and monitoring, allowing the robot to decide when and how to assist
the user;

– the development of human robot communication interfaces, focused on
empathic communication and augmented reality displays;

– the establishment of dextrous and safe robotic manipulation capabilities,
which, to the best of our knowledge, applied for the first time in service robots
introducing assistance activities that involve physical contact.

The rest of the paper is organized as follows: in Sect. 2 the overall concept of
the RAMCIP system is described, while the basic user requirements and their
mapping to the system design are outlined in Sects. 2.1 and 2.2, respectively.
Moreover, an conceptual software architecture analysis is summarized in Sect. 3,
while a brief discussion on the acceptability issues is exhibited in Sect. 4. In
Sect. 5 conclusions about the presented work are drawn, while Fig. 1 conceptually
summarizes the capacities of the RAMCIP system.

Fig. 1. The conceptual robotic platform with the manipulation hand as envisioned in
the RAMCIP system.

2 The RAMCIP Concept

The RAMCIP robot is designed to assist MCI patients in their day life activities
by encoding the basic needs and requirements of such people. It retains a wide
range of mechanisms to observe and perceive its environment, as well as a human
oriented notion to track his/her activities, while it simultaneously assess the
person’s cognitive and physical skills. To succeed this, the robot shall act in
a safe, proactive and discreet manner employing high-level cognition with the
capacity to decide when and how intervene to provide assistance. The latter will
be accomplished either by initiating Human Robot communication routine or
by fulfilling a robotic manipulation task, yet through an autonomous decision
making mechanism.

2.1 MCI-User Requirements

The robotic assistant described in this work will be able to assist in specific
occasions in the day life activities, which stem from the MCI patients’ require-
ments. Here we append a clustering of the most indicative requirements which
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the RAMCIP robotic assistant is challenged to carry out during the cohabitation
with an MCI patient.

1. Taking Medication: The robotic assistant would be responsible to facili-
tate the his/her medication routine. This could be accomplished either by
reminding the user that is time to receive the medication or by fetching it to
him/her. Additionally, the system should be able to assess the correctness of
the patient’s medication intake.

2. Eating Activities: The robot would be responsible to track the eating sched-
ule of the patient and remind him/her for a missed meal.

3. Dressing Activities: The robot would be responsible to help the person
to select proper clothes and identify abnormalities during dressing, e.g. to
properly button his/her cloths as well as to help him/her to take off the
slippers.

4. Food Preparation: The RAMCIP robot would be responsible to assist com-
plementary the patient during the food preparation by fetching or lifting fallen
objects, making thus the cooking task less laborious.

5. Socialization: The robot would help the person to be social active by
reminding him/her to come in touch with family or friends or by remind-
ing him/her about important dates.

6. Lower-body Treatment Activities: The robot would be responsible to
carry out activities that could harm the patient’s waist, while it simultane-
ously should be able to help the patient to put his/her feet on a footrest.

7. Managing Home and Keep it Safe: The robot would be responsible to
continuously monitoring and prevent dangerous situations at home e.g. switch
off the oven button that the patient might have forgotten.

8. Maintaining Positive Affect: The robot will be responsible to observe the
patient’s affective state by analyzing a series of observations, while it simul-
taneously will apply strategies to help her/him mountain positive outlooks.

9. Exercising Cognitive and Physical Skills: The robot will be responsible
to continuously monitoring and prevent dangerous situations at home e.g.
switch off the oven button that the patient might forgot.

2.2 Supporting MCI Patients Through the RAMCIP System

Towards the fulfillment of the above mentioned requirements the RAMCIP robot
shall have advanced high-level cognitive functions as described in Fig. 2. These
functions will be driven by thorough modelling and monitoring of the home
environment and the user, allowing the robot to take optimal decisions regard-
ing when and how to provide assistance, in a proactive and discreet way. Since
assistance provision is deemed necessary, the robot will perform either commu-
nication to the user, or initiation of a robotic manipulation task.

Therefore, the RAMCIP platform will be specially designed in order to
enclose all the aforementioned attributes. Except performance, the main con-
cern is the safety of the user, since the RAMCIP robot will be designed for
physical Human Robot Interaction applications (pHRI). Therefore, the entire
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robotic platform will be designed by taking into account safety issues inherent
in robotic applications for human inhabited environments. Specific parameters
are taken into consideration involving the inertia of the moving parts to be kept
as low as possible, the compliance of the robot links as well as the robot surface
to be covered with soft materials, avoiding thus human injuries in case of physical
contact. From the hardware architecture point of view several sensor inputs will
be utilized to perceive the environment and the human presence. RGB-D sensors
will comprise the main visual input for sensing, while emphasis will be given to
the depth data concealing thus sensitive and private data of the user’s dailies
activities. Laser range finders will be utilized for the robot safe navigation and
collision avoidance within the house. RAMCIP aims to go beyond the current
state of the art in safe robotic manipulation by developing a robotic manipula-
tor of a workspace comparable to that of a human arm, overall weight of less
than 10 kg and payload of 5 kg. The initial design of the robot foresees a hand
mounted at the end of this arm with at least three fingers including a thumb with
more than three degrees of freedom per finger ensuring dextrous grasping. Con-
sidering the communication part, human robot interaction will be established
on multimodal, adaptive and empathic channels, realized through the fusion of
touch-screen, voice, gestures and projective augmented reality-based interfaces.
The robotic assistance tasks will be performed through either dextrous manip-
ulation methods enabling safe object grasping, manipulation and handover, in
inaccessible places including reaching of objects difficult for the user to reach
(e.g. high placed objects), or through physical Human Robot Interaction during
intentional and unintentional contact.

Fig. 2. The conceptual analysis of the MCI patients needs and RAMCIP vision toward
future domestic service robots for such populations
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3 Conceptual Architecture of the RAMCIP System

In order to exhibit the solutions provided by the RAMCIP system, to assist the
MCI patients, a conceptual software architecture will be presented here. The
software to be developed within the RAMCIP scope will retain both passive
perception strategies of the user and the home environment as well as active
engagement solutions with the robotic platform. The RAMCIP software archi-
tecture can be decomposed into “conceptual modules”, clustered “functional
components”, available models from the user and the environment and external
data that may stem from the robot, the user or the environment. Each concep-
tual module comprises several algorithmic core routines which are responsible
for the implementation of the subordinate functional components.

3.1 User and Home Environment Monitoring and Modelling

The user activity and behavior monitoring module, and the home environment
monitoring module are the cornerstone conceptual modules of the RAMCIP
system, as they connect the robot with the user and its surrounding environment.
The continuously tracking of the home environment and the dynamic update
of the 3D environment model, will enable the RAMCIP robot to be aware of
its location in the house, its relative location to house objects and appliances,
whereas moreover, it will be capable to understand also the position and state
of objects and appliances.

The human activity monitoring module will be first of all responsible to
identify and also recognize humans inside the house. RAMCIP shall be aware
in case of multiple co-located persons, of who is its primary user, as well as
persons directly related to her/him (e.g. a relative or caregiver). Upon human
recognition, RAMCIP will be capable to track her/his pose, actions and complex
activities. With the ultimate goal to assist MCI patients, apart from the detection
of emergency situations, e.g. a sudden fall, specific emphasis will be paid to
detecting cases where the user has forgotten important steps of actions e.g. the
user has forgotten to turn off the oven.

Moreover, the capability of RAMCIP to recognize its user and understand
her/his behavior will be based on the system’s user modelling engine. This will
encode both (a) generic knowledge regarding how actions compose activities and
how activities compose behaviors, as well as (b) specific respective knowledge
regarding its primary user (and also regarding for e.g. relatives), all encoded in
the RAMCIP VUMs (Virtual User Models), which will be a virtual reflection of
the user inside the RAMCIP user modelling engine.

3.2 High-Level Cognitive Functions

Toward enabling proactive and optimal assistance provision in a variety of use
cases a major objective of the RAMCIP system will be to provide the robot with
competent cognitive functions and reasoning. These functions will be included
in the Assistance Decision Maker (ADM) module of the robot. The ADM will
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employ the VUM, the user and environment state to drive the robot’s decisions
over when and how to initiate an assistance intervention.

Consequently, the cognitive functions will ensure the development of an obe-
dient and proactive servant undertaking difficult or forgotten tasks, to provide
the robot with such a behavior that will also assist the user in exercising physical
and cognitive skills, through its own behavior. This will be based on maintaining
a balance between acting proactively, counteracting the user’s forgetfulness by
undertaking tasks that the user has forgot, and informing the user of a forgot-
ten task, discreetly urging her/him to take a relevant action. Therefore, upon
deciding that assistance provision is necessary, the robot will select through its
cognitive actions to either communicate with the user or engage in a robotic
manipulation task.

3.3 Human Robot Communication Module

Human robot communication will be orchestrated through the Communication
Decision Maker (CDM) component, utilizing the user’s VUM part encoding com-
munication skills and preferences, as well as the user and environment monitoring
system modules. The CDM will thus drive personalized and adaptive multimodal
Human Robot communication based on touch-screen, voice, augmented real-
ity and gestural modalities. The robot will be capable to automatically switch
between different interaction modalities or fuse them, ensuring the provision of
optimal HRI on the basis of user skills, behavior and context.

Human Robot Interaction will also be augmented through advanced empathic
communication channels. On one hand, the robot should be capable to recognize
the user’s affective state, based on analysis of the user pose and gestures, in
combination with facial expression recognition. The robot will also employ an
empathic display, realized as screen-based face, capable to show facial expressions
enabling human compatible communication mechanisms.

3.4 Low-Level Robot Control Module

The low-level control module of RAMCIP will be responsible to handle RAM-
CIP’s robotic manipulations, regarding either (a) interaction with the home envi-
ronment, its objects and appliances or (b) physical Human Robot Interaction
with the user. Autonomous locomotion of the platform will build upon map-
ping and navigation methods supported from the home environment monitoring
and modelling module. The low-level control module will provide RAMCIP with
novel robot manipulation capabilities including advanced grasping and dexterity
functions. Through these advanced manipulation capabilities, the robot will be
on the one hand capable of grasping a variety of objects in the home environment
ranging from very small objects to dishes, cooking utensils, etc., and on the other
hand, interacting with home objects or appliances, such as doors, light switches
or the oven. Therefore, a task planner will be developed to coordinate all the
subordinate robotic tasks required to accomplish a specific robotic activities such
as fetching objects that are placed at a height unreachable to the user. Moreover
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the robotic engagement in assistance activities that will involve physical contact
between the robot and the user comprise an additional novel contribution of the
RAMCIP system, e.g. the robot will be able to safely assist the user in lower-
body treatment activities that require bending, such as changing socks or shoes,
or assisting the user to place her/his feet on a footrest.

All the aforementioned conceptual modules as well as their subordinate func-
tional components are summarized in the Fig. 3, where a flow diagram of the
software architecture is illustrated.

Fig. 3. The conceptual software architecture analysis of the RAMCIP system

4 Discussion

It is apparent that during the design and development of the RAMCIP system
several parameters should be taken into consideration, the most important of
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which is the acceptability of the target users. Service robots intended for assisted
living environments involve gender and ethical issues that should be paid clear
attention. Gender-dependent differences are highly prone to appear in user needs
and preferences, regarding either the assistance strategies or specificities in HRI,
whereas privacy and ethical issues are inherently involved. Additionally, it should
be stressed that the RAMCIP system would be developed so as to proactively
and discreetly assist the user in his/her day-life activities by retaining autonomy
and strong decision making mechanisms all developed in a human compatible
manner. Thus, the intervention in user’s everyday life will be distinctive and as
smooth as possible, facilitating a concordant cohabitation. Moreover, it should
be mentioned here that the ultimate goal of the RAMCIP system is not to replace
the human caregivers services as this would be opposite to the willingness of the
users, according to their witnesses in relative surveys. Albeit, it is expected that
such a robotic system will act complementary to the work of human caregivers
aiming to foresee and prevent hazardous situations in MCI patients’s day-life.

5 Conclusions

In this paper the basic components of the RAMCIP system -a system targeting to
support elderly MCI patients- have been presented. Emphasis has been given in
the outline of some fundamental user requirements that appear in the early stage
of dementia, while the RAMCIP capabilities to deal with these requirements
have been assessed from the hardware point of view. Furthermore, the concep-
tual software architecture has been presented herein, highlighting the autonomy
capabilities of the RAMCIP robot to be developed. The robotic assistant pre-
sented herein for MCI is has a specific role and is limited to specific tasks, since
it is already too difficult for human being to help MCI patients, thinking of a
robot doing this is a very challenging task. At this point it should be stressed
that the objective of the RAMCIP robot is not to replace the presence of the
care-giver but to render his/her task easier. The robot is expected to act com-
plementary to the patients actions by continuously monitoring his/her activities
while it intervenes in a discreet manner either with communication or with by
engaging in a robotic task. Likewise, some contemporary concerns about the
service robots that operate in human inhabited environments have been under-
lined and solutions to these have been presented through the RAMCIP system.
Summarizing, through the above, RAMCIP is anticipated to boost the benefits
of service robotics, their robustness and applicability to realistic settings and
eventually, their future adoption to operate in human environments.
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Abstract. This paper presents the main user/clinician interface and the mech-
anisms of a sensors-based system to support clinicians’ diagnosis for people
suffering from Alzheimer disease and dementia. The system monitors the patient
at a lab or a home environment when he/she tries to accomplish specific tasks or
ordinary daily activities. The main goal of the system is to support both the
clinical assessment and therapy. The system can be divided into two main parts:
(a) the sensors, which monitor the patients and (b) the clinician user interface,
which includes the main system operation as well as the results of the moni-
toring. The data between these two parts is transferred and interpreted by using
knowledge-driven interpretation techniques based on Semantic Web technolo-
gies. In order to evaluate the interface satisfaction, the usefulness and the ease of
use of the clinician interface both for the lab and home environments, an expert
evaluation was conducted with 2 groups of professionally active psychologists
with dementia expertise (14 psychologists for the lab and 10 for the home
environment). The results of the questionnaire-based evaluation showed that the
clinicians are quite positive about the use of the system as a supporting method
to dementia assessment and therapy.

Keywords: Alzheimer � Sensors � Clinician interfaces � Semantic
interpretation

1 Introduction

The frequency of dementia is rising all over the world, with considerable socio-economic
impacts that are creating an imperative need for finding effective means of treatment. In
current clinical practice, treatment of dementia begins with its diagnosis, which is based
on behavioral assessments and cognitive tests that highlight quantitative and qualitative
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changes in cognitive functions, behaviors and activities of daily life, characteristic of the
dementia syndrome and its underlying diseases. Typical questionnaire-based assessment
approaches tend to introduce a high level of subjectivity, while lacking the compre-
hensive view of the person’s life and status that only continuous monitoring can provide.
This paper presents a sensor-based system that provides effective cognitive aids and
supports the intervention, for example if someone’s aim was to improve their sleep, the
sleep sensor could be deployed to monitor sleep activity, while a sensecam together with
other sensors could be used to review activity on days leading up to or following a good or
bad night’s sleep. The overall goal of the system is to have socio-economic benefits such
as not biased and objective clinical assessment; 24/7 personalized feedback and support
to patients; delay hospitalization; reduced healthcare costs; enhanced feeling of security
both for patients and their families and improved cognitive and physical condition of
patients.

2 Related Work

Lately, there has been a mounting interest worldwide to deploy pervasive computing
technologies for advancing well-being and healthcare through remote monitoring and
management services at the point of need. Within this line of research for remote
healthcare, special attention has been given to the promotion of home-based continuous
support and care of people with chronic conditions, to sustain their independence and
eliminate the need for early hospitalization by ensuring continuous monitoring for
timely intervention. Dementia, being one of the leading causes of chronic poor health
and disability for the aging population, has been the subject of a number of such
research works. Remote management of people with dementia involves providing tools
and services that allow them to be independent. One category of such tools includes
external memory aids [1] that may be calendars, diaries, alarm watches, whiteboards,
notebooks, and timers. It has been shown that such devices help people with mild
dementia maintain an account of their daily life [2]. Another common practice is life
story work, where reminiscing activities in one’s present life provides a sense of control
over the past, present and future [3].

Home environment [4], which aims to promote the use of embedded technology to
support a person within their own living environment and extend the period of time
they can remain in their own home prior to institutionalization. Within such an envi-
ronment, it is common to find sensors. Sensors are the devices, which can record
information about the person or the environment. Most of the efforts described above
tend to concentrate on specific aspects, such as health status monitoring, alerts and
reminders based on scheduled activities (e.g. medicine taking, training activities, etc.),
and not overall behaviour and daily activities modeling.

This paper presents a system, which multiple sensor outputs and interpretation
through new reasoning mechanisms and knowledge structures informs clinicians with a
comprehensive image of the person’s ability in daily activities.
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3 The Interventions

The lab intervention: The lab intervention involves short-term testing (between 1 to 1
1/2 h) in the Alzheimer day care center at lab conditions. These interventions consists
of monitoring persons with dementia using the system’s technology in order to provide
a brief overview of their health status during consultation (cognition, behaviours and
function), and to correlate the system data with the data collected using typical
dementia care assessment tools. The monitoring is accomplished using a range of
sensors, including wearable, physiological, activity-based, and location-based. Each
participant starts with a regular consultation with a general practitioner, and then
undergoes the ecological assessment, which is followed by a neuropsychological
assessment. During the consultations, demographical and medical characteristics are
gathered by means of widely used and generally recognized assessment tools. The lab
assessment is divided into two steps conducted in an experimental setting equipped
with daily objects and ambient technology. The home intervention: Our system per-
forms functional assessment of adults with memory and functional problems in their
everyday environments. This type of automated assessment also provides a mechanism
for evaluating the effectiveness of alternative physical and psychological health
interventions. This system is valuable for providing automated health monitoring and
assistance in an individual’s environments. Via examination of individual’s specified
problems we can adjust intervention not only for providing quality of life, suggesting
helpful programs and mentioning their daily mistakes and problems, but also enhance
prospective memory and everyday functionality.

Both lab and home interventions are based on clinical assessments tasks. Typical
clinical everyday assessments are based on patient’s perception. Our system provides
crucial, reliable and validated information to the clinicians about the condition of a
patient. Moreover, based on specific system outputs, the clinician is able to design and
provide a series of interventions to the patient in order to enhance his/her cognitive,
social and physical status.

4 The Proposed System

The system requires not only efficient user interfaces, but also a flexible and robust
underlying infrastructure to support data and functions presented to the user. In the field
of Ambient Intelligence (AmI), and especially Ambient Assisted Living (AAL), this
requirement for flexibility on the application layer is resolved by the Service-Oriented
Architecture (SOA). For the clinical intervention, we designed and developed such a
service-oriented system, based on the Web Service technology. Overall, the system
architecture involves three layers: the hardware, middleware and application layer.
Although, the first prototype of the system has been presented in [5], this paper
introduces much more extended integration and especially the inclusion of real-time
sensors for energy and object movement detection.

The sensors supported by the system provide a variety of data formats and are
ambient, non-intrusive, and wearable. For example, an ambient depth camera is placed
to survey the whole room, collecting both image and depth data. One of the main
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technical obstacles in concurrent AAL systems, is to unify and timely coordinate sensor
data retrieval, synchronicity and homogeneity. Indeed, the sensors used in our inter-
vention present various data forms and especially both real-time and asynchronous data
transfer. A dedicated module interfaces with each sensor, complying with its own API
and platform dependencies.

After data has been either streamed online to the system (i.e. camera and audio
recordings, plug consumption data and motion detection events) or transferred offline
(i.e. wristwatch accelerometer values), they must be further analyzed and stored. The
purpose of raw sensor data analysis is to extract higher-level, more meaningful
observations, by means of aggregation or even machine learning techniques. In detail,
camera depth data is used by Complex Activity Recognition (CAR) [6] algorithms to
provide location based events e.g. the participant is in the zone for tea. Image data from
the same camera is used by another set of techniques, namely Human Activity
Recognition (HAR) [7], which perform learning to detect high-level activities such as
preparing tea. The energy consumption data stream is processed in real-time and based
on certain per-device thresholds, pushes detected activities i.e. KettleOn and RadioOn.
Similarly, analyzing the stream of tag sensor events results in the detection of object
movement events, such as KettleMoved, CupMoved etc. Audio data is similarly pro-
cessed by Offline Speech Analysis (OSA) algorithms [8], to provide clustering for the
patients as either healthy, MCI or Alzheimer’s Disease. Raw accelerometer readings
from the wristwatch are aggregated into a single numerical measurement, which sig-
nifies the participant’s per minute moving intensity.

The analysis layer hosts two additional, software-based modules: Knowledge Base
Manager (KBM) and Semantic Interpretation (SI). The former module is able to parse
detected activities and measurements under a common exchange model and map them
into rdf-triple format for storage in a common Knowledge Base (KB). This process
allows for the SI module to reason upon and combine existing observations in order to
extract higher-level activities. All analysis modules are exposed through universal
WSDL endpoints. A controller module, implemented as the application backend, is
responsible to timely invoke analysis and functions and guide data flow for storage in
the KB. E.g. for audio analysis, the controller invokes microphone recordings, invokes
OSA, stores results through KBM and invokes SI when the lab session is complete.
Semantic Web technologies and in particular RDF/OWL ontologies, have been gaining
increasing attention as a means for modelling and reasoning over contextual infor-
mation and human activities in particular [9]. Formally founded in Description Logics
[10], their expressiveness and level of formality make them well-suited for the open
nature of context-aware computing [11–13]. For example, in OWL one can effectively
model and reason over taxonomic knowledge. This is a desirable feature in pervasive
applications where the need to model information at different levels of granularity and
abstraction, so as to drive the derivation of successively further detailed contexts is
particularly evident. Similarly, OWL supports consistency checking - another useful
feature when dealing with imperfect context information coming from multiple sour-
ces, property domain/range restrictions, instance class memberships, property rela-
tionships, e.g. transitive, inverse, etc. (see [10] for the complete list of semantics). In
addition to the native reasoning services, ontologies are usually combined with rules
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[14, 15], allowing to express richer semantic relations, e.g. temporal relations. Under
this context, low-level information acquired from detectors, such as video cameras and
contact sensors, is mapped to ontology class and property assertions, while high-level
interpretations are inferred through the combination of ontology semantics and rules.
This is essential for sensor-driven systems where the derivation of high-level knowl-
edge from low-level sensor data requires complex relational structures that capture the
interrelation of various pieces of information in terms of time, location, actors and
resources. The knowledge-driven interpretation services in our system consist of a
hybrid reasoning architecture that combines the OWL reasoning paradigm and the
execution of SPARQL queries. More specifically, the native semantics of OWL is used
to formally represent and integrate activity-related information originated from different
data sources, whereas SPARQL queries further aggregate activities, describing the
contextual conditions and the temporal relations that drive the derivation of complex
activities, e.g. the complex activities of the protocol. In addition, SPARQL assessment
queries validate the underlying activity models, detecting abnormal behaviors, such as
missed protocol activities or activities with long duration, assisting clinicians in
assessment.

The Clinician Interface. We designed and developed the clinician interface based on
the following main principles and goals based on the requirements provided by three
clinicians with dementia expertise: -They system should be easily operated from a
novice computer user -The clinicians should be always informed about the current
phase of the protocol and the relevant instructions in the lab environment -The clini-
cians should easily operate the sensors. Moreover, they should be aware if there is a
problem with a specific sensor -The clinicians should be informed about the results of
each patient in a comprehensive way after the completion of the protocol. In order the
human computer interaction being efficient, the tasks, the procedures and the methods
that the clinician may perform with the system need to be structured in a logical and
consistent manner. This means that the interface should be intuitive and the system
should address the clinician’s goal and objectives. Moreover, the number of actions that
a user has to perform in accomplishing a task (even for technological complex tasks
like the operations of the sensors) should be minimized.

Following the above goals and principles, the lab clinician interface contains 3
main areas:

The insert/edit user area. In this area the clinician is able to insert a new patient into the
system and begin the assessment.

The assessment area. When the clinician enters the assessment area, he/she has to
initialize the sensors (Fig. 1: B). In each phase of the protocol, the clinician is informed
about the title and the guidelines of the phase (Fig. 1: A) or its order (Fig. 1: D). He/she
can start and stop (or skip) the sensors’ recording for this part of the protocol (Fig. 1: B).
Finally, the user is informed about the sensors activation (Fig. 1: E). For example in
Fig. 3, in the motion sensors section we can see that the patient has just moved the phone.

The results area (Fig. 2). After the completion of the protocol, the clinician is able to
see the results for the specific patient. The “timeline” shows the order, the time and the
success of all the attempts (Fig. 2: C).
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The home clinician interface allows the clinicians to see various results and data
correlations from the recordings. In Fig. 3, the clinical is able to choose the input from
multiple sensors and see their relation during specific time period. In such way, he/she
is able to identify improvements or changes in the patient’s daily performance. In
Fig. 4, the clinician is able to see the patient’s activities during the day, and relative
patterns.

Through the system UI, the clinician is able to see among other measurements, if
the patient has completed successfully or not an activity, the total efforts for each
activity and the sequence of activities that he/she followed. Furthermore, in the home
environment the clinician is able to see correlations between sensors (e.g. sleep
duration based on the sleep sensor and physical activity based on motion sensor) in
order to assess more accurately and provide the proper and personalized interventions.

Fig. 1. Assessment area: specific pro-
tocol phase

Fig. 2. Results area: semi-directed activities

Fig. 3. Sensors’ input comparisons Fig. 4. Patient’s daily activities in Home
environment
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5 The Expert Evaluation Method

In order to evaluate the user interface satisfaction and the usefulness of the clinician
interface, we conducted an expert evaluation with 14 (for the lab interface) and 10 (for
the home interface) domain experts. These experts are professionally active psychol-
ogists working at Alzheimer day centers. None of them was familiar neither with the
project, nor the sensor-based technology. The evaluation process lasted 2 days and
included three phases: Phase 1: in this phase all the experts were present. The
researchers presented the goals of the project, protocol, the sensors and the system.
There was also a live presentation of the protocol and the system. The experts were free
to interrupt and make questions regarding both the protocol and the system function-
alities. The duration of this section was 1 h. Phase 2: during the second phase, the
experts worked individually and outside the lab. They on their own were able to
operate with the system through a demo online environment and to explore all the
system’s functions. There was no time limit for this phase. The experts were free to
interact as much as they like. Phase 3: in the last phase the experts had to answer an
online questionnaire. The questionnaire consisted of two sections. The first one
included the QUIS-short version, a standardized questionnaire for user interface sat-
isfaction [17] and the second one included the PUEU questionnaire regarding the
perceived usefulness and ease of use [18]. Both of these questionnaires are well known,
valid and reliable (Table 1).

Table 1. Expert evaluation results

# Questions (min: 0, max: 9) Mean
n = 14
lab

SD Mean
n = 10
home

SD

QUIS
Overall reaction to the system
1 terrible-wonderful 7.00 1.00 8.00 0.89
2 difficult-easy 6.82 1.40 8.17 0.75
3 frustrating-satisfying 7.09 1.14 8.33 0.82
4 inadequate power-adequate power 7.00 1.26 8.50 0.84
5 dull-stimulating 7.36 0.92 7.67 1.86
6 rigid-flexible 6.27 1.10 8.17 1.17
Screen
7 Reading characters on the screen: hard-easy 7.82 0.98 7.50 1.52
8 Highlighting simplifies task: not at all-very

much
7.36 1.29 8.17 1.17

9 Organization of the information:
confusing-very clear

7.27 1.19 6.83 2.32

10 Sequence of screens: confusing-very clear 7.09 1.04 7.17 2.56

(Continued)
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Table 1. (Continued)

# Questions (min: 0, max: 9) Mean
n = 14
lab

SD Mean
n = 10
home

SD

Terminology and system information
11 Use of terms throughout system:

inconsistent-consistent
7.64 0.92 8.17 0.75

12 Terminology related to task: never-always 7.64 0.81 8.83 0.41
13 Position of messages on screen:

inconsistent-consistent
7.73 1.01 7.33 1.63

14 Prompts for input: confusing-clear 7.27 0.90 7.50 1.52
15 Computer informs about its progress:

never-always
8.09 0.70 7.83 0.98

16 Error messages: unhelpful-helpful 8.27 0.79 7.67 0.52
Learning
17 Learning to operate the system: difficult-easy 7.36 1.21 7.50 1.76
18 Exploring new features by trial and error:

difficult-easy
7.64 0.92 7.67 1.21

19 Remembering names and use of commands:
difficult-easy

7.55 1.13 8.67 0.82

20 Performing tasks is straightforward:
never-always

7.73 0.79 8.33 0.82

21 Help messages on the screen:
unhelpful-helpful

7.91 0.94 7.83 0.75

22 Supplemental reference materials:
confusing-clear

7.64 0.67 7.67 1.37

System capabilities
23 System speed: too slow-fast enough 7.91 0.83 7.83 0.75
24 System reliability: unreliable-reliable 7.91 0.94 7.83 1.17
25 System tends to be: noisy-quiet 8.18 1.17 7.83 0.75
26 Correcting your mistakes: difficult-easy 7.00 1.34 7.50 2.26
27 Designed for all levels of users: never-always 6.73 0.90 8.50 0.84
PUEU
Usefulness
28 Using the system in my job would enable me

to accomplish tasks more quickly:
unlikely-likely

6.36 1.29 8.50 0.55

29 Using the system would improve my job
performance: unlikely-likely

6.27 1.19 8.33 0.82

30 Using the system in my job would increase
my productivity: unlikely-likely

6.00 1.00 8.00 1.10

31 Using the system would enhance my
effectiveness on the job: unlikely-likely

6.64 1.03 8.33 0.52

(Continued)
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Moreover, there were some positive comments regarding the systems’ functionality
as: “innovative and flexible”, “it is quite simple”, “easy to use”, “easily evaluation of
specific patient’s daily operations”, “effortlessly monitor the patient’s skill at real time”
and “Clear and easy to follow”. On the other hand there was one negative comment:
“Choice of colors for messages and buttons could be problematic for someone with
color-blindness.”

6 Conclusions

This paper presented a sensors-based system that aims to help clinicians to diagnose
and support more efficiently people suffering from Alzheimer disease and dementia.
The end-user interface helps the clinician (a) to operate the system and (b) to see the
results for each patient, which derived from semantic interpretation analysis. The
psychologists’ overall reaction to the system was very positive. The usability testing of
our system by the psychologists showed that our system responded to their needs, was
efficient in support of diagnose a patient and was easy to learn to use. Overall we can
say that it was very much appreciated by the psychologists. Though these outcomes
seem rather promising, we need to verify these results in a future evaluation study by
including more clinicians working with the system. However, regarding the usefulness
of the system of the lab environment we see that the means are between 6.00 and 6.64.
Although, this indicate positive attitude, these values are not high as the values of
interface satisfaction answers. In our opinion, this can be explained by the limited time

Table 1. (Continued)

# Questions (min: 0, max: 9) Mean
n = 14
lab

SD Mean
n = 10
home

SD

32 Using the system would make it easier to do
my job: unlikely-likely

6.18 1.17 8.33 0.82

33 I would find the system useful in my job:
unlikely-likely

6.55 1.04 8.33 0.52

Ease of use
34 Learning to operate the system would be easy

for me: unlikely-likely
8.00 1.26 8.33 0.82

35 I would find it easy to get the system to do
what I want it to do: unlikely-likely

7.73 1.35 8.50 0.55

36 My interaction with the system would be clear
and understandable: unlikely-likely

7.91 1.14 8.33 0.52

37 I would find the system to be flexible to
interact with: unlikely-likely

7.82 0.98 8.67 0.52

38 It would be easy for me to become skillful at
using the system: unlikely-likely

8.00 1.10 8.33 0.52

39 I would find the system easy to use:
unlikely-likely

7.91 1.04 8.83 0.41
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that the psychologists interacted with the system. We believe that only after consistent
use the users will fully identify the benefits. Finally, with respect to the ease of use, the
psychologists seem to have rather positive attitude. Especially, they believe that it
would be easy for them to learn to operate the system and to become skillful at using
the system. This result indicates that the psychologists feel confident and ambitious to
use the system even though they are not familiar with relevant systems and interfaces.

Overall, this study confirmed what we already expected; that carefully designed
clinician interfaces would be positively accepted by professionally active psychologists
as a supporting material for their clinical assessment. The future plan of this work
includes more experiments with patients and the enrichment of the UI with more
advanced techniques. Finally, patients’ acceptance of the system is going to be
evaluated.

Acknowledgment. This work has been supported by the EU FP7 project Dem@Care: Dementia
Ambient Care – Multi-Sensing Monitoring for Intelligent Remote Management and Decision
Support under contract No. 288199.
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Abstract. There is growing evidence of the effectiveness of Positive Psychology
Interventions (PPIs) to enhance subjective and psychological well-being in
different populations, and the Information and Communication Technologies
(ICTs) are becoming into a key help to increase the efficiency of this type of
interventions. Recently, the use of technology to foster well-being and personal
growth has been named as Positive Technology. The aim of this paper is to
describe and to present data about a positive technology example (EARTH of
Well-being system) and to examine its usefulness in different populations and
settings. Data of four studies are presented: two with non-clinical population
(university students) and two with clinical population (cancer patients). Outcomes
show that this system is capable of promoting subjective well-being in both
populations. Also, its efficacy was proved in different settings (laboratory and
hospital contexts). Limitations and future research are discussed.

Keywords: Positive technology · Well-being · Efficacy · Non-clinical population ·
Clinical population

1 Introduction

A positive psychology intervention (PPI) has been defined as a “treatment method, strategy
or intentional activity that aim to cultivate positive feelings, behavior, or cognition” [1].
Currently, there is evidence that shows the effectiveness of PPIs to enhance the subjective
and psychological well-being and to reduce depressive symptoms in both general and clin‐
ical populations (e.g. anxiety, depression) [1–3]. PPIs are mainly brief and simple exer‐
cises or activities that can be implemented as part of one’s daily routine, and where
commitment and daily practice become essential elements of their efficacy [4].

The literature suggests that PPIs can be used in conjunction with preventive inter‐
ventions and traditional treatments with the aim to strengthen personal psychological
resources. In addition, the majority of PPIs is delivered in a self-help format, as
evidenced in the meta-analysis conducted by Bolier et al. [2], where this format obtained
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small but significant effects. From a cost-effective perspective, self-help interventions
can be effective and appropriate tools in mental health field, although it is necessary to
enhance their efficacy [2].

The Information and Communication Technologies (ICTs) are becoming into a key
help to enhance the efficacy and efficiency of psychological interventions [5–9]. The
connectivity, the speed and the availability of ICTs are redefining our daily life, and also
have an impact on Psychology and other behavioral sciences [10]. ICTs are presented
as effective and sustainable solutions to public health demands that allow reaching a
large number of people with a high quality and low costs. All these advantages are being
already used in the PPIs [eg., 11, 12].

Taking into account the growing relationships between ICTs and PPIs, and the
increasing literature of PPIs delivered through technologies, is not strange the appearance
of different terms to name this intersection. For example, Ritterband et al. [13] has
proposed “Online Positive Psychological Interventions” to define those interventions
offered by the Internet and focused on behavioral aspects, designed to modify and estab‐
lish certain behaviours and the subsequent improvement in symptomatology. Mohr et al.
[14] proposed “Technological Behavioral Interventions” to refer to technological apps
(e.g., smartphones, computers, virtual reality, videogames, social networks, etc.) specifi‐
cally designed to intervene on behavioral, cognitive and emotional aspects, in order to
improve physical and psychological health and well-being. In addition, Botella et al. [15]
and Riva et al. [16] have suggested the term “Positive Technologies” to refer to the scien‐
tific and applied approach focused on the study of the use of technology to improve the
quality of personal experiences. It is a perspective that seeks to promote the use of tech‐
nology to foster personal growth and the development of human virtues and strengths, thus
contributing to social and cultural development.

The term proposed by Botella et al. [15] and Riva et al. [16] is the only one that
establishes a classification of technologies based on conceptualizations of subjective,
psychological and social well-being [15, 16]. According to Botella et al. [15], each of
these levels has critical variables (hedonic level: emotion regulation; eudaimonic level:
flow and presence; and social level: collective intentions and social connections) that
can be used to guide the design of technological applications that seek to influence
different aspects of well-being. Examples of hedonic PTs would be those that induce a
positive and enjoyable experience, such as a virtual reality environment of joy induction.
Eudaimonic PTs include technologies that help people to achieve experiences focused
on the search for a full and meaningful life. Social PTs include technologies that support
and enhance communication among individuals, groups and organizations.

Until now, the efforts have been put mainly into the assessment of the efficacy of
PTs to improve well-being. Given the strengths and benefits of these tools [11, 17] the
issue of its transference to other settings than the Lab should be now a priority. It is
possible to translate the PTs developed so far to natural settings, like schools, organi‐
zations or hospitals?, Its positive outcomes obtained with general populations in
controlled environments remained significant when they are implemented with other
populations and contexts?.

Taking into account the previous, this paper aims to describe and to present data about
`EARTH of Well-being´ (Emotional Activities Related to Health) system, a technology
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based on the PT approach proposed by Botella et al. [15] and Riva et al. [16] and devel‐
oped as a system designed to generate hedonic and eudaimonic experiences through self-
applied PPIs. Its usefulness in two different populations and two settings will be exam‐
ined. Therefore, the purpose is double: to analyze its benefits and also to explore the
viability of implement this type of systems in other environments than the Lab.

2 EARTH of Well-Being System

The EARTH system is a self-guided platform initially developed for the Mars-500
project [18] with the purpose of promote positive experiences in a closed and controlled
environment (a simulated Mars mission). Subsequently, it was adapted for the other
population with the aim of promote different aspects of positive affect and hedonic and
eudaimonic well-being for a variety of people.

This system includes several strategies structured in three modules. Two of the
modules are positive Mood Induction Procedures (MIPs), and the third one includes
narrative exercises of reminiscence and future projection. All the strategies included in
EARTH are based on theories of well-being, regarding positive emotions [e.g., 19]
optimal functioning and psychological health [e.g., 20]. EARTH system offers several
techniques and tasks, since some authors have suggested that the use of different positive
intervention techniques could be useful for the maintenance and enlargement of their
effects [17, 21].

MIPs are experimental strategies designed to produce, in a controlled manner, specific
transient emotional states similar to those experienced in natural situations [22]. In EARTH
system, the specific emotions targeted are joy and relaxation, because there is evidence
about their undoing effects on negative emotions [23–26] and their impact on other posi‐
tive emotions, by creating the appropriate conditions for experience them [23].

To promote these positive emotional states, Virtual Reality (VR) environments were
used as a frame to apply several MIPs in a structured and interactive way, overcoming
some of the limitations of the traditional MIPs [27, 28].

EARTH’s narrative exercises include the recall of positive life event memories and
also the generation of specific plans for the future. Writing activities were included given
their beneficial effects on mental health [29–31], and the reminiscence activity was
considered given its potential to generate positive emotions through past memories [32,
33]. Besides, several studies have shown the effectiveness of exercises focused on the
development of positive future plans for well-being, for example the ‘Best Possible Self’,
[4, 34, 35] or the ‘Life Summary’ of Seligman et al. [36].

To work on these narrative exercises, EARTH includes several multimedia resources
(music, pictures, videos, writing) with the purpose of expand the possibilities to repre‐
sent and express personal experiences and emotions in a more dynamic way [37, 38].
In this sense, to include personal material (like photos, letters, music) is also available,
as a way of enriching the meaningfulness of the activity and facilitating the “positive
mental time travel” [39].
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2.1 Modules Description

Park of Well-Being. This module includes two virtual environments aimed to induce
joy or relaxation (MIP-VR). Both simulate a park in a city, and the colors, sounds and
content of the exercises were adapted to the specific target emotion. In this setting several
exercises are included: self-statements, choosing pictures, listening to music while
interacting with the surroundings, watching movie scenes, and recalling an autobio‐
graphical emotional experience. Before and after each exercise, users can walk
throughout the park and listen a specific music depending on the target emotion. The
music used was ‘EineKleineNachmusik’ for joy and ‘Heavenly Theme’ for relaxing.
Both songs were validated in previous studies [28, 40]. Five self-statements (e.g. ‘I feel
happy and cheerful’) [41] were included in each VR environment (5 for relaxation and
5 for joy). In the exercise, each self-statement was accompanied by four emotional
pictures (IAPS) [42] and users had to choose the image that best represented each state‐
ment. Next, users were invited to watch a movie scene in an outdoor cinema. The movies
included were: ‘Singing in the Rain’ for joy and ‘Out of Africa’ for relaxation [43].
Finally, users had to remember moments of their own lives that could produce a specific
emotion (joy or relaxation, respectively) [44].

Well-Being Through Nature. This module includes two virtual environments where
users can learn some techniques to generate positive emotions (joy and relaxation) (MIP-
VR). Both environments simulate a natural landscape, and welcome narratives, colors
and sounds were chosen to generate the target emotions (joy or relaxation) [45, 46].
Three psychological techniques were also included: positive reminiscence, savoring and
slow breathing. Users can choose in which order to perform each exercise.

The Book of Life. This module consists of a personal diary designed to help users to
recall positive and meaningful moments of their lives, and write about positive and
significant future plans. This diary is composed by 16 chapters, each targeting different
psychological resources. Eleven chapters are directed to recall positive past experiences
(happiest moment, the best place, significant people, achievement and effort, giving to
others, enjoying social relationships, beauty, enthusiasm and passion, gratitude, courage,
optimism). The other five exercises involve defining objectives and significant future
plans regarding different areas of their lives (oneself, work, family, friends, or general
life). Each exercise contains a general statement that explains the goal of the exercise,
and a series of questions to guide the writing (to avoid negative, impersonal or nonspe‐
cific contents). Users can use different multimedia resources besides writing (music,
pictures and videos) to represent their memories and plans, and develop each chapter of
the book. Participants can use their own multimedia elements or use the ones available
in the EARTH system.

3 EARTH of Well-Being Outcomes

Some of the exercises included in this platform have been validated in different popu‐
lations: people with adjustment disorders [47] or elderly [48]. Below, data about the
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usefulness of the EARTH system in two samples (general population and cancer
patients), will be presented.

3.1 EARTH System in General Population

Two studies have been focused on the examination of the system in non-clinical popu‐
lation (university students). The first one [18] assessed users’ acceptance and perceived
usefulness of the system, as well as preliminary data about its efficacy in the promotion
of well-being. The second one explored the efficacy of the system compared to a control
activity [49].

Study 1. In this first study [18], 38 university students (mean age 24.6 years, range 18–
41 years old) used the application along 6 sessions distributed over 2weeks (3 sessions
per week). Each week they received one session of the MIP-VR module (sessions 1 and
4), one session of the Book of Life (sessions 2 and 5) and one free-choice session
(sessions 3 and 6). After each session, participants indicated their mood change in a 7
point Likert scale (1 = much worse; 7 = much better). Participants came to the lab to
complete each session on a computer.

Regarding preferences, most of participants choose MIP-VR modules in the two
free-choice session (Session 3: 89.47 % vs. 10.53 %; Session 6: 78.95 % vs. 21.05 %).
However, both modules (MIP-VR and Book of Life) were considered highly useful by
the participants (above 92 % of coded responses) and an important proportion of agree‐
ment (above 78 %) was found regarding the possibility to have access to the system in
their own homes (‘If it were possible, would you like to have the system available in
your home?’). Taking into account mood changes, an improvement was found after all
sessions (mean scores were from 4.95 to 5.37) [18].

Study 2. In the second study [49], 95 university students (mean age 24.9 years, range
18–47 years old) were randomly assigned to two conditions: experimental (EG) and
control group (CG). Participants included in the EG used the system at the lab 3 times
a week along 1 month (12 sessions). Participants of the CG did not perform any guided
activity during 1 month. Both groups were evaluated at the same times (Baseline, pre-
intervention, post intervention, and follow up at 1 and 3 months). Besides, EG partici‐
pants rated their emotional state before and after each session, using visual analog scales
to assess 10 emotions (joy, surprise, relax, vigor, sadness, anger, anxiety, boredom,
stress, loneliness) using a 7 point Likert scale. They also indicated their mood change
after sessions, like in the previous study. Results showed that participants who used
EARTH of Wellbeing system increased their mood and positive emotions and decreased
negative emotions, both in a significantly way (joy: F = 52.83, p<.001, η2 = 0.50; relax:
F = 49.35; p<.001, η2 = 0.48; sadness: F = 12.49, p = .001, η2 = 0.19; anger: F = 35.93,
p<.001, η2 = 0.40; anxiety: F = 61.01, p<.001, η2 = 0.54; stress: F = 61.95, p<.001,
η2 = 0.54; loneliness: F = 9.20, p = .004, η2 = 0.15). This outcome was also observed
in participants with high scores in depression and anxiety [49].
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3.2 EARTH System in Cancer Population

Given that the EARTH system was initially designed as a PT for non clinical populations,
the next step was to analyze the possible implementation of this system in other groups
or settings, and therefore assess also its transferability.

Following this aim, two studies have been carried out to assess the feasibility of this
system in cancer population, specifically in hospitalized patients, which implied to take
into account new variables such as participants’ physical discomfort, and also a complex
setting for implementing the intervention (a hospital).

A previous adaptation of contents and functioning was made, specially on the Park
of Well-being, with the purpose of simplify the interaction (e.g. self-statements words
order by themselves) and adjust some contents to the vital situation of these participants
(e.g. instead of the phrase: ‘I feel happy and cheerful’ it was included the sentence:
‘There are things that make me happy’).

Study 1. In a pilot study, the feasibility and benefits of the two VR modules of EARTH
in oncology inpatients with metastatic cancer were assessed [50]. The sample was
composed by 19 patients (mean age 60.9 years; range 29-85 years old). The most
frequent diagnoses were breast (26.3 %) and lung cancer (15.8 %). Intervention was
delivered in patients’ room along 4 sessions and they had the possibility of interact with
the 4 VR environments. The first and third sessions were oriented to joy and the second
and fourth to relaxation induction. After each session, participants experienced higher
positive emotions intensity as well as lower negative emotions intensity (2nd session:
general mood [t = −4.616, p<.001, η2 = 0.62], relaxation [t = −2.110, p<.05, η2 = 0.26],
sadness [t = 3.580, p<.003, η2 =  0.50]; 4th session: joy [t = −3.202, p<.009, η2 = 0.51]).
Besides, participants commented that the main perceived benefits were distraction,
entertainment, and relaxation [50]. Its brevity, low cost and easiness of use (keyboard
and a mouse as interaction devices) helped to implement this system in the hospital
routine with encouraging results.

Study 2. Subsequently, the entire system was tested with hospitalized cancer patients
in different stages of the disease. The Book of Life module was also included. As in the
first pilot study with the VR modules, some modifications were made. Specifically, work
was focused on the positive reminiscence exercises, selecting 6 life moments from the
11 available in the system, and the exercises oriented to future planning were excluded.
This study had two phases:

Pilot study. In a first exploratory study [51], 16 patients (mean age 62.5, range 44–75
years old) with different diagnoses (lung 33.3 %, digestive 20 %, colon-rectum 20 %)
were included. They received one or more sessions (up to 4) and their response and
disposition in front of the Book of Life module was assessed. Participants could choose
the module to work with, in each session (Book of Life or VR environments). Outcomes
shown the acceptability of reminiscence exercises (most of patients who did both
modules, preferred the reminiscence one [71.4 % vs 28.6 %] as well as its positive effect
on subjective well-being (it was found a higher proportion of cases with better perceived
mood after sessions in the reminiscence module) [51].
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Protocol Study. Taking into account the outcomes obtained in the pilot study, it was
carried out a second study in which participants received two sessions of Book of Life
and two sessions of the VR modules [52]. The group of participants was composed by
11 inpatients (mean age 58.7 [range 38–82 years old] with different diagnoses (27.3 %
other, 18.2 % lung cancer). Most of the participants had metastatic cancer (63.6 %). Data
suggest the usefulness of the system to promote higher positive emotional states after
each session (there were statistically significant changes in positive mood, well-being
and calmness after 1st and 3rd session (S1 =  positive mood, Z = −2,333, p = .020,
d = −0.68; well-being, Z = −1.890, p = .059, d = −0.67) (n = 11) (S3 = positive mood,
Z = −2.121, p = .034, d = −1.20; well-being, Z = −2.060, p = .039, d = − 1.63; calmness,
Z = −2.121, p = .034, d = −1.44) (n = 8). Besides, no patient stated being “worse” of
mood after the sessions, and in all of them more than 60 % of the participants commented
feeling “better” of mood after the activities. In addition, participants’ response was
positive in terms of acceptance and satisfaction with the procedure [52].

4 Discussion

Four studies have been done with the purpose of explore the feasibility and preliminary
usefulness of EARTH of Well-being system in the promotion of positive experiences.
Outcomes suggest that this system is able of promoting subjective well-being not only in
nonclinical population in a controlled setting [49] but also in participants with a medical
condition in natural settings (e.g. hospital) [50]. These findings are quite relevant taking
into account that PTs try to improve the quality of the personal experiences, and therefore,
must be accessible and easy to use in different context and daily conditions.

In this sense, it is of relevance to consider the fact that both populations included in
this paper (students and cancer population) had very different age range (x=25 vs x=60
years) and educational level (superior vs basic level) which suggests the viability of this
PT system for different types of population.

Beyond testing the usefulness of this system for different groups of people, is also
interesting to analyze the particularities that could arise when different populations use
the system. Regarding this, it seems that for both groups the use of VR environments
was quite attractive, and although for all participants both modules of the system (VR
and Book of Life) were useful, data suggest that for cancer patients the book of life was
a relevant component of the intervention. It would be of interest to continue exploring
the specific weight of each component of the system to better understand its possibilities
and limits.

Another aspect to take into account when analyzing PT is the role of expertise with
technologies. As this could be a serious limitation, PTs usually try to include simple
interaction devices and brief instructions. However, it seems that even more important
than the experience per se, is the proneness to technologies the key gap to overtake. In
the case of the populations included in this paper, university students usually are prone
to technologies’ use. However, this is not the case of cancer participants: they were no
very familiar with technologies (some of them had no experience at all) and some were
even reluctant. However, they were able of use the system and obtained psychological
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benefits from it, just like the university students did. Possibly, to introduce the system
as a tool designed to help them to achieve a better mood state, and as a “working together”
exercise (participant plus researcher) may have been of help to approximate these tech‐
nologies to this population.

It should be noted that one limitation of the studies with nonclinical population is
that they were composed by University students, who are not representative of general
population, and the generalizability of our findings is limited. Despite this, data obtained
so far are encouraging, and invite us to continue exploring the possibilities of this system
with more heterogeneous populations. Future studies with bigger and more diverse
samples will allow us to identify in a better way the particular needs and benefits obtained
by each type of population who use EARTH system.

Another limitation is the absence of control group in the studies with oncology
patients. It will be necessary to include a comparison group to confirm the preliminary
data obtained so far with this population. Besides, it is important to notice the short-term
of the benefits obtained with EARTH system in the populations assessed. In the case of
cancer patients there were improvements after sessions but no follow-ups were included.
In the case of university students, no differences were found between EG and CG in the
evaluations post intervention, and therefore, is not possible to state the maintenance of
the benefits obtained post sessions. Future studies should investigate the efficacy of
EARTH in protocols that includes a longer intervention time, given that previous
research have indicated the hedonic adaptation as an important obstacle in the efficacy
of PIs [53]. To explore this aspect in natural settings could also generate valuable infor‐
mation regarding the feasibility of implement these systems in daily life environments,
and its capacity to maintain the benefits even in variable conditions.

Finally, another relevant line to explore is the cost-effectiveness of EARTH in
particular, and PTs in general. Previous studies have suggested the importance of
economic evaluations and the absence of studies which addressed this issue [54]. To
continue exploring the advantages and disadvantages of these technologies in terms of
efficacy, efficiency, usability and costs is vital to add more solid evidence to support the
health professional’s decisions.
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Abstract. Serious games for mental health is seen as the groundwork for
assistive technology to maintain and improve mental health. We present
a technical system layout we partly implemented for demonstration pur-
poses andhighlight vision-based perception andmanipulation capabilities.
These includephysical interactions employing artificial general intelligence
in virtual reality applications.We employ hand gesture tracking, as well as
an Oculus Rift integrated gaze and eye tracking system. The resulting seri-
ous games should eventually cover daily life activities, which we addition-
ally monitor. The dynamic and contextual modelling of obstacles are cen-
tral issues, and capabilities required for serious games include knowledge
about the 3D world. Such knowledge include gaze and hand sensors inter-
pretations for multimedia information extraction in causal relationships.
Towards this goal, we envision to make use of virtual reality with a physics
engine (rigid and soft body dynamics including collision detection) for the
observed objects.We also exploit semantic networks to enable themachine
to filter information and infer ongoing complex events including hidden
BDI (beliefs, desires, intentions) variables. We see this combination of
employed technology as the relevant groundwork for reaching human-level
general intelligence and to enable real-world applications. Future applica-
tions and user groups we target on include dementia patients.

1 Introduction

Recognition of ongoing activities and prediction of intentions of players in seri-
ous games environments is a big challenge as so many context factors have to be
taken into account. On the other hand, it provides considerable advantages in
behavioral understanding and thus, in the evolution of the capabilities of serious
games: (1) the efficient harmonization and synchronization of behaviors of mul-
tiple players and the AI engine, (2) the disambiguation of speech-based input,
and (3) the potential compression of user input information to be communicated
or monitored.
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Our main application is the provision of novel methods of treatment of
dementia, the modelling of the cognitive impairments in particular. It is increas-
ingly recognised that pharmacological treatments for dementia should be used
as a second-line approach and that non-pharmacological options should, in best
practice, be pursued first [7]. People with dementia and their caregivers are often
advised that ‘mental exercise’ (in the form of a serious game in virtual reality
(VR)) may be helpful in slowing down the decline in memory and thinking expe-
rienced by many affected individuals. [26]

We concern ourselves with daily life situations of the patient in VR, where
we use robust detectors of hands and gaze, and embed observed objects into
VR having a physics engine. Our game example shows that we can interpret
ongoing events as well as intentions. The development of such serious games is
additionally supported by a number of clinical research and related works about
memories of daily life activities, a design case study for Alzheimer’s disease [5],
reality orientation for geriatric patients [23], using validation techniques with
people living with dementia [3], and computer based technology and caring for
older adults [22]. Recent studies investigate whether a VR cognitive training
application, e.g., a virtual supermarket (VSM), can be used as a screening tool
for mild cognitive impairment [29]. We try to classify and work against such
impairment for serious games in daily life activities.

For everyday life activities, motion detection based on vision or sound, and
motion prediction is of great importance. We learn models of the three dimen-
sional world and a näıve model of physics at a very young age. Today, one can
embed such knowledge into artificial intelligence applications when observations
are properly transferred to VR environments together with the computer models
of the virtual world. As a result, dynamical properties of flexibility, rigidness,
properties of solids, liquids gases can be simulated. In turn, potential interactions
between objects (e.g., when a glass falls down, then it might break) become part
of the model based approach. Other potential events, e.g., that a sharp knife can
cut the skin, are conveyed by different additional information sources for com-
mon sense reasoning, including large databases, books, scientific literature, and
the semantic web—knowledge bases constructed via crowdsourcing have become
broadly available.

We argue that complementing symbolic knowledge with a physics engine
improves machine interpretation capabilities for serious games for mental health
to a great extent. Machine intelligence needs additional information about inten-
tion, which is hidden from direct observations, but is needed for interaction, e.g.,
for knowing if the game player is missing some information, or his or her capabil-
ities are limited and help is needed for efficient cooperation, for competing task,
or for general task completion. Information about individual BDIs may improve
assistive technologies to a great extent even in very small tasks. In daily life
activities, examples of task completion include to successfully pour coffee into
a cup or to spread butter on a toast. Such knowledge about task performance
and completion may be extracted from gaze orientation and gestures (including
facial expressions) and from general and individual behavioural regularities.
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The purpose of the serious games would be to stimulate the memory and
thinking process of dementia patients while they perform everyday activities in
VR, which can be supervised by the system we describe to the extent of giving
appropriate hints via simple text-based communication. For example, the user
has to perform spreading butter on the bread which requires searching for the
applicable tool (knife) in its everyday location (kitchen) and executing proper
actions with her hand.

In this paper, we provide two illustrative task examples for dementia related
tasks as serious games, and disambiguate their task execution for a better under-
standing and monitoring. We show by an exemplary technical evaluation that
the interpretation and prediction of such ongoing events have become feasible
(Sect. 2). Then, we argue that monitoring of daily task events in serious games
for mental health may involve only little additional effort that can be delivered
by sensing and data processing. Last, but not least, we discuss the general rele-
vance of such VR serious games and conclude in Sect. 3. As a test system based
on qualitative judgements, the argumentation is based on observations or indica-
tions rather than rigorous or scientific analysis. Researchers may use our scenario
and findings for suggesting new hypotheses for mental health applications.

2 Illustrative Examples

First, we showcase our concept in a VR human-computer interaction scenario
that can infer the goals of gestures towards intention recognition by means of gaze
tracking. In our illustrative example, object recognition can also disambiguate
the situation. Although we present a very simple case, the combined informa-
tion of recognized objects and gaze information tells more about the targeted
motion pattern than the object recognition (and tracking) alone. This example
is followed by the description of a more complex scenario that should exploit
predictive models, symbolic knowledge, as well as cost and risk considerations.
Assisting technologies can be implemented in both cases.

2.1 Activity and Intention

The VR scenario includes the perception of human intentions (conveyed by state-
of-the-art sensors) and visual feedback provided by a VR headworn display, i.e.,
the Oculus Rift. We attached a LeapMotion tool to the front of the Oculus Rift
to detect hand poses in real-time and the SMI gaze and eye tracking system,
which is built into the Oculus Rift1, is used to recognize the gaze patterns.

In this way VR and its attached physics engine can mirror and model the
environmental manipulations. We also include ConceptNet [14,21], a semantic
network collected by crowdsourcing. We use it for inferring information about
tools and human activities.

1 http://www.smivision.com/en/gaze-and-eye-tracking-systems/products/
eye-tracking-hmd-upgrade.html.

http://www.smivision.com/en/gaze-and-eye-tracking-systems/products/eye-tracking-hmd-upgrade.html
http://www.smivision.com/en/gaze-and-eye-tracking-systems/products/eye-tracking-hmd-upgrade.html
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(a) spread butter (b) wipe table

Fig. 1. Two activities, (a): “butter spreading” and (b): “wiping the table”. Yellow disk:
target of gaze. Hand gestures are very similar, while gaze reflects both attention (but-
tering and wiping) and intention (clean next dirty spot, also shown) (Color figure
online).

We present two illustrative scenarios, “butter spreading” and “wiping the
table”; we try to distinguish and interpret these activities. We use compressed,
low-dimensional VR features being useful when building semantic representa-
tions of spoken or written speech [28] from multimodal input, event annotation
[1], or question answering scenarios [13]. The high level sensors eliminate noise
and we have (i) a pure 3D skeleton model of the hand and (ii) the target of
gaze in 3D. One can extract and recognize what the hand is holding and what
the user is looking at. In our example, hand gestures (grabbing combined with
periodic motion) are similar and data in a short time frame can be misleading.
This low-dimensional information may be sufficient, e.g., if it is known that the
user is resting, has nothing in his or her hand, or has got tremor. In this scenario,
the frequency of the periodic motion is low and the periodicity is irregular are
sufficient for eliminating tremor as an option. If there is no object manipulated
then the quasi-periodic motion may be related to communication (e.g., waving.)
Gaze is an additional source of information that can detect if the user is waving
to somebody. Gaze alone may provide additional information, e.g., when the
user is searching for something. In fact, we may detect what the user is looking
for (see, e.g., [2]) based on episodic information [24].

Gaze direction may differ in the two scenarios. Spreading the butter may
need attention (if the butter is even or not) and then the bread is the target
of the gaze. Wiping may require less attention (if the dirt disappeared or not)
and the gaze can search for the next spot to be removed (Fig. 1). Assume now
that the objects used and thus the engaging activities are recognized. Assume
further that monitoring in the past shows that focus of attention is needed for
butter spreading, but not needed for cleaning a spot on the table. If the system
detects different behaviors in these scenarios, then this comes unexpected and
the causes can be guessed. In either case, speech-based interaction is possible,
e.g., when the activity is about to finish.

Considerable knowledge about human needs and material properties is
required. Background knowledge about objects that are manipulated or gazed
at, including bread, butter, knife, and sponge is available on the Internet.
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The question is how to query such knowledge from the individual knowledge
source. Below, we show examples based on Wikipedia, the largest available knowl-
edge base at the moment, ConceptNet, a crowdsourced semantic network, and
the probabilistic language model of Google Ngram. These are samples of crowd-
sourced knowledge bases (Wikipedia and ConceptNet) combined with machine
learning models (Google Ngram) in a broader sense.

Wikipedia. Cleaning the table, having breakfast and cleaning the table again
make a natural order of episodes and could be part of the daily routine. Similar
routines are typical in our daily life activities in many different dimensions [20]
and the temporal order enables efficient predictions about the ongoing event.
So, if the breakfast has been finished and the typical practice is cleaning, then
sensory information about hand motion may be sufficient to properly infer what
is happening. We can also use Wikipedia for context based filtering. Explicit
Semantic Analysis [8] (ESA) is a good example. Roughly speaking, this method
(i) takes a word and its textual environment, (ii) measures the relative frequency
of that word on all Wikipedia pages, and (iii) uses the pages with highest relative
frequency for semantic restrictions. It restricts potential interpretations very effi-
ciently. Special methods demonstrate that noisy automatic character recognition
input can be interpreted by means of ESA [18,19].

ConceptNet. While Wikipedia can restrict the domain interpretation, it can’t
provide information about the ongoing events, e.g., if the conditions of the
expected event are satisfied, if it is being performed successfully, and when it may
be finished. Crowdsourcing has been directed towards collecting such information
and this is one of the goals of ConceptNet. ConceptNet collects common-sense
information about what for example a household article is UsedFor, is CapableOf
and if it HasPrerequisite. One can use ConceptNet and Wikipedia for inferring
about ongoing event within spatio-temporal contexts.

N-Grams. Neither Wikipedia nor ConceptNet knowledge snippets facilitate
dialogue management directly. One can however use a simple and inexpensive
method for generating sentences, although only with moderate success. It serves
illustration purposes well and it has been applied in augmentative and alternative
communication [25] as a statistics based method that exploits n-grams collected
from texts. The method exploits the order of the words and can put forth the
next word ordered by the probabilities that it followed the previous words in
written texts. The method is related to data compression. It has already been
used in some early applications in this domain [4].

2.2 Architecture that Combines the Methods

The architecture that combines the methods is sketched in Fig. 2. The first part
(in blue) evaluates ongoing gaze and hand motions. This portion of the infor-
mation restricts observations about the tools and objects present to the tools
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Fig. 2. Method of evaluation of potential activities. For more information, see text
(Color figure online).

and objects attended and to those that are subject of the ongoing manipulation
(in green). Part of the returned information is relevant for the situation that
can be inferred from spatial and temporal constraints and past episodes and
practices. The tool for the contextual information is ESA based on Wikipedia
(grey), whereas the tool for inferring about the ongoing event is ConceptNet
(pink). The resulting assistive system would–in principle–sort the interactions,
including non-actions, according to relevance. If communication is needed, then
the probabilistic language model can be used.

2.3 ConceptNet in the Example

We experimented with ConceptNet for the above example on ‘knife’ in hand
with context ‘bread+butter’ and ‘bread’ with context ‘knife+butter’ (Fig. 3(a))
on ‘sponge’ in hand with context ‘dirt’ (Fig. 3(b)). We ranked the offered solu-
tions according to their ESA ranks cummulated in the ESA vectors of the word
and their contexts, respectively. The resulting ordered list ranks more relevant
activities higher. However, for both cases we found sensible gaps between rele-
vant and irrelevant words (Fig. 3). In Fig. 3 red line shows the position of the
gap with some examples included.

(a) (b)

Fig. 3. Semantic similarity between concepts derived from ConceptNet from the objects
held in the hand(s) and the ‘context’, i.e., the objects gazed. Red line: gap threshold
for relevant and irrelevant activities (Color figure online).
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2.4 Assistive Example with Physics Engine

Assume that the user is working with a picture communication board [12] on
her tablet, would like to ask something, and chooses the symbol for ‘tilt’ on the
board. At that point, an intelligent partner might understand what she wants.
For example, the instruction could refer to the chair, if it is uncomfortable. It
could also refer to the tablet, if it is not at the right angle for the user, or to
a tube if she wants to drink, to mention but a few options. The environment
and the ongoing events can disambiguate what she wants. For example, if she
is wearing smart clothes then it can be inferred that she is sitting comfortably.
If the tablet is on the table facing her at the right angle, but the tube is out of
reach at that moment, then she might want to drink. Episodic understanding
and prediction may change this belief. Assume that the tablet is on the table,
but it started to flip towards the edge, so that it may/will fall. In this case, she
most probably wants the table tilted and the instruction may concern either the
intelligent wheelchair or the accompanying robot to make this happen. However,
falling is not a feature of the tablet. Nonetheless, if the assistive robot is using 3D
VR models which exploit physics and have a 3D model of the room, then ongoing
dynamical processes can be identified, computed, and predicted immediately. In
turn, the accompanying assistive robot or 3D model would be able to figure out
that the moving object may/will fall and the short instruction ‘tilt’ should refer
to the table holding the tablet.

The critical features are as follows: (i) The assistive robot or 3D VR engine
should observe that something is moving. (Motion detection has been solved
in the community to a large degree.) (ii) It should identify that the moving
object is the tablet. This detection is much more difficult when the object is
occluded. Occlusion can be tackled by using 3D models that can track objects
and their features, and thus ‘know’ about the occluded parts: they can complete
the pattern of the object from a few features in 3D. 3D model is the solution
to many partially observed problems, including the walls or obstacles behind
the moving wheelchair or the robot. If the robot or the wheelchair are missing
parts of necessary information, then they should either (re-)identify those, or,
the accuracy can be arbitrarily poor. (iii) A physical model of the environment
enables pro-active behavior. In short, the recent advances of 3D graphical models
including the embedded knowledge about physics, such as weight, fragility, and
elasticity of the objects in the environment simplify the observation task of the
employed artificial intelligence modules and facilitate timely interactions.

3 Conclusion and Discussion

We presented system layout to maintain and improve mental health by a serious
game in VR. The hardware tools of our setup allow for very natural control
actions such as movement of the head to look around and hand movements for
manipulation of the 3D world, thus we expect fast acceptance even by older
adults. The game includes a model of the observable part of the physical world.
Such information alleviates interpretation and prediction since laws of physics
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are deterministic. We added the models of sensed information about the user,
including the objects held in the hands and the objects gazed at. We exemplified
how common sense and language resources can be connected to the potential
actions occurring in the physical world, and that these sources can be exploited
to select the best options by means of semantic similarities. We also discussed
certain aspects of intentions, which are needed for efficient assistance.

When identifying an event, each sensory modality can add more information.
On the other hand, many information sources can be abandoned if the activity
is identified and a deterministic 3D dynamical model is matched. We illustrated
both of these by utilizing sensory information processed by high tech devices and
collected textual databases. Our illustration utilizes VR with 3D physics engine,
high level sensors, symbolic components such as Wikipedia and ConceptNet, and
sub-symbolic components, such as gaze. High-level inference was implemented
via methods operating on the symbolic level.

When the sensory information is insufficient for disambiguation and inter-
pretation, then information about what has just happened could be of value.
Furthermore, episodic information collected over longer times can be exploited,
too, since longer term individual behavioral patterns have low entropy [20]. Once
the situation is disambiguated, and an activity contained in the knowledge base
recognised, the activity model can be used to predict potential outcomes enabling
pro-active interaction with the ongoing event.

Crowdsourcing efforts [10] that exploit human intelligence are booming and
improving [6] and may guide artificial intelligence to human level understanding
if complemented with high-level sensors and 3D physics [15]. There are a few
directions worth mentioning here:

Special AI Methods: Recent advances in deep learning methods have passed
human performance in a number of classification task. The same technology
shows strengths in goal-oriented behavior even when only low-level visual
information is available [16]. Expectations are high in this respect and we
might see considerable breakthrough in the coming years.

Emotions: The prerequisites of emotionally sensitive assistive responses include
(i) emotion detection and (ii) personalized reactions. The former may take
advantage of facial expression estimation [11], gaze direction measurements
[27], gesture [17], and prosody estimations [9] among others in this fast devel-
oping field.

Personalization and forecasting: Web 3.0 technology and IoT scenarios can lead
to precise monitoring, spatio-temporal regularity extraction, and inference
about ongoing events given collected data about past events of the indi-
vidual and also from many other people, including individuals with similar
personalities and problems. This direction belongs to the cross section of
collaborative filtering, big data, data mining, and recommender systems, all
undergoing fast evolution recently.

Beliefs, desires, intentions: Emotions, personalization and forecasting are linked
to BDIs; i.e., to motivations, fears, explicit and implicit goals. Longer-term
goals (on the order of hours or so) are to be matched to shorter term activities.
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Machine learning should serve a person with dementia very well: activities
towards longer-term goals can be achieved if their prerequisites are satisfied
and that can be tracked by IoT.

Interestingly, the successful implementation of further dementia-related VR
games includes the knowledge about the 3D world, i.e., knowledge of material
properties described by physics and chemistry. Knowledge at the level of a child
is sufficient in many respects. We have argued about the power of virtual reality
in this context. Further investigations should include high tech tools to collect
sensory information as partly illustrated by our examples to be connected to a
fully-integrated smart virtual reality serious games platform.
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Abstract. Depression is one of the most disabling psychological disorders
worldwide. A very important challenge today consists on addressing the issue of
depression from a preventive perspective. A growing body of research supports
the efficacy of Internet-based treatments. We have developed an Internet-based
program (Smiling is Fun) with the objective of helping people in prevention of
depression and anxiety symptoms. It is based on classical cognitive behavioral
techniques, such as behavioural activation, and also includes other positive
psychological strategies to improve coping ability and positive mood. We applied
this intervention program in people who had to cope at least with one stressor in
their life producing interference (secondary prevention) and also in people who
had to cope at least a stressor and met the diagnosis of an emotional disorder (ED)
(tertiary prevention). All participants had minimal to moderate depressive symp‐
toms. The principal objective of the present work is to present the data about the
efficacy of this Internet-based intervention as a secondary and tertiary prevention
tool comparing both groups.

Keywords: Prevention · Depression · Internet-based intervention

1 Introduction

Depression is one of the most disabling psychological disorders worldwide [1]. It results
in a reduced quality of life because it damages family and friend networks and therefore
it markedly impacts at the societal level [2] affecting about 350 million people of all
ages, income and nationalities [3]. It is known that 25 % of all human beings will suffer
from depression at any moment over their lives and it will become one of the three
leading causes of disability in 2030 [4]. There are many arguments that suggest that
prevention and treatment of depression should be a health priority strategy. The preven‐
tion of depression has been proposed as one of the central points in the European Pact
for Mental Health and Wellbeing (2008). Therefore, a very important challenge today
consists on addressing the issue of depression from a preventive perspective [5]
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operating in each of its three levels: primary prevention, to reduce its incidence, secon‐
dary prevention, for people who have some risk factor or those who show subclinical
symptoms, and tertiary prevention, to minimize the limitations caused by an already
established disorder [5]. As Cuijpers et al. [6] point out, it is important to develop better
strategies and tools to identify individuals at risk and design prevention programs. We
have evidence based psychological interventions for depression [7] and, although less,
there are also interventions focusing on its prevention [5]. However, they have an
important limitation: the provision of mental health services is generally less than
adequate in terms of accessibility and quality [8]. Thus, although psychological treat‐
ments have advanced significantly they keep forgetting the central goal to reduce costs
(personal, social, and economic) associated to mental health problems. Individual
psychotherapy and the dominant model in the provision of services are not likely to
achieve these needs [9]. The use of the Internet to support the implementation of the
interventions (treatment or prevention), have proven to be a powerful means for its
effective deployment in general mental healthcare provision. It has been demonstrated
to be a feasible solution to accessibility problems, helping to deliver interventions
focused on promoting healthy lifestyle and behaviours [8]. A growing body of research
supports the efficacy of Internet-based treatments [10].

The principal objective of the present work is to present data about the efficacy of
an Internet-based intervention as a secondary and tertiary prevention tool. We
have developed an Internet-based program (Smiling is Fun) with the objective of helping
people in prevention of depression and anxiety symptoms, and in promoting emotion
regulation. It is based on classical CBT techniques, such as behavioural activation, and
also includes other positive psychological strategies to improve coping ability and posi‐
tive mood (Riva et al. 2012). We applied this intervention program in people who had
to cope at least with one stressor in their life that produces interference (secondary
prevention) and also in people who had to cope at least a stressor and met the diagnosis
of an ED (tertiary prevention) comparing these two groups of participants. All partic‐
ipants had minimal to moderate depressive symptoms. We present the results until the
6 month follow up.

2 Method

2.1 Sampling Procedure and Participants Characteristics

Participants were recruited via announcements to the university community and adver‐
tisements on the media (Internet and newspapers) and posters. The advertisements
described the research as a study of an Internet-based intervention for the prevention of
depression and an opportunity for personal growth and to acquire psychological
resources. The advertisements also stated that prospective participants would receive 15
Euros to cover travel expenses any time they had to come to the lab. People who were
interested contacted us either by phone or e-mail. Eligibility and exclusion criteria were
as follows: Inclusion criteria included to be aged between 18–65 years old; be willing
to participate in the study; be able to use a computer and having an Internet connection
at home; be able to understand and read Spanish; to have minimal, mild, or moderate
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depression (score not more than 28 in the BDI-II) and, to be experiencing, at least, one
stressful event in their lives that provoked them an interference. Exclusion criteria
included to be receiving psychological treatment or to have received another psycho‐
logical treatment in the past year, to suffer a severe mental disorder on Axis I: abuse or
dependence of alcohol or other substances, psychotic disorder or dementia and, the
presence of suicidal ideation or plan (Evaluated by item 9 of the Beck Depression
Inventory; BDI-II).

Demographic Characteristics. The final study sample (N =80) was composed mostly
by women (65 %). Regarding marital status, 53.8 % of the participants were single,
38.8 % married or with a partner and 7.5 % separated or divorced. Regarding the study
level most of the participants had higher education (68.8 %), 26.3 % had mid-level studies
and the rest were basic studies (5 %). The age range was between 20 and 59 with a media
of 35.13 and a standard deviation of 9.45.

Diagnostics. Regarding diagnosis, following the DSM-IV-TR criteria (APA, 2002),
24 participants met the criteria for one or more anxiety or mood disorders. The number
and percentage of each diagnosis at baseline are presented in Table 1. As shown in the
table, 13 cases fulfilled depression criteria and 1 dysthymia.

Table 1. Number of each of the diagnoses present at pre-treatment

Diagnostic N pre-treatment
Depression 8
GAD 5
A without PD 4
SP 1
Dysthymia 1
Cases of comorbidity
Case 1
Case 2
Case 3
Case 4
Case 5

Depression + GAD
Depression + GAD
Depression + GAD
Depression + GAD + PTSD
Depression + GAD + SP + A without PD+OCD

Note. N pre treatment = Number of each of the diagnoses in the pre-treatment; GAD = Generalized Anxiety
Disorder; A without PD = Agoraphobia without Panic Disorder; SP = Social Phobia; PTSD = Post-Traumatic
Stress Disorder; OCD = Obsessive Compulsive Disorder.

Stressful Events. As shown in Table 2, all participants were experiencing one or more
stressful events in their lives.
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2.2 Intervention

Smiling is Fun is an Internet-based, multimedia (video, image, etc.), interactive program
for the prevention and treatment of depression, which allows the individual to learn and
practice adaptive ways to cope with depressive and anxiety symptoms and daily prob‐
lems. It is designed for optimal use on a PC, but it can also be used on a tablet. The
program includes a Home module, Welcome module and 8 treatment interactive modules
with the following main therapeutic components: motivational, educational, cognitive,
behavioural activation, and positive psychology. Smiling is Fun uses three complemen‐
tary transversal tools that accompany the user throughout the implementation of the
program: (1) Activity report for self-monitoring, which provides feedback to users,
showing that their mood is related to the activities performed, and the benefits of being
active. (2) The calendar which allows users to know at what step they are throughout
the program and provides information regarding homework and tasks already achieved,
reminding the user of those still outstanding. (3) ‘How am I?’ which offers a set of graphs
and feedbacks to chart the user’s progress. It shows the evolution of: activity level,
emotional distress (anxiety and sadness), positive emotionality (active, enthusiastic,
energetic, etc.) and negative emotionality (angry, fearful, stressed, tense, moody, etc.).

2.3 Measures

Mini-International Neuropsychiatric Interview (MINI) [11]. This is a short structured
diagnostic psychiatric interview that yields key DSM-IV and ICD-10 diagnoses.

Beck Depression Inventory II [12].This is one of the most widely questionnaires used
to evaluate severity of depression in pharmacological and psychotherapy trials. The
instrument has good internal consistency (Cronbach’s alpha of 0.76 to 0.95) and test-
retest reliability of around 0.8 [12]. The Spanish version of this instrument has also
shown a high internal consistency (Cronbach’s alpha of 0.87) for both the general [13]
and the clinical population (Cronbach’s alpha of 0.89).

Overall Anxiety Severity and Impairment Scale [14]. OASIS consists of 5 items that
measure the frequency and severity of anxiety, as well as the level of avoidance, work/

Table 2. Number of each stressor present in the lives of the participants at pre-treatment.

Stressful event N
Unemployment 48
Other unemployed relatives 35
Debts 27
Disease (own or other relatives) 45
Conflicts (work / family) 30
Other 20

Note. N = Number of each stressor at pre-treatment.
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school/home interference, and social interference associated to anxiety. A psychometric
analysis of the OASIS scale found good internal consistency (Cronbach’s alpha = 0.80) [14].

Overall Depression Severity and Impairment Scale [15]. ODSIS is a self-report measure
which consists of 5 items, evaluating experiences related to depression. ODSIS measures
the frequency and severity of depression, as well as the level of avoidance, work/school/
home interference, and social interference associated to depression. A psychometric anal‐
ysis of the ODSIS scale found good internal consistency (Cronbach’s alpha = .92) [15].

Positive and Negative Affect Scale [16, 17]. PANAS consists of 20 items that evaluate
two independent dimensions: positive affect (PA) and negative affect (NA). The range
for each scale (10 items on each) is 10 to 50. The Spanish version has demonstrated high
internal consistency (0.89 to 0.91 for PA and NA in women and 0.87 for AP and 0.89
for AN in men) in college students [17]. This is consistent with the findings in the
literature [16].

Perceived Stress Scale [18]. The PSS is a 14-item self-report questionnaire that assesses
the degree to which recent life situations are appraised as stressful. Spanish validation
of this scale has an internal consistency of 0.86 [19]. We used the 4-item version of this
scale. It is composed by the items 2, 6, 7 and 14, which correlate more strongly with the
14-item scale.

2.4 Procedure

People who were interested in the study contacted us either by phone or e-mail. We pre-
screened possible participants by phone to filter some crucial criteria: age, to be receiving
psychological treatment or to have received another psychological treatment in the past
year, to be able to use a computer and having an Internet connection at home and to be
able to understand and read Spanish. Participants who passed the pre-screening by phone
were given a date for an initial face-to-face interview (screening) in our laboratory,
where a research team member explained the study, asked for demographic information,
evaluated the presence of depression or other ED by the MINI, and the severity of
depressive symptoms by the BDI-II. Furthermore, the investigator evaluated the pres‐
ence of a stressful life event and its interference. Participants interested in participating
signed an informed consent form. Selected participants became part of the study (N=80).
Then, the participants were given access to the program. They had to wait 24 h until
being able to start with the first module of the program. Once they finished the 8 treatment
modules, they performed the post-treatment evaluation also integrated into the web
system (same self-report questionnaires that in the pre-treatment assessment).
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3 Results

3.1 Baseline Data

The Chi-square tests indicated that there were no significant differences between the two
groups before treatment on any of these variables: sex (χ2(1)= 0.813; p = 0.666); marital
status (χ2(2)= 2.351; p = 0.671); educational level (χ2(2)= 2.526; p = 0.640); and age
(t=-1.349; g.l=78; p=0.181).The one-way ANOVA analysis showed that the partici‐
pants who where living a difficult life situation and met the diagnostic criteria of a ED,
were significantly worse in the pre-treatment in all clinical variables (see Table 3).

Table 3. Clinical characteristics of Participants at Pre-Assessment

DV Clinical Status M SD F p
OASIS Stressor

Stressor + Diag.
Total

3.34
6.42
4.26

3.32
3.46
3.63

14.032 <0.001

ODSIS Stressor
Stressor+ Diag.
Total

1.95
5.29
2.95

2.80
3.43
3.36

20.836 <0.001

BDI-II Stressor
Stressor+ Diag.
Total

7.84
15.42
10.11

6.20
6.97
7.29

23.255 <0.001

PANAS + Stressor
Stressor+ Diag.
Total

30.79
23.08
28.48

6.77
7.32
7.76

20.691 <0.001

PANAS - Stressor
Stressor+ Diag.
Total

17.27
22.63
18.88

5.88
5.95
6.37

13.823 <0.001

PSS Stressor
Stressor+ Diag.
Total

5.11
8.33
6.08

2.75
2.33
3.01

25.225 <0.001

Note. M = Medium; SD = ssStandard Deviation; BDI II = Beck Depression Inventory II; Stressor = group of participants
who were living a stressful event (n = 56); Stressor + Diag. = group of participants who were living a stressful event and
met a clinical diagnostic (n = 24); OASIS = Overall Anxiety Severity and Impairment Scale; ODSIS = Overall Depression
Severity and Impairment Scale; PANAS+ = Positive Affect Scale; PANAS- = Negative Affect Scale; PSS = Perceived Stress
Scale.

3.2 Difference Between the Group with Stressors and the Group with Stressors
Plus Clinical Diagnostic: Pre-post-Follow up

Means, standard deviations for all outcome measures of the participants who were living
a stressful event and for the participants who had also met diagnostic criteria for an ED
are displayed in Table 4. The ANOVA results showed that both the time effect and the
effect group were significant in all variables. Regarding the interaction effect it was
significant in the variables: ODSIS (F (3, 234) =4.72, p=.010), BDI-II (F (3, 234) =5.19,
p=.005) and PSS (F (3, 234) =3.00, p=0.413). In these variables with interaction effect,
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the Sidak’s post-hoc tests indicated that in the case of ODSIS, the participants with an
ED improved significantly from pre to post (p < .001), in comparison with the group
with only a difficult situation (p = .079). The improvements obtained at post-treatment
remained until 3 the month follow up but not until the 6 month follow up. The same
pattern was observed in the case of perceived stress (PSS): the participants with an ED
improved significantly from pre to post (p =.001), in comparison with the group with
only a difficult situation (p =.090). In these cases, the improvements remained at 3 and
6 month follow-up. Regarding the BDI-II the two groups improved significantly from
pre to post-treatment. Nevertheless, as we can see in Table 4 and the effect size presented
below, the participants with clinical diagnostic benefit more from the intervention
program than the participants with only stressors. The improvements were maintained
at 3 and 6 month follow up.

Table 4. - Means and Standard Deviations of the clinical variables: pre – post and follow ups.

DV Clinical Status PRE-TRAT POST-TRAT 3 F-UP 6 F-UP
M SD M SD M SD M SD

OASIS Stressor
Stressor + Diag.
Total

3.34
6.42
4.26

3.32
3.46
3.63

1.25
3.00
1.78

2.24
2.62
2.48

1.66
3.25
2.14

2.36
2.88
2.61

1.84
4.29
2.58

2.42
3.34
2.94

ODSIS Stressor
Stressor+ Diag.
Total

1.95
5.29
2.95

2.80
3.43
3.36

0.82
2.00
1.18

1.95
2.69
2.24

1.09
2.29
1.45

2.07
3.34
2.56

1.05
3.50
1.79

2.20
3.34
2.80

BDI-II Stressor
Stressor+ Diag.
Total

7.84
15.42
10.11

6.20
6.97
7.29

4.68
7.92
5.65

4.85
7.24
5.82

4.82
8.08
5.80

5.21
7.78
6.22

4.70
9.96
6.28

5.24
8.41
6.76

PANAS + Stressor
Stressor+ Diag.
Total

30.79
23.08
28.48

6.77
7.32
7.76

32.57
28.92
31.48

8.13
11.01
9.18

32.82
29.63
31.86

8.09
11.14
9.16

32.59
28.67
31.41

7.84
9.25
8.43

PANAS - Stressor
Stressor+ Diag.
Total

17.27
22.63
18.88

5.88
5.95
6.37

12.75
16.88
13.99

3.15
5.03
4.23

13.80
17.67
14.96

4.04
5.56
4.86

13.91
19.29
15.53

3.97
6.10
5.28

PSS Stressor
Stressor+ Diag.
Total

5.11
8.33
6.08

2.75
2.33
3.01

4.23
6.21
4.83

2.71
3.27
3.01

4.34
6.03
4.85

2.70
3.37
3.00

4.05
6.25
4.71

2.69
3.26
3.03

Note. M = Medium; SD = Standard Deviation; BDI II = Beck Depression Inventory II; Stressor = group of participants who
were living a stressful event (n = 56); Stressor + Diag. = group of participants who were living a stressful event and met a
clinical diagnostic (n = 24); OASIS = Overall Anxiety Severity and Impairment Scale; ODSIS = Overall Depression Severity
and Impairment Scale; PANAS+ =Positive Affect Scale; PANAS- = Negative Affect Scale; PSS = Perceived Stress Scale.

3.3 Effect Sizes (Cohen’s D) Pre-post Intervention

In the group of participants who were only experiencing a stressor, a medium effect size
in the variables was obtained: OASIS (d= .71), ODSIS (d=.45) and BDI-II (d=.55). In
the PANAS + and PSS a small effect size was obtained (d=.23 and .31 respectively).
In the case of the PANAS –a big effect size was obtained (d=.93).
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Regarding the participants with ED a big effect size in the variables was obtained:
OASIS (d=1.03), ODSIS (d=.99), BDI-II (d=.98) and PANAS – (d=.96). Medium
effect size on positive affect and PSS was found (d=.58 and d=.69 respectively).

3.4 Treatment Adherence

The adherence was high in both groups: 82.1 % participants of Stressor group completed
all treatment modules and 75 % of Stressor + Diagnostic group.

4 Discussion

This work pretended to analyze the utility of the self-applied intervention program
through the Internet as a secondary preventive strategy (aimed to people without any
disorder symptoms, but with some risk factors or subclinical symptomatology) and
tertiary (aimed to reducing disability arising from an existing disorder). In order to do
that, two groups were selected (Stressor versus Stressor + diagnosis). 56 participants
living one or more stressful events that caused interference in their lives took part as
they were in a risky situation (secondary prevention) and 24 participants who were also
living one stressor fulfilled the diagnostic criteria of an ED (tertiary prevention). In order
to address such objective, different analysis were carried out. First of all, some analysis
were carried out in order to determine whether there were differences in the improvement
of the different clinical variables assessed according to whether, in addition to be
suffering and adverse event, participants met diagnostic criteria of an ED. Participants
with a diagnosis of an ED were significantly worse in all clinical variables. However,
at post-treatment and follow ups, both subsamples improved significantly at OASIS and
PANAS (positive and negative). Results found were relevant, as, although both groups
had started with significantly different scores, the intervention was equally effective in
both subsamples in improving both anxiety symptoms as negative and positive affect.
This result is relevant, as it indicates that the program protects those people in a risky
situation, although it does not fulfill depression criteria neither another ED (secondary
prevention), improving its symptomatology. And also those already showing an ED
(tertiary prevention). However, we should remember that it was not like this with ODSIS
and PSS, as in these variables, the participants fulfilling diagnostic criteria of an ED
significantly improved, compared to those participants who only showed one or several
stressors in their lives, who did not. Furthermore, although at BDI-II both subsamples
improved significantly from pre to post-treatment, those participants suffering from an
ED benefited more. We have to add to this that, in all variables, the effect size found
was bigger with the subsample of the participants fulfilling diagnostic criteria of an ED
than with the subsamples of those participants who were just going through a difficult
vital situation (with the exception of the negative affect, where a big size effect was
found in both subsamples). These are interesting results, as they may suggest that, in
our study, the more severe the participant was, the more was benefited. Results indicate
that the self-applied intervention program has also worked as a tool to reduce the disa‐
bility and discomfort showed by the sample who apart from going through a difficult
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vital situation, fulfilled the diagnostic criteria for an ED (tertiary prevention). On the
other hand, data should read results carefully, as so far, we just have data for the 6 month
follow up. Similar studies, with self-applied preventive programs through the Internet,
have also showed being successful in reducing depressive and anxiety symptoms [20].
More recently, our group, within the frame of the European project OPTIMI (Online
Predictive Tools for Intervention in Mental Illness) [21] has tested the efficacy of the
very same program used in this study, but with a specific population that consisted of
long-term unemployed men who were considered at risk, and the results are encouraging
[22]. Even though, the studies focusing on prevention with self-applied programs
through the Internet are quite limited. Therefore, this study is relevant to this topic. It is
possible to conclude that the results show that the program would be useful as a secon‐
dary and tertiary prevention strategy. That is, it would protect those participants at risk
(those suffering from a stressor interfering in their lives), but who do not fulfill diagnostic
criteria of any disorder at pre-treatment (secondary prevention). Furthermore, taking
into account those participants who did fulfill diagnostic criteria of an ED at pre-treat‐
ment, the disability arising from it might moderate, even going to disappear (tertiary
prevention). A basic objective of this study is therefore accomplished, that is to say, to
make people acquire coping resources which enable them to properly handle those
difficult situations in their daily lives. To sum up, we can state that the self-applied
treatment protocol through the Internet has shown to be efficient when improving the
clinical state of those people who took it. Also, the improvement has been kept in time
with most of the assessed clinical variables (at least, during the 6 months after the inter‐
vention).

The study has limitations: It doesn’t have control group. For this reason, it is possible
that the symptoms improved because often, overtime, symptoms decrease. Furthermore,
it is possible that differences found between the two groups can be explained by that
diagnosed group has higher scores. In any case, in view of the results, we consider the
present study has contributed to improve the knowledge related to the psychological
treatments which could be self-applied through the Internet, adding data that demon‐
strate their effectiveness.
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Abstract. Pregnancy involves important changes for women of all ages. Specif‐
ically, young pregnant are faced with the difficult task of continuing their physical,
emotional, and identity development while preparing for their role as parents. The
aim of this work is to present the protocol of an innovative self-applied online
positive psychology intervention addressed to pregnant youth. The purpose of
this intervention is to enhance well-being, to help these women get through preg‐
nancy in the best possible way. The intervention will be composed by four
modules, for a total length of five weeks. Each module will be dedicated to the
promotion of one positive dimension through the use of validated positive
psychology exercises. We hypothesize that participants will report a significant
higher level of happiness at post-test, and follow-up. Secondly, we hypothesize
that participants will report a significant increase in positive affect, optimism, life
satisfaction, social support, self-compassion, and psychological well-being, and
a reduction in depression, anxiety, and negative affect at post-test and follow-up.
Tertiary study objective is to examine if particular subgroups (in term of ages,
different week of pregnancy, relationship status, unwanted/wanted pregnancy,
and different personality profile) will benefit differently than others from the
training .

Keywords: Positive psychology intervention · Pregnancy · Youth · Online
intervention

1 Introduction

Pregnancy and childbirth are major life events. Pregnancy is a time of changes: it repre‐
sents the start of a new role for women of all ages. Pregnancy is also a period during
which women are exposed to the risk to develop some psychological disorders as
depression [1], anxiety disorders (i.e. panic attack, obsessive-compulsive disorder, and
general anxiety disorder) [2–5], and eating disorder [6]. The most common psycholog‐
ical disorder linked with pregnancy is depression. Risks to develop depression are asso‐
ciated with previous personal history of depressive episodes, family history, but also to
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some psychosocial factors, as the lack of social support, negative attitude towards the
pregnancy, and negative relationship with the beloved [7, 8].

Specifically, regarding young future mothers, they are faced with the difficult task
of continuing their physical, emotional, and identity development while preparing for
their role as parents [9]. Comparing to older women, young future mothers have higher
probability to develop some psychosocial problems linked to young pregnancy including
school interruption, persistent poverty, limited vocational opportunities, separation from
the child’s father, divorce, and repeat pregnancy [10]. Moreover, young pregnant women
experience feelings of anxiety, depression, loneliness, and confusion because they do
not know what to expect from motherhood [11, 12]. They have to start to look to their
lives in another way [13].

Youth pregnancy still represents a social and health concern, either in developing
and industrialized countries. Each year, approximately 900.000 teenagers become preg‐
nant in the United States [14], and more than 4 in 10 adolescent girls have been pregnant
at least once before 20 years of age [14]. The majority of these pregnancies are among
older teenagers (i.e. 18 or 19 years of age) [14, 15]. Specifically, Hispanic adolescents
have had the highest overall birth rates and smallest decreases in recent years [16].
Considering the adolescent fertility rate (births per 1,000 women ages 15–19), for every
1.000 females 15 to 19 years of age, between 2010–2014, 55 in Argentina, 14 in Canada,
55 in Chile, 63 in Mexico, 101 in Nicaragua, 11 in Spain, 26 in UK, and 31 in USA gave
birth [17]. The United States teenage birth rate of 52.1 is the highest in the developed
world– and about four times the European Union average. The United Kingdom has the
highest teenage birth rate in Europe. In Spain, it has been noticed an increased number
of pregnant women who are living in a relational and economic difficult situation.
Specifically, the 34 % of pregnant women are between 16 and 25 years old and they
report several issues related to the absence of support from the family, the partner, and
the social community. Giving birth while still a teenager is strongly associated with
disadvantage in later life. On average across 13 countries of the European Union, women
who gave birth as teenagers are twice as likely to be living in poverty [17].

Some models of adolescent pregnancy-prevention programs exist [14, 18–20].
Nevertheless, most of them are focused on abstinence promotion and contraception
information, contraceptive availability, sexuality education, school-completion strat‐
egies, and job training. The aim of these program is to prevent a second pregnancy, and
prevent the abuse of drugs among adolescent mothers. None of these programs is dedi‐
cated to the promotion of the well-being, and to the enhancement of the strengths already
present in the participants. Thus, starting from this lack, we have developed an Internet-
based positive psychology training, “Positive Pregnancy” (http://pospre.wix.com/
home) aimed to the promotion of the overall well-being of the future young mothers.
We think that focusing on the well-being enhancement will promote and contribute to
increasing the personal and social strengths of the participants, preventing the risks to
develop psychosocial problems, as school interruption, limited vocational opportunities,
depression, anxiety and loneliness.

The aim of this work is to present the protocol of this innovative self-applied online
positive psychology intervention addressed to pregnant youth.
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Below, in order to better understand the training, we included some reflections about
positive psychology interventions and the relevance of online interventions in the
contemporary society.

2 Positive Psychology and Positive Psychology Interventions (PPIs)

One goal of positive psychology is to increase well-being, and research suggests that
this is possible through brief exercises termed “positive interventions” (PPI) [21–
23]. According to Lyubomirsky [24], positive psychology interventions are programs
“aimed at increasing positive feelings, positive behaviors, or positive cognitions as
opposed to ameliorating pathology or fixing negative thoughts of maladaptive
behavior patterns” (p. 469). Recent meta-analyses confirm that on average, these
techniques lead to reliable and sustainable boosts in well-being [25–28]. Moreover,
increased positive well-being is a significant protective factor from the occurrence
of future episodes of major depression [29].

In the last decades, many experimental researches based on online trials has been
conducted. The Internet allows dissemination of these positive psychology techniques
throughout the world, anywhere participants have Web access. Internet programs have
the potential to improve engagement, provide cost-effective and engaging programs,
allowing participants to access content at their own pace. The effectiveness of online
positive psychology interventions has been proved by many studies [30–33].

3 The Current Study

The proposed study has the aim to explore the effectiveness of an online positive
psychology training, Positive Pregnancy, addressed to pregnant women. The primary
objective of the program is to enhance and promote the well-being of the young mothers,
and, in general, all pregnant women through the use of simple and daily Positive
Psychology exercises. This training will be focused on activities related to some positive
psychology dimensions as self-compassion, self-acceptance, savoring, satisfaction with
life, social support, positive social relationships, and optimism.

Our first and principal hypothesis regards the construct of happiness. Since happiness
is one of the principal well-being’s construct [34–36], we hypothesize that participants
will report a significant higher level of happiness at post-test, and follow-up. Secondly,
we hypothesize that participants will report a significant increase in positive affect,
optimism, life satisfaction, social support, self-compassion, and psychological well-
being, and a reduction in depression, anxiety, and negative affect at post-test and follow-
up. Tertiary study objective is to examine if particular subgroups (in term of ages,
different week of pregnancy, relationship status, unwanted/wanted pregnancy, and
different personality profile) will benefit differently than others from the training. In fact,
specifically for pregnant adolescents, there is still not a general agreement about whether
psychological well-being is compromised by young age alone, or whether emotional
distress, depressive symptoms, and anxiety may be the result of other associated factors
as single status or unwanted pregnancy [37].
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4 Study Design

This study is characterized by a single experimental condition. After signing and sending
to the researcher the consent form (in case of minor, the consent form has to be signed
by one of the parents or a tutor of the girl), completing the screening and pre-assessment
parts on the SurveyMonkey platform, participants will have free access to positivepreg‐
nancy.com. Every week, after a short assessment, they will receive free access to a new
module. The training is composed by four modules, “Mindfulness and Self-Accept‐
ance”, “Savoring”, “Connectedness”, and “Best Possible Self”, for a total length of five
weeks (see Table 1). Each module is composed by two parts. The first one is dedicated
to the psychoeducation about the particular positive psychology dimension of the
module. In the second part, participants are invited to practice some activities, as for
instance the “Best Possible Self” exercise [38], with the purpose to enhance the positive
psychology dimension in question. All the modules are composed by different interac‐
tive elements as video, sounds, and images, which increase the engagement. At the end
of the last module participants will receive by e-mail a link to complete the post-assess‐
ment on the SurveyMonkey platform. After one month from the post-assessment, partic‐
ipant will receive another link to complete the follow-up evaluation. The free access to
the training will be guaranteed also after the follow-up, in order to permit to the woman
to have access to the exercises and information available on http://pospre.wix.com/home
at any time. Participant will always have access to an informative session which contains
multimedia information about pregnancy, alimentation, and type of births.

Table 1. Modules of the Positive Pregnancy training

Week Module Dimensions Exercises
1 Mindfulness and self-

acceptance
Self-acceptance, and

self-compassion
Psychoeducation about mindfulness
Body scan exercise [39]

2 Savoring Life satisfaction Psychoeducation about savoring Three
good things in life exercise [40, 41]
Savoring the moment exercise [30, 42]

3 Connectedness Positive relations
with the others, and
social support

Psychoeducation about connectedness
Connectedness exercise

4 Best Possible Self
(part 1)

Optimism Best Possible Self exercise [38, 43]

5 Best Possible Self
(part 2)

Optimism Baby-steps exercise [43]

4.1 Inclusion and Exclusion Criteria

The training is open to all pregnant women, Spanish-speaking or Anglophone. The
study, instead, will include pregnant women: (1) who are pregnant between the 12th and
28th week, (2) who have regular access to Internet, (3) who have decided to be the mother
of the baby, and (4) who sign the consent form (for minors, the consent form has to be
signed by a parent or a legal tutor).
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5 Conclusion

The proposed study has the aim to explore the effectiveness of an online positive
psychology training, Positive Pregnancy, addressed to pregnant women. Specifically,
we hypothesize that participants will report a significant increase in positive affect,
optimism, life satisfaction, positive social relations, self-acceptance, purpose in life, and
psychological well-being, and a reduction in depression and negative affect at post-test
and follow-up. Secondary study objective is to examine if particular subgroups (in term
of ages, different month of pregnancy, and different personality profile) benefit differ‐
ently than others from the training. If shown to be effective, the training could prove to
be an affordable and valid tool to promote and improve well-being in young pregnant
women and in general, in all pregnant women, and it could be translated in other
languages in order to improve its accessibility.
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Abstract. Developmental dyslexia is a specific learning disorder of neurobio‐
logical origin that causes a reading impairment. Since music and language share
common mechanisms and the core deficit underlying dyslexia has been identified
in difficulties in dynamic and rapidly changing auditory information processing,
it has been argued that enhancing basic musical rhythm perception skills in chil‐
dren with dyslexia may have a positive effect on reading abilities. Therefore,
active engagement with music provides an enjoyable environment that may
improve motivation of children and thus enhance the efficacy of the intervention.
Taking these findings and hypotheses into account, a computer-assisted training,
called Rhythmic Reading Training (RRT), was designed to implement a treatment
which combines a traditional approach (sublexical treatment) with rhythm
processing training. Some preliminary test-training-retest studies showed the
efficacy of RRT intervention on reading abilities of children with dyslexia.

Keywords: Reading · Developmental dyslexia · Music · Rhythm · Auditory
processing · Intervention · Personalized training

1 In Search of an Effective and Easy-to-Administer Training
for Dyslexia

Developmental dyslexia (DD) is a specific learning disability of neurobiological origin,
which causes an impairment in the ability of reading in spite of normal education, intellec‐
tual functioning and socio-cultural opportunity [1]. DD is one of the most common neuro‐
psychological disorders affecting children. Studies conducted in English-speaking coun‐
tries report a prevalence ranging from 5 to 17.5 % [2]. In Italy, due to the transparency of
Italian orthography, the prevalence of DD is lower and ranges from 1.5 to 5 % [3]. The
consequences of this impairment on learning and scholastic achievements are relevant and
often causing a decrease of the motivation for learning, self-esteem and self-efficacy.

Although the core mechanism underlying DD is still under debate, a specific dysfunc‐
tion in phonological processing is currently widely assumed to be the primary deficit, as
confirmed by many evidences [4, 5]. It has also been showed that the impairment in
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phonological representation, which is the distinctive feature of DD, is associated to diffi‐
culties in rapidly changing auditory information processing [6, 7]. Children with DD are
typically poor in basic auditory perceptual and timing skills, such as sensitivity to speech
prosody, pitch perception and rhythm (sound attributes cued by amplitude, duration and
frequency changes of the acoustic signal) [8, 9]. These auditory perception difficulties
could contribute to the development of impaired phonological representation for words [10].

Regarding the Italian context, a meta-analysis [11] suggested that the most effective
treatments for DD are the interventions aimed at improving the automatic decoding of
sublexical and lexical stimuli, such as the Sublexical Treatment [12] and the visual
hemispheric-specific stimulation inspired by the Balance-Model [13]. These treatments
are characterized by some weaknesses in their application for the rehabilitation of DD.
First, they require to be performed in a clinical setting by a therapist who is expert in
the methodology, thus demanding a time-consuming and economic commitment of the
patient’s family. Moreover, the characteristics and the abilities of the therapist are crucial
for the effectiveness of the treatment. Therefore it is difficult to ensure a standardized
procedure and the outcomes are quite variable. Finally, since both of these treatments
involve an intensive and repetitive reading training that has to stress decoding in order
to be effective, they are often experienced as boring and tiring, causing a decrease of the
participants’ motivation.

These concerns point out the need for a rehabilitation methodology that could
provide (a) a supervised usage at home, therefore not requiring the physical presence of
an expert for every session; (b) a standardized procedure which could adapt to the
specific needs of each participant planning the activities systematically and gradually
increasing the exercises’ difficulty; (c) the invariance of the effects in spite of therapist’s
personal characteristics and level of expertise; (d) engagement and motivation of partic‐
ipants throughout the whole intervention period.

Taking all these requirements into account, we designed a computerized training
program whose characteristics help overcoming the limitations of traditional treatments
while guaranteeing the effectiveness in improving reading abilities of children with DD.
The use of information technology (IT) could provide some benefits in a rehabilitation
setting. It has been proven that children with DD are more motivated and less stressed
when they use IT tools for dealing with tasks involving reading [14]. Moreover, another
feature of IT tools that facilitates reading training process is the multimodal presentation
of stimuli, which can therefore be delivered simultaneously as auditory and visual.

Concerning the motivation issue, we thought about introducing music as a rehabil‐
itation tool. Active engagement with music provides an enjoyable environment that may
improve motivation and self-efficacy of children with DD. Moreover, many considerable
studies support the hypothesis that music training could be effective in enhancing audi‐
tory perception abilities and consequentially improve language processing and reading
skills.

1.1 Music as an Empowering Tool for the Development of Reading Skills

Many evidences about the existence of shared mechanisms supporting the processing
of both music and language have been reported. Neuroimaging studies provided
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evidence of a significant overlap in the brain regions involved in processing the char‐
acteristic of both auditory speech and non-speech signals [15]. Furthermore, it has been
proven that musical expertise has a positive effect on language and literacy abilities in
normal-reading children, suggesting an association between music and reading skills
[16]. In fact, music attributes discrimination abilities, assessed using tonal-melodic and
rhythmic tasks, predict phonological and reading skills in both normal-reading children
and children with DD [17]. These findings suggest that interventions aimed at enhancing
basic auditory perception skills of children with DD may impact on reading abilities:
improvements caused by music training might transfer to other domains, such as
language, enhancing pitch, timing and timbre processing.

Some conjectures about how music could help children with DD have been put
forward [18, 19]. So far, the attempts to improve reading skills through music training
were carried out engaging poor readers, pre-schoolers or children with DD in activities
involving mostly discriminating pitches, reproducing rhythmical patterns by tapping
hands, foots or hitting the drums, evaluating the speed or the intensity of sounds and
singing according to given instructions. In other words, music training occurred as a
separate experience with no direct link to language and reading. It was expected that
improvements produced by music activity in the basic auditory mechanisms in common
between music and language should transfer from music to language.

A study conducted by Overy [18] examined the influence of a 15-week music training
on reading skills of 9 children with DD. Music lessons were conducted 3 times per week
in sessions of 20 min each. Reading skills were assessed across the music intervention
period and the preceding 15-weeks control period. A significant improvement in phono‐
logical, spelling, rhythm copying and rapid auditory processing skills emerged, but
reading skills were not significantly affected by the musical treatment. In a similar
designed study, Register and colleagues [20] measured the efficacy of a short-term music
curriculum, designed to target reading comprehension and vocabulary skills, on reading
skills of second-grade students, some of which were diagnosed with DD. Significant
improvements in word decoding, word knowledge and reading comprehension were
found after the music intervention in the group of children with DD.

Even though the hypothesis of a positive effect of music training on the impaired
auditory perception and timing processing of children with DD is supported by many
studies, music education alone failed to produce improvements in reading skills compa‐
rable with those resulting from traditional intervention methods for DD, which hence
should not be replaced [21]. We hence wondered if a more efficient way of taking
advantage of music for the development of reading skills could be to incorporate the
music dimension in the reading training. Better outcomes could be achieved if shared
mechanisms between music and language are trained simultaneously through exercises
involving both the musical and the linguistic dimensions. This combination should
produce a synergy between the two dimensions, with both music sounds and verbal
stimuli stressing the same elements (e.g., the rhythmical structure of language) and
converging on the same results (such as hinting at temporal regularity in analysing and
decoding the presented verbal stimuli).

For allowing the music and linguistic dimensions to interact and combine, IT appears
to be the perfect choice. First, multimodal stimulation can be provided by a computerized
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application, presenting music and verbal materials simultaneously. Additional cues,
such as visual elements aimed at highlighting the relevant part of the stimuli to be
processes, can be easily included. Second, computerized exercises enable trainers to
have control over timing and difficulty of the stimulus presentation. Finally, the perfect
synchronisation of the concurrent presentation of sounds, verbal materials and visual
cues is assured. All these outcomes cannot be reached without the use of IT, since the
presentation of the stimuli performed by a human agent cannot be as accurate.

Taking all these considerations into account, a computerized training program which
combines a traditional remediation approach (sublexical treatment) with rhythm
processing training was designed and implemented. A rhythmic accompaniment
provides readers a structure which helps them to organize temporal cues of speech
sounds. Rhythm therefore should assume the role of an aid in rapid auditory processing
which can support word decoding ability.

1.2 A Computerized Training Program: The Rhythmic Reading Training (RRT)

RRT is a child-friendly computerized reading program addressed to Italian students with
DD aged 8–14 [22]. The software was developed using Unity as the game engine and
therefore both a Windows and a Mac version of the software are available.

Concerning the content of the application, the training program is composed of three
categories of exercises designed to improve reading skills, which can be selected from
a user-friendly menu screen: “Syllables”, “Merging” and “Words and Pseudo-words”.
Each category of exercises is aimed at training a specific reading ability. The section
“Syllables” trains syllable recognition. The section “Merging” involves merging sylla‐
bles for creating words. The goal of the section “Words and Pseudo-words” is to train
word, pseudo-word and small phrases decoding.

All reading exercises include a rhythmical accompaniment with gradually increasing
speed. Participants are taught to read the verbal stimuli (i.e., syllables, words, pseudo-
words, phrases) presented on the screen in synchrony with the rhythmic accompaniment.
The first time an exercise is presented, the stimulus (or the part of the stimulus) which
has to be read is indicated by a visual cue (consisting in highlighting the target grapheme
in red) synchronized with musical rhythm, so to allow trainees to understand clearly in
which manner they had to read the verbal materials.

The software allows the trainer to modulate the speed of presentation of the verbal
stimuli in the exercises depending on the reading level of each participant. In order to
make the speed setting easier, the velocity is expressed in terms of syllables per second
(in RRT, 1 syllable per second is equivalent to 60 beats per minute), which is the most
common measure used in clinical setting for assessing reading speed. Also, the
complexity of the verbal stimuli presented is gradually increasing along with speed
modulation. The complexity is modulated by increasing the number of stimuli presented
on the screen (and thus manipulating visual crowding), decreasing letter font size,
removing the visual cue (so that children have to rely only on the auditory aid for main‐
taining reading speed) or introducing concurrent tasks, such as the detection of a specific
verbal target while reading.
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The software provides the possibility to adapt the exercises presentation to the
specific characteristics of each participant. That is the reason why the software can target
a quite wide range of participants’ age and levels of reading impairment.

In order to provide a distractors-free environment, all the exercises were designed
for having an extremely simple and clear setting, so that children could focus only on
the task presented. The font chosen for the verbal stimuli is Helvetica, coloured in black
(red when the letters are highlighted by the visual cue) on a white background. Finally,
the easy-to-use interface and the intuitive settings of the software makes it extremely
clear and easy to managed by any trainer, even a non expert one.

2 Evaluating RRT’s Efficacy: Preliminary Studies

2.1 An Application of RRT in the School Setting

In order to evaluate the efficacy of RRT as a treatment for DD, a test-training-retest
experimental design was applied. We measured possible changes in reading skills of a
group of children with DD between the beginning (pre phase) and the end of the inter‐
vention period (post phase). Reading improvements were compared to the ones of a
control group of children with DD. Reading skills of the control group were monitored
before and after a period of the same length of the intervention during which no specific
activity addressed to improve reading skills was carried out.

Twenty-eight students aged 11–14 (mean age = 12.07 yrs., SD = 1.14) with DD
participated in the study. They attended a junior high school in Lecco (Lombardy,
Northern Italy) and had been previously diagnosed with DD on the basis of standard
inclusion and exclusion criteria (ICD-10: World Health Organization, 1992) and of the
ordinary diagnosis procedure followed in the Italian context.

Two subgroups of the same size matched for gender, school grade and level of
reading impairment were then created and randomly assigned either to the intervention
or the control condition.

Reading and rhythmic perception skills were assessed before and after the interven‐
tion or control period. The assessment of reading skills was carried out using two
different batteries of tests.

• “Prova di lettura di parole e non parole” (Word and pseudo-word reading test) [23],
in which speed and accuracy scores were computed for single word (4 lists of 30
words each with different lengths and frequency of use) and pseudo-word reading (2
lists of 30 pseudo-words each with different lengths).

• “Nuove prove di lettura MT per la scuola media inferiore” (New MT reading tests
for junior high school) [24], a set of tests providing accuracy and speed scores in
reading aloud age-normed texts.

Both batteries are the most commonly used in Italy to assess reading abilities in
students with DD. In both batteries z-scores for reading accuracy and reading speed were
computed from raw scores (respectively, the number of errors and the reading time
expressed in seconds). A decrease in speed and accuracy measures corresponds to an
improvement of the reading performance.
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Rhythm perception ability was assessed through the rhythm reproduction task [25],
which consists in the request to reproduce a set of rhythmic patterns of increasing
complexity performed by the examiner. Scores are computed by counting the number
of errors in the reproduction of rhythmic patterns.

Participants assigned to the intervention condition took part in the training program
for 9 biweekly sessions of 30 min in length each, resulting in a total of 4.5 h of inter‐
vention. Training sessions were individual and were managed by the same researcher
in a quite room of the school. During the training session the child sat in front of the
computer and performed the proposed reading exercises under the supervision of the
researcher. The number of exercises performed in each session varied according to the
difficulty and the speed of the exercises. All the tasks were repeated at least three times
at gradually increasing speed. The researcher managed to set up the speed in which
stimuli had been presented according to the student’s performance in each exercise. The
student had to fulfil at least a reading accuracy of 95 % of the verbal stimuli in each
exercise in order to speed up and/or proceed to the next exercise.

A mixed factorial ANOVA was carried out in order to evaluate the effect of RRT on
reading accuracy and reading speed. Condition (intervention vs. control) was considered
as the independent between-subject variable and phase (pre vs. post) as the independent
within-subject variable.

RTT improved participants’ reading skills. Both reading speed and accuracy mean
z-scores increased after the intervention and these gains were significantly higher in the
intervention than in the control condition. Significant interaction effects were found in
short pseudo-words reading speed (F(1,26) = 4.411, p < .05, η2 = .145), long pseudo-
words reading speed (F(1,26) = 7.493, p < .05, η2 = .224), high-frequency long words
reading accuracy (F(1,26) = 5.387, p < .05, η2 = .172) and text reading accuracy
(F(1,26) = 10.020, p < .005, η2 = .278). In particular, the time required to read short
pseudo-words and long pseudo-words decreased after the intervention respectively of
0.51 and 0.75 z-scores on average. Regarding accuracy, the numbers of reading errors
was reduced of 0.39 z-scores for high-frequency long words and of 2.37 z-scores for
text on average.

Concerning the rhythm reproduction task, no significant difference between the
control and the intervention condition was found. After both the control and the inter‐
vention period participants performed the test slightly better: a decrease of 0.93
(SD = 2.81) mistakes on average after the control period and a decrease of 2.00
(SD = 2.04) mistakes on average after the intervention period were found.

2.2 An Application of RTT in the Rehabilitation Setting

The second study was carried out in a clinical setting. Participants were recruited among
patients of the neuropsychiatry unit of the IRCCS “Don Gnocchi” in Milan, Italy. The
main objective of the study was to test the efficacy of RRT in an actual rehabilitation
setting and on a specific sample of participants, namely, children with a diagnosis of
DD in comorbidity with other specific learning disabilities. The same experimental
design of the first study was applied but – due to difficulties in recruiting in the same
setting a control group of children with DD matched for age, IQ and level of reading
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impairment – it was decided to involve all the participants in the intervention condition
and to measure possible improvements in reading skills between the pre and post phase.
Seven students aged 9–11 (mean age = 9.77 yrs., SD = 0.71) with DD in comorbidity
with at least one other specific learning disability (i.e., dyscalculia, dysgraphia or dysor‐
thography) participated in the study. All of them were meant to start a speech-therapy
intervention aimed at training their impaired learning abilities, as commonly offered to
children with specific learning disabilities in Italian neuropsychiatry units. Regarding
the pre and post assessments, besides reading and rhythm perception, a set of cognitive
functions were also tested: visual sustained attention, auditory selective attention, verbal
working memory and other auditory perception abilities.

Participants took part in the training program for 20 biweekly sessions of 20 min in
length each, resulting in a total of 6.7 h of intervention. After each RRT session, children
took also part in a traditional speech-therapy intervention session, during which other
learning domains (e.g., mathematics, graphomotor skills, etc.) except reading were
specifically trained for other 20 min. While RRT sessions were managed by a researcher
using the same modality of the first study, traditional intervention was carried out by a
speech-therapist belonging to the neuropsychiatric unit.

Because of the small sample size and the lack of a control group, it was not possible
to carry out any statistical analysis. We compared the performances in the assessed skills
before and after the participation in the intervention and found out the following
improvements: pseudo-words and text reading speed increased after the intervention
respectively of 0.22 and 0.19 z-scores on average; visual sustained attention increased
of 0.66 z-scores on average; verbal working memory improved of 0.29 z-scores on
average.

3 Discussion and Conclusions

The aim of the present article was to present an innovative computerized rehabilitation
program for DD and to show preliminary results about its application in two different
settings.

Previous research suggested that musical abilities play a role in reading and that
musical training might improve reading skills. However, the musical intervention
programs which have been tested so far included a variety of music activities (such as
listening, singing, tapping, playing an instrument, etc.) which involved solely auditory
and timing processing (e.g., pitch discrimination, reproduction of rhythmic patterns,
etc.). The intervention approach that we are presenting, instead, combines a specific
reading training, aimed at enhancing grapheme-phoneme connections, and music inter‐
vention, providing a simultaneous stimulation of the shared mechanisms between music
and language. For implementing that, IT appeared to be the best choice: it provides
multimodal (visual and auditory) stimulation as well as the perfect synchronisation of
the concurrent presentation of sounds and visual stimuli and allows the trainer to have
control over timing and difficulty of the stimulus presentation. Furthermore, the poten‐
tiality of music for boosting motivation and provide an enjoyable rehabilitation setting
is well known and it is exploited in the training.
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The results of the two preliminary studies reported suggest that RRT is effective in
improving both reading speed and accuracy [26] and, thanks to the computerized version
of the training, RRT can be easily applied in school and clinical rehabilitation settings.

In particular, significant improvements after the RRT were found on both short and
long pseudo-words reading speed, as well as in high-frequency long words and in text
reading accuracy. These results suggest that RRT is efficient in boosting accuracy in
reading the kind of materials to which students are usually exposed to (namely, high
frequently used words and text) and in enhancing speed when the grapheme-phoneme
conversion mechanism is required, such as in pseudo-word reading. The effect of the
training program seems to be specific on reading skills, since no significant improvement
in rhythm reproduction was found.

Considering the duration of the intervention (4.5 h of intervention during a 5-week
period), far shorter than traditional remediation treatments of DD, the fact that significant
improvements of reading skills were found is promising. Regarding the clinical setting
application, we found that besides improvements in short-words and text reading speed,
also visual sustained attention and verbal memory were enhanced by RRT.

Results suggest that a combination of reading and rhythmic training could be an
effective treatment for dyslexia and that the characteristic of the intervention can easily
be adapted to different settings (i.e., scholastic and clinical settings).

However, the limited number of participants and the absence of a control group in
the second study call for caution in evaluating the outcomes of the intervention. Another
limitation of both of the studies is the use of the same battery of tests for both pre and
post phase assessments, especially since the assessment sessions were only 5/10 weeks
apart; this choice was the best for having a precise comparison of reading abilities.

Further research seems to be necessary to validate the effectiveness of RRT. In
particular, it would be crucial to study the role of the rhythmic component in reading
improvement. Although the hypothesis of a positive effect of music training on the
impaired auditory perception and timing processing of children with DD is supported
by experimental evidence, a comparison between RRT and traditional remediation
treatments of DD would enable to understand the role of music in reading enhancement.
Furthermore, a follow-up assessment should be carried out for evaluating the mainte‐
nance of reading improvements.

In conclusion, the combination of music and reading training allowed by the compu‐
terized version of RRT seems to be a promising rehabilitation strategy for improving
reading skills in students with DD. Besides the effect on reading, this innovative treat‐
ment approach involves also an active engagement with music, which provides an
enjoyable and pleasant experience for subjects with DD. Furthermore, the use of IT
allows, for the reasons mentioned above, the training to be easily implemented also in
home settings in a standardized and reliable way.
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Abstract. Assistive technologies have proven to support and empower people
with a variety of mental diagnoses in performing self-care activities in their
everyday lives. However, little research has explored the potentials for assistive
technologies for people with Attention Deficit Hyperactivity Disorder (ADHD).
In this paper, we identify a set of challenges that children with ADHD typically
experience, which provides an empirical foundation for pervasive health
researchers to address the ADHD domain. The work is grounded in extensive
empirical studies and it is contextualized using literature on ADHD. Based on
these studies, we also present lessons learned that are relevant to consider when
designing assistive technology to support children with ADHD. Finally, we
provide an example (CASTT) of our own work to illustrate how the presented
findings can frame research activities and be used to develop novel assistive
technology to empower children with ADHD and improve their wellbeing.

Keywords: Wearable computing · Assistive technology · Children · ADHD ·
Body sensor networks · Mental disorder management

1 Introduction

Recent developments in pervasive healthcare and related areas show great promise for
technologies to assist people with e.g. chronic heart failure [1], freezing of gait [2] and
children with autism [3]. However, only few researchers have investigated how tech‐
nology can be designed to assist and empower people with ADHD. In contrast, research
on assistive technologies, tools and methods for supporting people with Autism Spec‐
trum Disorders (ASD) has received significant focus e.g. [3–5]. Even though patients
can be diagnosed with both ASD and ADHD the two disorders are different. The diag‐
nosis criteria for ASD include persistent impairments in social communication and
social interactions, repetitive patterns of behavior and in some cases intellectual and
language impairments [6]. In contrast the diagnosis criteria for ADHD relate to patterns
of inattention and/or hyperactivity and impulsive behavior [6]. Therefore, assistive
technologies for children with ASD cannot per se be used within the domain of ADHD.

ADHD is a highly heritable [7] childhood-onset neuro-developmental disorder with
a worldwide prevalence of approximately 5 % among children and adolescents [8]. As
a consequence of the difficulties (inattention, impulsivity, hyperactivity) caused by
ADHD [6], there is a significant burden on those affected, their families and the society
in general [9]. For instance, ADHD is associated with impaired academic performance
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[10, 11], difficulties in interacting with parents and teachers [12], increased risk of crim‐
inal convictions in adulthood [13, 14] as well as increased mortality [15]. Traditional
ADHD treatment include prescribed medication [16], cognitive training [17] and parent
training [18]. Furthermore, ADHD has shown to considerably affect the children’s
quality of life [7] and 70 % of children with ADHD in third grade report among other
things that they have no close friends [7].

Due to the vast societal and personal losses caused by ADHD, it is important to
investigate the potentials that pervasive assistive technologies can provide for this
domain. In this regard, we have conducted multiple interdisciplinary studies within the
domain of ADHD, including: Observations, in the wild evaluations together with chil‐
dren with ADHD and hands on training. Based on the insights from our empirical studies,
we present challenges and experiences prevalent among children with ADHD. Further‐
more, we present empirically grounded lessons we have learned are relevant to take into
account when designing for this domain. Moreover, we present an example of one of
our current research projects that build upon these findings as an example of how to
explore the design space of assistive technologies for children with ADHD. Based on
our experiences, we argue that assistive technologies can have great potentials for both
novel research and for empowering children with ADHD.

2 Related Work

This section presents related research conducted on assistive technology for the domain
of ADHD, according to their intended context i.e. the home, pervasive, and the school.

To start with, CogoLand is one of the existing projects that has investigated the
effects of a neurofeedback game on ADHD symptoms, which has been evaluated in the
home context [19]. The gameplay in CogoLand is based on an avatar in a 3D world,
which has to complete a race as fast as possible. The speed of the avatar is controlled
by the child’s level of concentration, which is measured using an electroence-phalog‐
raphy (EEG) headband. 20 unmedicated children diagnosed with ADHD participated in
the experiment that ran for 24 weeks. The parents filled out a baseline score based on
an 18-question ADHD rating scale, before the experiment started. Eight weeks into the
experiment the results showed a drop from a mean score of 33.4 to 24.1 in the combined
score [19]. Similarly, Cogmed is a research based PC application that trains the child’s
working memory through various memory games in the home [20]. The recommended
training period is minimum 25 sessions of 30–45 min over a six-week period. The level
of difficulty is automatically adjusted as the child improves or worsens. Working
memory training has shown to improve reasoning and response inhibition and to reduce
the parent rated symptoms of ADHD [17]. In the medical domain, several studies [17,
21–23] indicate that both neurofeedback and working memory games can reduce ADHD
symptoms.

Furthermore, a different example of an assistive technology is the ParentGuardian
system that provides in situ Parental Behavioral Therapy (PBT) cues for parents of
children with ADHD, in order to support parents to better manage stressful situations
[24]. The ParentGuardian system uses changes in skin conductance, measured by an
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Electro-Dermal Activity wristband, to estimate the stress level of the parent. When a
high level of stress is detected, the parent is prompted with a combined textual and visual
reflective strategy on their smartphone and on a peripheral display to remind them to
use PBT strategies [24]. From their studies, Pina et al. found that in situ cues for parents
could assist the parents to remember to use the PBT strategies during moments of need
[24]. In addition, several commercial smartphone apps exist for providing structure and
reminders for children with ADHD such as STRUKTUR1. The common concept for
these apps is that a parent manually inputs a desired daily structure into a calendar like
application, which is used to visualize the structure of the day for the child.

In particular, there are two examples of systems designed for the school context. For
instance, McHugh et al. investigates if a wristwatch connected to a heart rate belt, could
assist children to avoid emotional outburst in school contexts [25]. By analyzing sensor
data from the heart rate belt, the system detects an approaching emotional outburst, and
alerts the child to use self-calming techniques to prevent the upcoming emotional
outburst. McHugh et al. found heart rate feedback a useful tool to assist children to calm
themselves down, without the need of help from parents or teachers [25]. In addition,
the Smart Pen prototype detects concentration lapses during reading, and remind the
child about the current reading task in the school [26]. Via an embedded 3-axis accel‐
erometer and a machine learning algorithm, the Smart Pen is able to recognize reading
patterns. The Smart Pen discretely reminds children to (resume) reading, by either
lighting a small LED or vibrating. Even though limited, the prior work shows great
promises for assistive technologies within the ADHD domain. However, existing
research focused on isolated systems, and do not provide explicit and practical directions
for further research on how to design technology for the domain of ADHD. In this paper,
we extend the related work by providing a set of challenges and design considerations
as a foundation for designing assistive technologies for children with ADHD, and by
identifying future directions within this domain.

3 Conducted Empirical Studies Within the ADHD Domain

To identify directions for IT-based research within the domain of ADHD, we set out to
qualitatively understand the impairments caused by ADHD and how this affects the
child, family and school. Thus, we conducted a broad range of empirical studies,
including in the wild evaluations and intensive hands on training activities working with
children with ADHD. The findings presented in this paper are based on more than one
year of close collaboration with teachers, researchers within the field of ADHD and
hands-on experience with children with ADHD, including:

• 10 h of observations in clinics with follow up interviews with child psychiatrists and
psychologists.

• Following two psychologists under their observations of children being investigated
for ADHD in school contexts for two full days.

1
https://itunes.apple.com/kn/app/struktur/id692730085?mt=8.
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• Extensive observations of children with ADHD (2nd–5th grade) and interviews with
seven teachers from four different schools and two nurses, who had extensive expe‐
rience working with children with ADHD.

• Two ideation workshops with a teacher and a pedagogue.
• More than 50 h (2.5–3.0 h each week for 20 weeks) of experience being together

with, and taking care of children with ADHD, while their parents received parent
training at Center for ADHD in Aarhus, Denmark. Furthermore, this training included
weekly one-hour discussions with two psychologists working at Center for ADHD.

• Two one-hour phone interviews with parents of children with ADHD about sleep
habits.

• A four-week and a three-week intervention experiment of our Healthy Sleep Habits
(HSH) project with two families of children with ADHD including two one-hour
follow up interviews in the home with parents and children.

• Five hours of in the wild studies with 11 children with ADHD in 4th–5th grade in three
different schools in order to evaluate a wearable technology system for children with
ADHD as presented in Sect. 6.

Through affinity diagrams, we have organized and analyzed the large amount of data
(primarily field notes and transcribed interviews) together with literature from the
ADHD domain. The most relevant themes from the analysis are presented in the
following sections.

4 Challenges Caused by ADHD

This section presents challenges caused by ADHD in both school and home contexts,
in order to provide HCI researchers and practitioners with a grounded set of design issues
to take into account when developing assistive technologies for the ADHD domain:

1. Remembering a Sequence of Instructions: Holding a sequence of instructions
depends on a person’s working memory [17] and several studies have shown a link
between ADHD and working memory deficits [17]. The consequences of these
deficits affects both parents and teachers, as the child’s forgets what to do next, and
often instead does something else. This can cause stress for the parents and teachers
as they often repeatedly have to remind the child of the current task.

2. Handling Transitions Between Activities: From our empirical studies we learned that
one of the most challenging situations for children with ADHD is the transition from
one activity to another. For example, in an interview with a mom she stated: “[For
the child] there can be a thousands inputs on your way […], you always have your
‘antennas’ out so you cannot focus on the task originally planned”. From our class‐
room studies we often observed that transitions did cause conflicts between the child
and other pupils or between the child and teacher.

3. Sustained Attention: Due to the nature of ADHD, children with ADHD suffer from
various degrees of inability in sustaining attention, which “most likely arises from
poor interference control that allows other external and internal events to disrupt
the executive functions that provide for self-control and task persistence” [27].
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Aligned with this study, our classroom observations are consistent and often show
that even low sounds could distract the children from their current task.

4. Impulsive Behavior: Previous classroom observations reported that children with
ADHD have a higher degree of off-task and disruptive behavior [28]. In our obser‐
vational studies within classroom contexts we experienced several situations where
a child with ADHD acted impulsively, in situations where such behavior is not
normally expected.

5. Perceiving Time: Studies indicate that many children with ADHD exhibit impair‐
ments in perceiving time [29], which is consistent with our studies. This deficit often
causes the children to loose focus, as they do not know how long they have to keep
doing their current task. According to teachers this often results in disruptive
behavior that causes disturbance in the classroom.

6. Bedtime Resistance: Sleep is important for a child’s neurobehavioral functioning,
and even a one-hour sleep restriction over six nights can manifests in increased
hyperactivity, inattention, disruptive behaviors, poor concentration and poor school
performance [30]. However, both existing research and our empirical studies indi‐
cate that children with ADHD show significant more bedtime resistance and longer
sleep onset latency than children without ADHD [30].

The presented challenges are based on our analysis of our empirical data and
supported with research from the ADHD domain. For a more complete diagnostic
picture of the deficits related to ADHD, the reader is referred to the diagnostic criteria
in [6]. The formulation of the above challenges will provide researchers and practitioners
with a foundation for designing better assistive systems for the ADHD domain.

5 Lessons Learned from Evaluating Assistive Technologies
with Children with ADHD

Based on our experiences with designing and evaluating assistive technologies for chil‐
dren with ADHD together with feedback from ADHD domain experts, we present the
lessons learned that we find relevant to consider when designing for this domain.

5.1 Structure and Pictograms Maintains Focus

As identified in the previous section, children with ADHD struggle in remembering a
sequence of instructions and perceiving time. From our observational studies we learned
that pictograms placed on a wall are often used to visualize structure in schools and the
homes as this helps the child to maintain focus. Our findings thus suggest that it is
beneficial to design and incorporate a very simple and explicit structure, so the child is
aware of what to do next and does not loose focus from the system. For instance, a dad
from our HSH study expressed: “It [the HSH prototype] is really good, especially for
[the child’s name], as it helps put things in system. That is really helpful when you tend
to get many ideas from one task to another”.
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5.2 Rewards Influence Behavior

During our studies both parents, teachers and experts emphasized rewards as a way to
influence the behavior and performance of a child with ADHD as seen below in Fig. 1,
which is also documented in the ADHD literature e.g. [29]. Therefore, including explicit
rewards in an assistive system for children with ADHD can both influence the behavior
of the child and enhance the child’s interest in the system itself. However, it should be
clear what the child should do to earn the reward, like the reward also should be provided
right after this action to get the best effect, due to their impairments in perceiving time
as mentioned above.

Fig. 1. Left, a reward board placed on the child’s desk in the home. Right, a box of rewards from
which the child can exchange “coins” for a reward.

5.3 Technology Fosters Interest and Responsibility

From our HSH pilot studies with two families we learned that using a smartphone instead
of an analog counterpart (e.g. a paper based list of activities) increased the chances of
successfully assisting the child to learn a new routine. After our four-week study we
asked the parents what they perceived as the qualities and weaknesses of a smartphone
based approach in contrast to a paper-based tool: “[…] it creates an interest which you
will not be able to create with a checklist on a piece of paper. Also, it [a paper-based
tool] is not involving in the same way, I mean, a piece of paper appeals to something
for adults right?” (Interview with two parents). From the same interview we learned
that technology made the child feel more responsible: “He [the child] feels a responsi‐
bility in that it is he who is controlling the smartphone in another way than a child can
take responsibility of a piece of paper.”

These three lessons learned constitute core design considerations for designing
assistive technologies for children with ADHD based on our experiences working in
this domain.
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6 An Example of a Research Project

In this section, we present one of our current projects within the ADHD domain as a
practical example on how to address the challenges children with ADHD experience
(Sect. 4) and to incorporate our lessons learned (Sect. 5).

The objectives of our ongoing research on The Child Activity Sensing & Training
Tool (CASTT) is to investigate the potential of using a wearable sensor system to provide
in situ assistance to children with ADHD in regaining attention in school contexts.
CASTT uses both physical and physiological data to detect when a child is having chal‐
lenges in sustaining attention. When such a condition is detected, CASTT discreetly
notifies the child through a smartphone-based quiz intervention that terminates with a
clear guidance to the child to refocus on the school task in front of him (Fig. 2).

Fig. 2. Screenshot from the quizz-based CASTT intervention. The termination screen to the right
is the actual assistance for the child as it supports the child to regain attention of the school
assignment.

In relation to above the presented empirically identified challenges children with
ADHD experience, CASTT addresses the first three of these i.e. (1) Remembering a
sequence of instructions by limiting the instructions to three clear action tasks, (2)
Handling transitions between activities by displaying the three action tasks on termina‐
tion of the quiz application, and (3) Sustained attention by detecting inattention and
using the above presented technology and techniques to assisting the child to regain
attention. Furthermore, we used rewards in the smartphone-based quiz intervention to
motivate the child to play the game and to influence his behavior (Sect. 5.2).

So far we have evaluated the comfort of CASTT and its ability to collect relevant
sensor data with 11 children with ADHD in school contexts. In addition we have eval‐
uated the assistive component of CASTT with one child with promising results in
lowering the child’s hyperactivity and assisting the child to regain attention as seen on
Fig. 3. In our study of the assistive component CASTT successfully assisted the child
with ADHD to refocus his attention on the school assignment in front of him.
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Fig. 3. Screenshots of a post processed video to show the effect of the CASTT on the child’s
physical activity and attention. The screenshots show the time before, during, and after the CASTT
was triggered.

7 Conclusion

This paper discussed the challenges and opportunities uncovered from field studies in
the domain of ADHD as well as the useful lessons learned for supporting user centered
design of assistive technology for children with ADHD. Based on our studies and related
research within pervasive technology and psychiatry, we presented an example of our
own work on assistive technologies for children with ADHD, and showed how the
empirical and theoretical findings presented in this paper were materialized into the
CASTT prototype. Based on the empirical findings, we argue that there are many possi‐
bilities for IT-based research within the ADHD domain that may provide novel ways of
empowering children with ADHD. Many challenges still remain and we hope that our
outline of the design space of assistive technology for the ADHD domain will direct the
relevant HCI communities into more and better pervasive technology for the ADHD
domain.
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Abstract. In this experimental we investigated the cortical neuromodulation
during a tDCS (transcranial direct current stimulation) section to induce a tempo‐
rary inhibition of the frontal area. The induced effect of brain modulation was
tested on the EEG (electroencephalography) and ERPs (event-related potentials)
profile when subjects performed a task in which they had to respond if the object
represented in the sequence was correctly or incorrectly used. It was shown that
an increased negative peak deflection (N400) is observable in case of semantic
anomalies. We attended a significant reduction of this ERPs deflections when
tDCS was applied to frontal area. During the detection task, participants were
asked to evaluate the semantic correctness of some motor sequences that manip‐
ulated simple objects. EEG were registered during the tDCS or no tDCS stimu‐
lation. Significant differences between the two conditions and a reduction of the
peak amplitude were observed in case of tDCS stimulation.

Keywords:  tDCS · Action · N400 effect · Non-invasive brain stimulation

1 Introduction

In the present study, we explored the representation of an incongruent action (instru‐
mentally incorrect use of an object) in comparison with sentences ending with an
incongruent action word (Balconi et al. 2014; Balconi and Caldiroli 2011). This
activity was appositely modulated by tDCS (transcranial direct current stimulation).
Moreover, we considered the cortical response (N400) to the semantic incongruence
induced by a final anomalous object-related action within an actions’ sequence. It
can be argued that the N400-like effect is similar in nature to the N400 which is
generally evoked by linguistic stimuli (Maffongelli et al. 2015; Amoruso et al. 2013).
When perception of plausible or implausible actions within a context is performed a
specific semantic process is activated, that was showed to be similar in nature to the
processing of anomalous linguistic information (Ganis and Kutas 2003). Indeed, this
link was well demonstrated by the cognition of language: seeing a verb with an
action content may modulate the motor area (Rizzolatti and Craighero 2004). Never‐
theless, an analogous process has been reported for action processing because it has
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been hypothesized that the mechanisms involved in the perception of action
sequences may be similar to those associated with the processing of semantic infor‐
mation in language (Reid et al. 2008; Bach et al. 2009). Taken together, these find‐
ings are consistent with the hypothesis that people store information within semantic
memory in a structured and amodal fashion and that the N400 reflected a process
whereby the meaning of an incoming stimulus was mapped into the corresponding
field in semantic memory. During the experiment, we sought to analyzed the direct
effect of tDCS on the ERPs profile in response to the semantic task. The effect of
tDCS when subjects processed congruent/incongruent object-related actions or
sentences was verified by measuring changes in the ERPs in N400. The stimulation
effect (a cathode applied to the DLPFC and an anode to the right supraorbital region)
was analyzed by comparing the ERPs profiles before and after stimulation (or sham
treatment).

2 Methods and Materials

2.1 Subjects

Thirty undergraduate students took part in the experiment (18 women and 12 men, age
range = 20–28 years, M = 24.22 years, SD = 2.77 years). They were all right handed, with
normal or corrected-to normal visual acuity. Handedness was assessed using the Italian
version of the Edinburgh Handedness Inventory (Salmaso and Longoni 1985). The exclu‐
sion criteria were history of psychopathology for the subjects or immediate family.

2.2 Stimuli

Three sets of 60 action sequences (four action-frames), were presented to the partici‐
pants, respectively with a congruous (30 sequences) or incongruous (30 sequences) final
frame. The stimulus sequences were constructed, taking into account some general data
sets previously validated (Balconi and Caldiroli 2011; Balconi and Vitaloni 2012).
Frames were shown without sound for 1.5 s, with an inter-frame interval of 250 ms.
Each frame was composed of a real-world scene that represented a subject and an object
within a neutral background. The semantic incongruence consisted of an object that was
not correctly used with respect to the instrumental properties required for the central
action-goal (grasping a bat upside-down).

The inter-sequence interval was 5 s. For each set of stimuli, the scene material was
then organized into two sets, each consisting of half congruous and half incongruous

Fig. 1. Example of stimulus with incongruous final frame
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sequences. Each set contained only one of the two versions of the final target action
frame. Half of the participants viewed the first set, and half viewed the second set (the
order of the sequence was counterbalanced across participants) Fig 1.

2.3 Procedure

The procedure was subdivided in two phases. Prior to tDCS stimulation, the pre-stim‐
ulation task was conducted, and EEG was registered (phase 1, baseline task). The partic‐
ipants were required to press a left or right pulse of the mouse depending on whether
the final target action represented a congruous or an incongruous ending scene. The
stimulus material was presented on a PC monitor (by using the software STIM 2.2), and
the participants sat on a comfortable chair in front of the PC. They were instructed to
gaze at the center of the screen, where a small cross served as fixation point. They were
also required to minimize blinking. A familiarization phase preceded the phase 1 (10 min
with eleven trials). The EEG was recorded with a 64-channel DC amplifier (SYNAMPS
system) and acquisition software (NEUROSCAN 4.2) during task executions. The data
were recorded using sampling rate of 500 Hz, with a frequency band of 0.1 to 50 Hz.
Successively (two days later) the subjects took part in the phase 2. Firstly, tDCS/sham
stimulation was induced on the subjects by a battery-driven, constant current stimulation
through a pair of saline-soaked sponge electrodes (7 cm × 5 cm). A constant current of
2 mA was applied for 15 min. The cathode was placed above the left DLPFC with the
center above F3 and the anode above the right supraorbital region, the site was chosen
based on the results obtained in phase 1. For sham tDCS a custom-built placebo stim‐
ulator was used (indistinguishable from the active tDCS device). The impedance was
controlled by the device, normally ranging below 5 kΩ. All subjects underwent single
sessions of active tDCS and sham tDCS in randomized order with both conditions
counterbalanced across subjects. Finally, immediately after tDCS/sham stimulation
(10 min later) subjects were submitted to the same experimental task of phase 1 (EEG
was registered using the same procedure adopted in phase 1).

3 Results

A significant reduction of the N400 was observed for incongruent stimuli in the case of
cathodal (inhibitory) stimulation of the DLPFC compared with pre-stimulation condi‐
tions. It was suggested that perturbation of the DLPFC may limit the ability to analyzed
a semantically anomalous action sequence, with a reduced N400 ERPs effect and
increased random responses being observed.

For the phase 1 (baseline task), to estimate the localization of the source of the cortical
differences between congruent/incongruent conditions, morphological analysis on ERPs
was performed. A significant difference was revealed between congruent versus incon‐
gruent conditions for the selected mean N400 peak.

ERPs data were entered into three-ways repeated measure ANOVA, with factors
congruence (2 = congruence; incongruence) x localization (4) x lateralization (3) applied
to the peak deflection variable. For localization, the data were averaged over frontal (Fz,
F3, F4), central (Cz, C3, C4), temporo-parietal (T5, T6, Pz, P3, P4) and occipital (Oz,
O1, O2) electrode location; for lateralization were averaged over left (F3, C3, P3, T5,
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O1), central (Fz, Cz, Pz, Oz) and right (F4, C4, P4, T6, O2) regions. Significant main
effects were found for congruence (F(1,29) = 9.08, P = 0.001, η2 = .37) and congruence
x localization (F(3,29) = 7.79, P = 0.001, η2 = .26). An ampler ERP negativity was
found in response to incongruous than congruous condition. Moreover, as shown by the
post-hoc analysis (contrast analysis, with Bonferroni corrections for multiple compari‐
sons) a more frontal distribution in comparison with temporo-parietal (F(1,29) = 10.09,
P = 0.001, η2 = .39) and occipital (F(1,29) = 9.45, P = 0.001, η2 = .36) distribution was
found for incongruous stimuli.

For the phase 2 (post-stimulation task), a negative deflection was observed within
the 300–400 ms temporal window, similar to the previously analyzed N400 component
(phase 1). The ERPs data were subjected to a four-way repeated measures ANOVA, in
which the factors Congruence (2) × Stimulation (2) × Lateralization (3) × Localization
(4) were applied to the peak deflection. Significant main effects were found for congru‐
ence, stimulation, and localization factors.

Specifically an ampler N400 effect was observed in response to incongruous condi‐
tion (F(1,29) = 6.60, P = 0.001, η2 = .25), when sham effect was performed in compar‐
ison with tDCS (F(1,29) = 7.08, P = 0.001, η2 = .27), and it was more frontally localized
in respect to temporo-parietal and occipital area.

Interaction effects showed also a significant stimulation x congruence
(F(1,29) = 10.09, P = 0.001, η2 = .31) and stimulation x congruence x localization
(F(3,29) = 9.13, P = 0.001, η2 = .30) significant effects. Specifically, a higher peak
deflection was revealed in case of sham more than tDCS stimulation in response to
incongruous stimuli (F(1,29) = 6.24, P = 0.001, η2 = .27), whereas no significant
differences were found in response to congruous stimuli (F(1,29) = 9.13, P = 0.001,
η2 = .33). Moreover, whereas congruous and incongruous condition did not differ in
case of tDCS stimulation (F(1,29) = 1.24, P = 0.35, η2 = .14). About the three-ways
interaction, it was shown an ampler N400 effect in response to incongruous condition
within the frontal area in case of sham in comparison with tDCS stimulation
(F(1,29) = 8.10, P = 0.001, η2 = .29).

4 Discussion

A significant reduction of the N400 was observed for incongruent stimuli in the case of
cathodal (inhibitory) stimulation of the DLPFC compared with sham conditions. It was
suggested that perturbation of the DLPFC may limit the ability to analyzed a semanti‐
cally anomalous action sequence, with a reduced N400 ERPs effect and increased
random responses being observed.

On the basis of the localization data, the prefrontal site (medial frontal gyrus) was
responsible for incongruence processing, as revealed by the presence of a more anteri‐
orly distributed N400 effect. This area could support semantic anomaly representation
for an object-related action inserted into sequential frames. This increased N400 effect
for incongruent conditions was found in previous studies (Amoruso et al. 2013; Balconi
and Caldiroli 2011; Proverbio et al. 2010; Sitnikova et al. 2008). In another study, the
DLPFC was found to be responsive to action semantic anomalies tested by brain oscil‐
lations (Balconi et al. 2014). However, the present research introduced an innovative
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approach by directly exploring the effect of tDCS on the DLPFC within a specific time
interval: the 300–400 ms successive to the anomaly presentation. Partial inhibition of
the frontal cortical region by tDCS reduced the standard “semantic incongruence effect,”
as indicated by the decreasing of N400. The reduction of the N400 component in frontal
area in the case of tDCS inhibition may suggest a relevant role of the prefrontal area in
this semantic process. In fact, the decrease in the N400 amplitude may be related to a
subjective partial inability to process the semantic anomaly induced by an incongruent
action as a consequence of the temporary inhibition of the left DLPFC. It was suggested
that perturbation of the DLPFC may limit the ability to analyzed a semantically anom‐
alous action sequence, with a reduced N400 ERPs effect and increased random responses
being observed. To summarize, the incidence that neurostimulation may have on elec‐
trophysiological measures was verified, with a direct impact on the functional level.
Observing ERPs changes enables the understanding of the direct effect of tDCS over
the brain functions. Moreover, this measures may be the basis for the deeply compre‐
hension of the characteristic and the potential of tDCS.
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Abstract. Older adults relatives, playing the role of primary caregivers, face an
emotional burden as elderly dependence increments. Interventions to help older
adults to maintain activities of daily living, such as managing their medications,
may alleviate family caregivers’ burden. Medication adherence supported by
ambient computing technologies has been previously explored for improving
older adults’ medication compliance. However, their impact has not been evalu‐
ated on family caregivers. In this study we assessed the utilization feasibility and
acceptance of a Medication Ambient Display for supporting elderly to autono‐
mously medicate. The system was placed in the homes of two seniors-caregivers
dyads during 4 weeks. The attitudes and preferences of these volunteers were
assessed through survey instruments. Overall experiences were consistently posi‐
tive even though some usability issues were also reported. Responses from our
participants indicated that they appreciated the potential of this technology to
make older adults more responsible for taking their medications, which provided
caregivers with peace of mind.

Keywords: Ambient display · Family caregivers · Older adults · Medication

1 Introduction

Approximately 50 % of chronically ill older adults do not adhere to their prescribed
medication regimens [1]. One of the most common reasons for non-adherence among
older adults is forgetfulness, which has been associated with the fact that multiple
cognitive processes (associated with prospective memory) are involved in remem‐
bering to follow a medication regimen [1, 2]. Thus, prospective memory, the ability
to remember future intentions, is crucial to maintain older adults functional inde‐
pendence. Problems with prospective memory cause more deficits in basic and instru‐
mental activities of daily living, such as taking medications, which increments care‐
giving demands [3]. Older adults relatives, playing the role of primary caregivers,
face an emotional burden as elderly dependence increments due normal ageing and
cognitive decline increases (4). It has been found that caregiver burden had a stronger
association with functional impairment than that of cognitive functioning [4, 5].
Therefore, interventions to help maintain activities of daily living in older adults may
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alleviate family caregivers burden and improve their well-being [4]. For instance,
evaluations of tele-health technologies for the remote monitoring of older adults’
activities have showed that help to cope with the caregiving burden [6]. Similarly,
qualitative evidence showed that peripheral displays which present the status of older
adults’ activities, help adult children to maintain a sufficient awareness of their
parents’ well being [7, 8].

Ambient computing has focused on motivating older adults to follow their medica‐
tion regimens, for which persuasive strategies have been used. For instance, MoviPill,
a mobile phone app that gamifies the medication activity by awarding adherent users
and promoting social competition [9]. Similarly, dwellSense is an ambient display that
shows representations of users’ medication adherence to encourage reflection about their
medication errors [10]. Medication adherence supported by these ambient computing
technologies has been assessed for improving older adults’ medication compliance;
however, their impact on family caregivers has not been evaluated [9, 10].

In this paper, we present a qualitative study conducted with older adults and family
caregivers to assess the feasibility and acceptance of our Medication Ambient Display
to support older adults medication taking. In the next section we present the Medication
Ambient Display. Section 3 presents the design of our study. In Sect. 4, we discuss about
the study insights. Finally, Sect. 5 presents our conclusions and future work.

2 Medication Ambient Display

An ambient display is characterized by presenting information useful and relevant to
the users in the intended setting; it should be unobtrusive, unless it requires the user’s
attention; additionally, users should be able to easily monitor the display to obtain the
desirable information [11]. To reach this end, ambient displays uses information repre‐
sentational modalities that encode data into abstract representations based on pictures,
words, sounds, movement, and patterns. We decided to use three ambient modalities to
represent information:

• auditory notifications to call the older adults attention when they have to take medi‐
cations;

• pictograms-based notifications that encourage elders to implement their intention to
take the correct medication doses;

• abstract representations of the daily medication taking.

The Medication Ambient Display was implemented for Android tablet to be placed
as a portrait in the older adult’s home. It shows a virtual cage of birds, which has the
aim of raising elders’ consciousness about how they have to take the responsibility for
caring for their own health, in a similar way that they gladly take care of their pets. A
detailed description of the ambient display design is presented elsewhere [12]. As
depicted in Fig. 1b, the abstract representation is a parakeet that symbolizes the daily
medication compliance. Each day, a newborn pet grows to represent the medication
compliance. The parakeet provides auditory reminders (a parakeet whistle) and presents
the visual reminders. These are pictograms that present critical information of the medi‐
cation regimen which includes: (a) medication to take, (b) the health problem addressed,
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and (c) doses to take (e.g. Fig. 1a shows the morning visual reminder denoting to take
1 pill of Losartan, for controlling blood pressure). After the older adult takes his pill, he
should move the tablet closer to the pills container to register that the medication was
taken. As depicted in Fig. 1c, the container has a Near Field Communication (NFC) tag
that is detected by the tablet’s NFC reader. By touching the parakeet, a history of the
daily medication compliance is presented. For instance, Fig. 1d shows that 4 medicines
need to be taken during the day, 3 of them has to be taken 3 times: morning, afternoon
and night; and 1 of them, 2 times. All morning doses of each medicine have already
been taken.

a) Visual reminder b) Medication representation

c) Medication registration d) Medication taking report

Fig. 1. Functionalities of the Medication Ambient Display

3 Study Design

We conducted a study to assess the feasibility of our approach by determining: (1) if the
system is perceived as useful for supporting elderly to medicate and reducing the burden
of their family caregivers; and (2) if the system is ease to use. To reach this ends, we
designed our study as an observational study which enabled us to obtain qualitative
evidence about factors that represent the subjective nature of patient care (e.g. patient
satisfaction, feelings of wellbeing) [13]. It consisted of three phases: recruitment
(4 weeks approximately), pre-intervention (2 weeks) and intervention (4 weeks).
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3.1 Participants Recruitment

The target population was dyads of an elder and a family caregiver (i.e. a spouse or
children who helps elder to manage their medications) and preferably living together.
Older adults had to be over the age of 65, taking at least three medications, and presenting
mild cognitive impairment (MCI). We decided to include seniors in a mild stage since
the concern that prospective memory is often disrupted, is greater than the concern
generated in the context of normal adult aging [14]. MCI is “characterized by subjective
and objective cognitive decline greater than expected for an individual’s age and educa‐
tion level; however, it does not cause significant functional impairment’’ [14].

We generated a pamphlet announcing the need for recruiting participants for the
study, which was disseminated through social web sites. Elected dyads were provided
with a gift certificate ($35 dlls) every week during the pre-intervention and intervention

Table 1. Data collected from the 8 contacted dyads during the recruitment phase

Dyad Presence of
MCI?

Auto-effi‐
cacy?

Medication defi‐
ciencies

Additional informa‐
tion

Included?

1 No Yes Elder needs to be
reminded when to
buy more medi‐
cines.

No

2 Yes Yes Caregiver reminds
elder to medicate
and refill medi‐
cines

Caregiver not reach‐
able

No

3 Yes No Overmedication
and forgetful‐
ness

Yes

4 Yes Yes The caregiver
reminds the adult
to take the medi‐
cines.

Elder not accepted
to participate

No

5 Yes No Caregiver reminds
elder, and helps
refilling medi‐
cine

Yes

6 No No The adult doesn’t
know medication
names.

No

7 Yes Yes Elder doesn’t know
medicines names.
Someone else
reminds him.

Caregiver not reach‐
able

No

8 Yes Yes The adult doesn’t
know the medi‐
cines names.

Not a complex med.
Regimen

No
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phases, and a tablet (w/value of $80 dlls) when they completed the study. Eight relatives
of seniors-caregivers dyads contacted us. We visited them to assess potential subjects’
eligibility and confirm their interest in participating. We used medical instruments for
measuring the elders’ cognitive decline (MMSE); for identifying the deficiencies of
elders for medicating (MedMaIDE [15] and for determining the self-efficacy for medi‐
cating (SEAMS [16]). To understand how caregivers involved on the older adults’
medication administration and how it stresses them, we designed a semi-structured
interview. We initially considered to use the results of the Zarit Burden Interview [17])
which was designed for assessing the burden of caregivers of patients with dementia;
however it was not appropriate since the contacted older adults did not present severe
cognitive disabilities and behavioral problems. Table 1 summarizes the results of the
recruitment phase and emphasizes the two dyads (3 and 4) included in the study: a
daughter-mother and a wife-husband.

3.2 Pre-intervention

During two weeks, we daily collected data from the two selected caregivers. They
answered a survey which made questions about: the seniors’ medications problems; the
reasons for which seniors might not have taken medications; the assistance provided to
seniors; and if caregivers feel worry about seniors’ medication taking. The caregivers
(daughter-mother dyad) accepted to answer an on-line version of the survey, while the
second one (wife-husband dyad) answered a printed version. We weekly visited them
to collect the data, reviewed them and asked additional questions regarding the survey
responses.

3.3 Intervention

Seniors used the system during four weeks. The first day, we introduced the system to
the older adults (in the presence of caregivers) by using the “spaced retrieval” approach,
(i.e. teach, ask, wait, ask again, wait ask again) [2]. This approach has been used to
support the encoding, retention, and retrieval processes involved in interventions
designed to support medication taking [2]. Thus, we explained older participants how
to conduct their medication taking by using the system. Afterwards, we asked them to
recall the system’s functionalities we have just presented. To do this, we activated each
of the system’s functionalities and asked seniors to explain them (e.g. registering medi‐
cations, consulting their medication compliance). Then we waited 1 min and asked them
to recall the system’s functionalities again. Then we asked again in 15 min. When the
session ends, we asked participants once again. After the completion of the teaching
session (which lasted 40 min approximately), we used the information gathered during
the recruitment and pre-intervention phases to agree with the participants about the
appropriate schedule for presenting the reminders. Finally, we placed the system on a
bedside table as they kept and took their medications in the bedroom.

During this phase, caregivers continue answering the survey used during the pre-
intervention phase. Additionally, we conducted weekly in-home semi-structured inter‐
views to the caregivers and seniors. We asked them about the problems faced for using
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the system; which system’s functionalities they perceived as more useful and easy to
use, and which ones were perceived as less useful and more difficult to use.

4 Results

Based on the recruitment and pre-intervention phases, we developed the following
scenarios. They describe the complexity of medication regimens and how seniors adapt
the medication regimens to daily routines. On the other side, caregivers act as facilitators
of the seniors’ medication regimens either by reminding or providing medications.

4.1 Participants Medication Scenarios

Daughter-mother dyad. “Mrs Rosy, an 82 years old woman, lives with her husband
and her adolescent grandson. The rest of her grandchildren and her three children
frequently visit her. Her 42 years daughter is attentive to Rosy’s health and her medi‐
cation taking. She visits Mrs Rosy every day to help preparing meals, and asks her if
she has taken her medications. Mrs Rosy daily takes 7 medicines for coping with
diabetes, hypertension and glaucoma. She associates most of her medications intake
with her daily routines, such as: when waking up (around 7:00 am), after taking breakfast
(around 8:00 am), and at night before going to bed (around 11:00 pm), The eye drops
for her glaucoma disease is the only medication that she did not associate with routines
since she needs help for instilling them; so she waits for her daughter or grandson to be
able to help her (e.g. when her daughter visits her everyday, which happens between
10:00 am to 12:00 pm). When Mrs. Rosy spends time socializing with her neighbors at
night, she may go to bed later than usual. This situation may cause she forgets to take
the insulin doses at night”.

Wife-husband dyad. “Ruben is 69 years old; he takes 10 medications for controlling
his blood pressure, for the pain he feels due his permanent physical trauma condition,
and for coping with medications side effects (digestive disorders). As he spends most
of the day lying down on his bed, he maintains the medications on a bedside table
(location). He follows a complicated medication schedule, which he associates with
daily routines. For instance, he takes Enalapril and Lozartan pills for blood pressure
early morning (6:00 or 7:00 am) and two hours before taking breakfast; afterwards, along
with the breakfast (8:00 or 9:00 am) he takes omeprazole for chronic digestive disease;
and two hours later (10:00 or 11:00 am), he should take the sulindaco to ameliorate pain.
Sometimes, his 56 years-old wife reminds him to medicate; but other times he asks her
if he took medications since he is afraid of forgetting them”.

4.2 System’s Usefulness and Ease of Use

Table 2 summarizes the system functionalities perceived as useful for supporting the
medication of the older adults and for supporting the caregiving role. It also presents the
functionalities for which older adults faced usability problems.
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Table 2. Usability aspects weekly reported regarding each system’s functionality

Thus, the most useful functionality was the auditory reminder, since it was consis‐
tently reported as useful for the seniors throughout the study; while the medication taking
report was most useful for caregivers. Most usability problems were associated with the
medication registration functionality, which was due: some NFCs stop working (which
were immediately replaced) and due the size font of the messages feedback were not
appropriate for Ruben.

4.3 Perceived Benefits

The comments given by participants for explaining their answers about the system
usefulness, enabled us to identify the system’s benefits for the participants:

Older adults are more responsible and independent for taking medications. Mrs
Rosy’s daughter emphasized the importance that her mother was able to hear the
reminders from any place at home, since she is not always near of the portrait (e.g. the
patio). This system limitation, and Rosy’s worry for registering the medication to make
the parakeet grow, increased her responsibility for taking medications. She reported to
be more alert to the auditory reminders: “it has helped me a lot; before [using the system]
I missed the times for taking medications, and now, the parakeet’s reminder is very
precise…. [she did not hear some reminders during week 1] but now, I hear it even
though I am in the kitchen” (Week 3).

For Mrs Ruben, who used to take several medications for pain relief, the system helped
him to realize about the importance of taking them on time, and not under-medicating
(which increases his physical pain) or overmedicating which worried his wife since he is
not following the timetables established by his medical doctor. Regarding this, Mr Ruben
reported: “I am more responsible, before [using the system] I used to skip the doctor
instructions; now I obey the system and I feel more supported…..Additionally, the para‐
keet helps me to know if I miss the time for taking medications” (Week 2). His wife
complemented Ruben’s comment by mentioning: “[the system] reminds him that he
should not take his pills for pain relief before the parakeet whistle… however, unless the
pain is very intense, then he does not wait for the reminder” (Week 2).

Involvement of relatives (not primary caregivers) was increased. Mrs. Rosy’s rela‐
tives became conscious about the importance of taking medications timely. She reported
that her grandkids, who frequently visit them, showed curiosity about the system
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functionality and started to be aware of the auditory reminders: “Now nobody has to
worry about if I medicate on time… When my grandkids hear the parakeet whistle, then
they tell me: ‘grandma it is time to take your pills!’ And then, they want to use the tablet
to register the medication in order to see how the parakeet grows” (Week 4). A more
relevant result was that the system made Mrs Rosy’s adolescent grandchild to get more
involved in her medication routine. During the first week, he helped her to solve system’s
technical problems; in addition to he got familiarized with the system functionality.
During the four weeks, the afternoon auditory notification made him aware about instil‐
ling her eye-drops on time.

Peace of mind for primary caregivers. The system made caregivers to feel less worry
and to be aware about the elders’ medication compliance. Both caregivers reported that
the system’s functionality that they most used was the Medication taking report. Ruben’s
wife perceived that the system helped Ruben to reduce over-medication of the pills for
his pain. She felt calmer, since the system encouraged Ruben to follow the medication
schedule whenever his pain allowed it. Similarly, Rosy’s daughter felt more confident
that her mother was forgetting less, as she stated: “Now the system establishes the times
she should medicate; and before, [using the system] my mother used to say: ‘did I take
it[a medication]?’ Now she can notice [in the system] if she took it”. Rosy’s daughter
considered that the elder improved the compliance of the glaucoma eye-drops, which
was the main situation that worried her. Finally, she reported consulting the system once
a day, every day: “If I don’t check it in the morning, I check it in the afternoon; now I
don’t have to ask my mom about their medications”. These results suggested that the
system helped caregivers to be aware of older adult medication intake.

4.4 Caregivers Suggestions

We received several recommendations from the caregivers to improve the system. Their
recommendations indicates how they envisioned new ways to assist elderly and to
heighten their own peace of mind:

Provide historical reports of medication compliance. Rosy’s daughter wanted to be
able to consult older adult’s medication compliance of any day in the past (e.g. weekly
reports) as she sometimes is not able to visit her mother.

Remind to execute daily routines relevant for elders’ medication taking. When
Rosy’s daughter is not able to visit her mother at noon, she calls her to remind her
preparing meals, as she needs to take it before the insulin. So, she suggested providing
elderly with reminders for preparing meals.

Augment the system’s auditory modalities. Both older adults and their caregivers
suggested to enhance the system with auditory modalities: in order for reminders being
perceived from anyplace in the home (reported by Rosy’s daughter) and to complement
the system’s text messages (as suggested by Ruben’s wife).
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5 Conclusions and Future Work

Our feasibility study provides preliminary evidence of the potential of our approach and
that it could be useful and accepted by older adults. Specifically, our results showed that
the Ambient Medication Display supports older adults to self-medicate, and impacts on
family primary caregivers by reducing some of the caregiving hassles. Overall experi‐
ences were consistently positive even though several usability issues were also reported.
Responses from our participants indicated that they appreciated the potential of the
ambient display to make older adults more independent and responsible for taking their
medications, which provided caregivers with peace of mind.

Even though using a time-based scheme for presenting the reminders were consid‐
ered useful, the system showed limitations for supporting medications regimens based
on the seniors routines. As illustrated in the scenarios of Sect. 4.1, older adults tend to
use daily routines for remembering their medication. We need to analyze how the system
may naturally support elders’ medication regimens. That is, the system should facilitate
elders to associate critical routines with medication taking, such as Mrs Rosy, who needs
to remember to take her meals before taking the insulin.

Further research is needed to quantitatively measure the system’s impact on the older
adults’ medication adherence and caregivers’ burden. As a future work we plan to eval‐
uate the effectiveness of the AC displays to support older adults’ medication adherence
and to reduce caregiver burden. We plan to recruit 20 seniors-caregivers dyads (10 for
using the ambient display and 10 for the control group), who will be monitored during
four months (including pre-intervention and intervention phases). To overcome the
difficulties of recruiting participants, we will conduct this evaluation by collaborating
with the Nursing School of our University. Additionally, nursing students will make
weekly visits to assess the elders’ medication adherence (pills counting), their self-
efficacy for medicating and the family caregivers’ burden.
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Abstract. Researchers have proved immersive Virtual Reality (VR) to be an
effective method and non-pharmacological analgesic for distracting acute pain
and chronic pain, and for reducing anxiety levels. VR has been developed and
deployed in pain management contexts in medical settings for dental and medical
procedures, as well to manage cancer and burn pain. Often, what patients are
distracted by can typically be described as immersive VR games. Although this
is promising, and although the cost of VR has dramatically fallen in the past few
years, most VR systems are still comparatively expensive in terms of accessibility
for patients in their everyday contexts, such as at home or at work. For most
patients — especially chronic pain patients — it is important that pain-related VR
is accessible when it is needed, or “just” needed. However, the so-called Card‐
board VR is affordable enough for everyday use. It provides a low-cost stereo‐
scopic display that patients attached to smartphones. Therefore, a mobile VR
game has been designed, developed and tested for this purpose. This paper
describes the game design and game mechanics of Cryoblast, a mobile VR game
for self-managing pain. We introduce the design of the gameplay and pain meta‐
phors, and believe it will inspire more mobile VR games for healthcare.

Keywords: Immersive virtual reality · Pain management and distraction ·
Cardboard head-mounted display · Mobile health game · Serious game

1 Introduction

Virtual Reality (VR) — defined as three-dimensional, stereoscopic, interactive computer
graphics — is a technology that has recently regained popularity since its introduction
to the public sphere in the mid- to late 1990s. The VR technology, often referred to as
immersive multimedia, is a computer-generated environment that can simulate physical
presence in virtual worlds by recreating human sensory experiences. In health research,
it has been demonstrated to be a successful method for mitigating pain in numerous
research studies, initially for acute pain from burn injuries. The VR simulation, typically
designed as a game, helps to distract patients away from their physical pain and reduces
their perceived pain as well as related anxiety.
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Studies of VR use for acute pain distraction initially involved burn injuries among
veterans. SnowWorld [1], for example, was an desktop VR simulation developed by
Hunter Hoffman et al. It drews patients’ attention away from their pain experience and
redirected it to the immersive 3D environment. This virtual environment (VE) featured
a snowy landscape where patients could “throw” or fire snowballs at snowmen, and in
later iterations, at animals. The initial SnowWorld study demonstrated that patients
undergoing burn debridement reported less pain when provided VR distraction via the
immersive environment. The VR system comprised a stereoscopic head-mounted
display (HMD) equipped with position and orientation trackers that changed the visual
field in response to head movement. Other researchers such as Steele et al. [2], used an
HMD with a tracking device that controlled the movement of the gun inside 3D game.
They also obtained reductions in self-reported pain in a 16-year-old boy with cerebral
palsy undergoing painful physical therapy. Subsequently, numerous studies, though
small in the number of patients tested, reported that VR reduced acute pain.

VR pain distraction methods have been shown to be superior to other forms of pain
distraction. In a study of two adults undergoing painful dental procedures, Hoffman,
Garcia-Palacios, et al. [3] demonstrated that an immersive VE resulted in lower subjec‐
tive pain ratings during painful dental procedures than watching a movie without VR
technology. Hoffman [4] also found that immersive VR distraction using SpiderWorld
resulted in lower subjective pain ratings in two adolescents undergoing wound care for
severe burns, compared to trials in which they played Mario Kart or Wave Race on a
Nintendo without the addition of any VR technology. Another study concluded “VR is
a uniquely attention-grabbing medium capable of maximizing the amount of attention
drawn away from the real world, allowing patients to tolerate painful dental procedures”
[3]. All of these studies involved acute or short term pain. However, more recently, VR
has also been implemented in patients who suffer from long term or chronic pain. Here
too, VR combined with mindfulness-based stress reduction (MBSR) proved to be effec‐
tive in short period pain reductions by Gromala et al. [13].

However, all of the VE and VR games were based on a desktop platform and required
professional operations and VR hardware in medical settings. Taking into account the
relative expense of an HMD, these factors together make VR inaccessible to patients’
everyday interactions and varying needs. The currently most popular technical config‐
uration of VR relies on a stereoscopic HMD, such as the Oculus Rift or Samsung Gear.
Although the Oculus Rift quickly became a commercially viable HMD, other
approaches to VR displays have also been growing. One example is Google’s Cardboard
VR HMD, which is cardboard that the consumer folds up into an HMD-like viewer and
includes plastic lenses. Compared to higher-end VR devices like Oculus Rift, the card‐
board is significantly less expensive by a factor of ten, and therefore has the potential
for mass consumer use. It relies on a user’s smartphone, which the user inserts into the
cardboard viewer. This is only one example of a number of similar, inexpensive devices
that are being referred to as “DIY VR” or “Cardboard VR”.

Therefore, to design VR game as interventions for pain management, to make them
accessible to more patients and to allow patients to interact with VR as often as they
need, we designed the mobile VR game, Cyroblast. Based on a Cardboard VR HMD,
Cryoblast is a serious game designed specifically as a form of pain distraction for acute
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and chronic pain patients. Our prior research demonstrated significant decreases of
patients’ pain levels after the patients tried a desktop VR game that has a similar game‐
play and game components as Cryoslide’s. Therefore, we developed this mobile game,
Cryoblast, to make it possible for patients to bring and use their VR at home. We believe
that VR pain distraction games are an effective non-drug approach for managing spikes
in chronic pain, and that mobile VR may provide more accessible tools for the dissem‐
ination of VR interventions.

2 Head-Mounted Display vs. Cardboard Mobile VR

Immersive VR, developed primarily in research labs and popularized by the media in
the 1990s, built upon a number of technologies and approaches to computer graphics
that were initially described and tested in Ivan Sutherland’s Sword of Damocles. At that
time, VR was described as a version of Star Trek’s Holodeck [5] and as a “consensual
hallucination” [6]. However, because the hardware for VR was extremely expensive and
limited, and because 3D software and programming VR was so complex, it didn’t
become commercially viable in the 1990s. Therefore, VR’s popularity was eclipsed by
the advent of the worldwide web and a number of other more accessible computational
devices, networks and software.

After decades of commercially failed products and unfulfilled promises, Oculus Rift
brought back life to the VR industry and made people again became excited about
immersing themselves in a computer-generated world. Advanced HMDs like Samsung
Headgear are also now in the VR market. Although these devices are significantly
cheaper than HMDs were a few years ago, these are possibly still not inexpensive enough
for large-scale mass consumption, since their prices range from $350 to $1,500. The
concept of DIY VR aims at closing this gap. Since the number of smartphone consumers
are increasing at a geometric rate, the potential for DIY VR devices are tremendous.

Although the Oculus Rift (Fig. 1, left) and Samsung Gear (Fig. 1, right) quickly
became commercially viable VR displays, other approaches to VR displays have also
been emerging. One example is Google’s Cardboard VR (Fig. 2, right), which is card‐
board that the consumer folds up into a viewer and includes plastic lenses. Another
example are plastic VR HMDs designed for mobile phones like Archos Mobile VR
(Fig. 2, left). These are less expensive than Samsung Gear, but still provide a sense of
immersion for VR applications.

Fig. 1. The Oculus Rift HMD (left) and the Samsung Gear mobile HMD (right).
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Fig. 2. Economical mobile VR HMDs: ARCHOS mobile HMD (left), and Do-It-Yourself
Cardboard mobile HMD (right).

Cardboard VR is a do-it-yourself (DIY) kit that utilizes a piece of cardboard with a
magnet, a rubber band and a couple pieces of plastic. It has been manufactured by various
companies and are priced from $3. to $30., according to cardboard quality. Although
these cardboard or DIY VR displays are described as inexpensive alternatives to more
traditional immersive VR HMDs, they differ from traditional HMDs in their design,
construction materials, optics and reliance on smartphones. Moreover, their methods of
interaction are quite different from more traditional VR HMDs that rely on handheld
input devices (joysticks, mice, data-gloves) and desktop or laptop computers.

Despite limitations, the Cardboard-like DYI VR system has an immense potential
of having a larger consumer base than do the traditional HMDs since these are affordable
and easy to carry. With a large user base, it has the possibility of becoming a regular
device, which promises to give a taste of VR to users in everyday life. In our case, our
users have acute or chronic pain, and a percentage are disabled; therefore, expense is a
considerable factor that determines whether or not an HMD is viable for home use.

3 Design Concepts and Principles

Distraction Principle: Cognitive Load. The theoretical basis upon which we designed
the game is Cognitive Load, including Continuous Action and Attention Switching. All
work together in the form of tasks that we present players with throughout the length of
the game. This provides continuous action and constantly captures and maintains the
players’ attention. Cognitive Load serves as stimulants of the users’ working memory.
Continuous Action keeps the users’ attention constantly focused forward, and Attention
Switching stimulates the users’ cognitive and sensory capacities to effectively distract
them from their pain.

Consistent with capacity theories of attention, Dahlquist et al. [7] suggests that although
interactive and passive distraction are effective, interactive distraction is significantly
better than passive distraction. This is because the interactive games stimulate visual
and auditory sensations, but can also provoke tactile and kinesthetic sensations as the
game is played, thus increasing attentional demand. They used a VR HMD for a distrac‐
tion procedure, which may also have blocked sensory awareness from much of the
surrounding input.

Given that an individuals’ attentional capacity is finite, a distracting task that requires
a great deal of the person’s attentional resources should leave little attentional capacity
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available for processing painful stimuli. Moreover, multiple resource theories suggest
that attentional resources within different sensory systems can function relatively inde‐
pendently. For instance, an activity that involves one sensory modality may not deplete
the attentional resources in another sensory modality. Thus, an engaging and interactive
distraction activity that involves multiple sensory systems is likely to be more effective
than a more passive distractor, or even a distractor that involves only one or two sensory
systems.

In addition, although Dalquist et al. argue that interactive distraction is more effective
in terms of the kinds of sensations that may be involved, the role of agency that inter‐
active games may also play a role, as other game theorists suggest [14].

The Distraction Principle: Sense of Immersion. Jennett et al. defines immersion as a
“lack of awareness of time, a loss of awareness of the real world, involvement and a
sense of being in the task environment” [8]. Immersion in this sense relates to how
present the user feels in the simulated world and how real (or engaging) the virtual
environment seems. When a sense of immersion is strong, much of the user’s attention
is focused in the VE, leaving little of it to notice other things such as pain. Therefore,
users need a sense of immersion in order to be captivated enough to feel as they’re part
of or “in” the VE. Immersion is one of the concepts that are believed to enable VR
environments to distract patients undergoing various medical procedures in ways that
go above and beyond other techniques and media forms explored in prior research.

Affective Changes: Relaxation and Anxiety Control in VR. Immersive Virtual Reality
(VR) has become more popular and widely accepted as a non-pharmacological analgesic
in clinical settings. In a number of research studies, VR has been considered successful
as a method for distracting patients and reducing their perceived bodily pain, as well as
managing emotional disorders, such as overcoming anxiety [9].

Research showed that the use of VR for relaxation [15] and stress-reduction also
represents a promising approach in the treatment of generalized anxiety disorders since
it enhances the quality of the relaxing experience through the elicitation of the sense of
presence [10]. The visual presentation of a calm virtual scenario can facilitate patients’
practice and mastery of relaxation [13], making the experience more vivid and real,
especially for subjects who have difficulty “visualizing” – that is, using their own imag‐
ination and memory [15].

4 The VR Game Design and Game Mechanics: Cryoblast

In broad terms, VR games such as Cryoblast build on early VR pain distraction work
that was initiated by Hunter Hoffman et al. [1]. Cryoblast itself is a direct outgrowth
from a more recent VR pain distraction game, Mobius Floe. The aim of Cryoblast is to
improve on VR pain distraction games by enabling patients to use them on mobile plat‐
forms. This is because VR games that run on mobile platforms may provide an effective
source of pain distraction without the use of analgesics, and because cardboard VR is
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inexpensive enough to be used not just in hospitals, but also in the comfort of the patients’
own homes.

First Person Shooter (FPS) Game in a Cave Adventure. The genre of the First-Person
Shooter (FPS) was chosen to be the main game mechanic and game type in this cardboard
mobile VR scenario. In FPS games, the player can identify with the game character
represented only by weapons and/or hands which are seen as virtual prostheses that reach
into the game environment [11]. This means that in an FPS, the player virtually turns
into the game character as they feel as if they are acting directly in the virtual game
world.

Patients are immersed in the virtual wintry cave setting where they wander through cave
landscape paths and trails where they experience action-packed encounters. The tasks in
Croblast stimulate the patients’ working memory and keep their attention constantly focused
forward, in turn stimulating cognitive and sensory capacities to effectively distract them from
their short-term pain. The beginning screen is depicted in Fig. 3.

Fig. 3. The beginning scene of Cryoblast HMD scene with two lens view (in cardboard VR).

Game Components and Design: The Caves. To constantly engage patients’ attention
inside the cave and to avoid repetition, we designed 6 different caves, each of which
differs in terms of size, textures and landscapes (Fig. 4). Thus, the players have diverse
caves to explore, offering them an opportunity to stay engaged in the adventure gaming
mode. Two main game objects were implemented in each cave: the Mushi and the coins.
The goal is to collect as many coins as possible.

Fig. 4. A view from far outside of Cryoblast’s cave landscape, where six caves are connected.
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However, in each cave, the layout of both the Mushi creatures and the amounts of
coins vary considerably in order to provide some level of uncertainty in the gameplay
deployment as well as to inspire the players to create their own strategies in response to
differing types of targets. For instance, in the left of Fig. 5, the cave has only coins, and
the amount of coins were exact enough to keep players focused on the virtual world and
shooting actions. It is the fifth cave, which was created to generate more flow for the
players with a feast of coins. In contrast to the fifth cave the last cave is populated with
a lot of Mushi creatures, but has fewer coins, as depicted in the right side in Fig. 5. The
goal here is also to capture players’ attention to shoot as many Mushis as possible.
Figure 7 shows a cave has more of a blance between the number of coins and Mushis.

Fig. 5. Two of the six caves in Cryoblast: the CoinCave (left), and the Intense Mushi Cave
Cryoblast (right).

Game Components and Design: The Mushi. Patients find themselves under threat
from little “monsters” — the Mushis — which appear to be half neuron, and half flying
ball-like character (Fig. 6). The Mushi represent the glial cells which are thought to
regulate the human neurological systems that are responsible for the pain experience.

Fig. 6. Design of the Mushi. Half glial cell and half ball, the flying Mushis represent regulator
compnents of an abstracted neurological process thought to result in peristent pain.
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There are analgesic ‘drugs’ that the player can use as weapons to shoot the Mushis:
morphine and gabapentin. Patients are able to calm the Mushis down by aiming them,
and throwing these abstract ‘drugs’ or analgesics with the cardboard’s magnetic button.
Each drug has functions differently in how it calms the Mushis. Figure 7 demonstrates
Mushis who turn from red/magenta to green when they are shot.

Fig. 7. When the aggressive Mushi is hit, it changes to another state — green and calm (Color
figure online)

Game Components and Design: Game Victory Points–Coins. Coins are the final
victory points. The player is able to assess how many coins s/he has and the percentage
of Mushis s/he has shot. Although the players cannot control their initial moving speed
in the cave, shooting the Mushis decreases the speed so that players can slow down and
have more time collecting coins. Coins are designed to be smaller than Mushi so that
they are more difficult to target and to shoot. But the more coins a player has collected,
the quicker the player’s speed will be so that s/he needs to shoot more Mushis with the
“drugs” to calm them down. The reason for creating two things — the Mushis and the
coins — and a feedback loop is to keep patients more engaged in the gameplay and
thinking about their strategy of what to shoot and how to deploy the drugs.

The whole journey through the six caves is an embodied way that the players —
patients who have persistent or chronic pain — self-manage their bodily pain by
distracting themselves from it, and attend instead to interacting in the immersive virtual
worlds. The game components were designed to stimulating patients’ working memory.
Moreover, the metaphor of the neurological processes that are involved in persistent
pain may function as a kind of abstract VR visualization — by shooting ‘drugs’ or
analgesics at the Mushis, these neuron-like monsters that have caused pain are calmed,
offering the players greater agency in their speed and movements in the game.

5 Conclusions and Future Work

Combined with an Android smartphone, the Cardboard VR works as a more accessible
albeit new kind of virtual reality gaming platform. The concept of DIY VR is very new
and has the potential to grow a large consumer base because of its low cost. Cryoblast
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is an immersive VR game created for this platform, designed to help both chronic and
acute pain patients lower their pain and anxiety, especially when professional medical
VR devices are not available to them. Moreover, the Cardboard VR is accessible enough
to be used at home, thereby increasing its utility to be used when and where patients
may need it.

In this paper, we primarily discussed the potential of Cardboard VR as a more acces‐
sible VR HMD for patients, as well as the design metaphor and gameplay of Cryo‐
blast. The pain distraction metaphors and how they may be translated by patients
immersed in Cryoblast differentiates this VR game from others. Currently, the cardboard
VR game is available on the Andriod mobile phone platform with Cardboard HMD. In
our future work, this VR game will be tested with chronic pain patients to evaluate the
sense of immersion and engagement it provides for the specialized needs of these
patients. In addition, we will compare how this VR platform differs from others, such
as Samsung Gear and Oculus Rift, in terms of the effectiveness of VR pain distraction
and pain management as a everyday design application.
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