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Software Implementation Methodology
of Intelligent Information Systems
of Learning and Knowledge Control
(IISLKC)

Ali M. Abbasov and Shahnaz N. Shahbazova

Abstract In this paper, research work allows making a statement which can be
formulated as complex of models and methods. These models and methods are able
to take on the function of whole intellectual complex which carries out the function
of teaching and process of control knowledge with the minimal participation of
teacher and education institutions.

Keywords Client–server software � Consciousness � Fuzzy logic � Fuzzy neural
networks � Briefness � Complex systems � Decision making � Flexibility

1 Introduction

Intelligent information system of learning and knowledge control (IISLKC) was
designed for the work in distributed environment of intranet work of high education
institutions as the environment for the self-preparation of students, and it received
development as a full-fledged education environment in future.

This system has been adjusted as client–server software with application of
Internet browser as a thin client. Like in any other systems, the main principles of
interface building remain the same—utilization of graphic user form of entry and
work with information. This allows user to have visual presentation of form which
contains components for entry of user’s information as well as components for
different actions with already entered information. This simplifies the user’s work,
because during the work process the user may clearly see the results coming from
own actions and information changes. Essentially reduces likelihood of uncorrected
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entry data. Herewith, the student may completely not to see the presentation of data
and their forms passing to the server during the education and knowledge control.
These data are the only final results of student with the form and did not require the
full in date of its all contents from server [1].

2 Software System Methodology

Basic functions of central system of educational process control of information
interaction securities are as follows:

• Administration of users and user groups;
• Processing users sections;
• Provision of connection with database servers and realization of intellectual

distribution of commitments between them;
• Provision of file-server synchronization;
• Support of channel connections;
• Provision of information allocations to different languages;
• Transaction management.

Human–machine interface provides connection between student and IISLKC
complex and main principles of its building were as follows:

1. Consciousness. Interface complex of IISLKC was developed with the purpose
of maximum access for students with any level of preparation and computer
skills. In most cases, the system does not cause difficulties to student in
searching of necessary directions (interface elements) for the management of
process of accomplishing the task or searching of necessary information [2].

2. Consistency. If the student were used some work acceptance with certain
functions in the work process with system, then other system parts of work
access must be identical. The work in interface system is concurred with the
principles and work acceptance of all distributed operating systems (OSs). Since
the student may work in any OS environment, functional meaning of controlling
elements of interface is not distinguished from the interface in Internet browser
through which it is working with IISLKC system [3].

3. Briefness. It means that if student in IISLKC system enters only minimal nec-
essary information for the work or in system management. For instance, student
would not be asked to enter insignificant numbers and would not require
entering the information which was entered earlier or automatically received
from student’s registration card or server. Unsung meaning “by default” is
widely speeded and applied where it is possible to reduce the process of entry of
information.

4. Direct access to the help system. Taking into account the fact that student can be
anyone with poor computer skills and using the learning complex for the first

4 A.M. Abbasov and S.N. Shahbazova



time, the system provides student with necessary instructions and explanations
about the function of control element. Help system meets the following three
aspects:

• Built-in help reference system;
• Full provision of managing orders with auxiliary information;
• Description of types and character as well as possible reasons of messages

about errors and confirmation of system functioning.
Error messages and confirmation from the system server are created as auxiliary
help element, and its result must be minimum quantity of repeating error
functions.

5. Flexibility. For unexperienced and poor computer-skilled students, the interface
with minimum quantity of controlling elements that simultaneously are located
on the screen was created. In this case, the interface was organized as hierar-
chical menu structure. At the same time, for the advanced users (teachers,
administrators, and student-testers) there is an interface with additions com-
mands and possibility to control the interface with combination of keys which
speed the work in the system. However, it will be factor of complicating the
work and risk of accomplishing without requesting the commands for the rest of
the users [4].

Intelligence of learning system depends directly on certainty of definition of
current results of student by several key factors:

• Capacity of understanding;
• Understanding of previous materials;
• Current physiological state of student.

The research of experiments shows that by speed of riffling the information
materials, speedy response, error frequency—current preparation of student to the
learning and partial psychological state of student may be determined. Problem of
closing future action strategies is decided by program on the basis of these factors.
This might be as continuation of teaching of a new material and also the question
from already passed learning material or the end of the education.

By the end of the process, relevant form might be given where current
achievement and analysis result of previous achievements of student will be shown.

By the end of the process of knowledge control and after conducting analysis of
his results, the program enters changes to the records of database about relevant
student, updates the list of used questions, and saves coefficient per each of
parameter of learning or testing.

By the end of the learning of students by the certain learning theme, the system
analyzes the results with the purpose of decision-making decision about the
knowledge of the student and its possibility to move to the next level of education.
In the analysis, the information about the past material and results of evaluation of
student are also mentioned [5].

Software Implementation Methodology of Intelligent … 5



3 Interaction of Teacher of Profiling Organization
and Student with the System

As it was mentioned above, the strategy of interaction of IISLKC complex with the
existed learning system is carried out on the basis of profiling organization object
(school or university). Despite the fact that the system would recommend itself in
the future, official certificate of education (school certificate or diploma) or license
of certified organization is issued only after the confirmation of the student
knowledge. It is possible where the student passing the full course of education
himself applies to the relevant organization for the confirmation. However, the more
convenient possibility has been provided in the complex—education in the IISLKC
complex existed within the same profiling organization under the supervision of
assigned teacher [6].

For the forming of the general structure of intelligent system works in the
profiling organization environment, it is necessary to have a detailed look at the role
of the teacher and student, as well as their interaction. In the system existed
numbers of methods of interaction of teacher and student. It might be individual
learning of teacher and student or work with all student simultaneously with taking
into consideration that the main educational burden on the IISLKC complex. The
most productive in terms of time saving and student learning quality is achieved
using them together. This simultaneous method of education of group of students
with individual control of each student with recommendations, advises, and noti-
fications [7].

Let us look at the typical scheme of teacher’s behavior in intelligent system.
While accessing to the system, it is necessary to mention identical data—login and
password. This allows teacher to add and amend own materials as well as access to
the work files of students.

If teacher needs to conduct additional learning and testing of simultaneous stu-
dents group (for instance, laboratory or practical assignments), it is necessary to
enter the conception of general files. The general files are created by teachers by the
concrete syllabus of subjects. By using these general files, the teacher may assign
works and exercises to the group of students at the same time, as well as to check
their decisions and results. The structure of general files allows simplifying the work
with group of students; however, the access of teacher to the work files of students
allows the teacher to work individually with each student. It can also be expressed in
the recommendation to repeat taking the course, and in more detailed analysis of
errors than it was made in the general files, and etc. The basis of wideness of the
system is that the right to access by teacher allows to add and amend own materials,
enter corrections according to the last achievements of science and culture.

The behavior of student in the system has its own principal differences from the
behavior of teacher. Provision of security of information in the system is decided by
offering to student the minimal advantages. In the access to the system, student is
entitled with the right only to review and copy the systemmaterials, and inwork file—
the right to add and amend. This given system of limitation allows securing the

6 A.M. Abbasov and S.N. Shahbazova



informationalmaterial of system from the unauthorized amendment and removal, and,
at the same time allows to student to pass the course of education in the system
efficiently.

For the purposeful passing of learning, the student may use the structure of
general subjects. The student must chose the general subjects per interested by him in
subjects and courses. After the registration, he is obliged to be on the track in chosen
subjects by doing exercises and accomplishing the assignments leaving by the tea-
cher of the system. Otherwise, he can be punished by rollback to the earliest learning
materials, because already achieved knowledge would lose their efficacy [8].

The student must also visit his work file and check the availability of specific
comments from teachers. In addition to this, any system materials are available to
the student where he can find the information interested to him. This allows
learning the student to the regular mental workload and successfully influencing to
the increasing of knowledge. Like any other work, gaining the knowledge is pos-
sible only with interior and exterior motivation and wishing to receive the education
is the one of the main guarantees for the success of this whole process of education.

4 General Model of Realization System of Control
Knowledge

A focus on simplicity and ease of deployment of the software complex in any
practical educational institution was emphasized during the choosing of a model for
practical realization of the system of knowledge control. The only special equip-
ment necessary is a hardware server database (DB) which may function as one
server or as a cluster, consisting of multiple linked DB servers in the local network
and operating under single management (Fig. 1).

LAN / Intranet 
Educational institutionOracle SQL Server

(DB cluster) 

So
ft

w
ar
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(W
eb
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Workplace of
Teacher / student
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Teacher / student

…

Workplace of
Teacher / student

Internet

Access Gateway

Fig. 1 Architecture of system
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Software is built on Web application technology [9, 10], one advantage of which
is no client software. Any computer connected to the local institution network or
through a gateway Internet access can immediately begin work in the system, after
receiving the registration information and the level of access.

One of the major subsystems of Web application is a subsystem of knowledge
control [11]. The most prominent algorithms of the intellectualization of informa-
tion processes have been used in the development of the system. As mentioned
above, the basis of its power and flexibility is the implementation of a combination
of fuzzy logic and fuzzy neural networks (Fig. 2).

The knowledge base is a library offuzzy rules, which are logically designed (1) and
which interpret the signal received by a block of fuzzy neural networks [12–14].

IF finputðX1ÞTHEN foutputðY1Þ
IF finputðX2ÞTHEN foutputðY2Þ

. . .
IF finputðXnÞTHEN foutputðYnÞ

ð1Þ

Because the learning process is constantly evolving and being improved, the
ability to modify the software was included.

A basic core of the system allows you to create on its basis the learning process
that satisfy the needs of a wide range of educational institutions and learning
materials, which can be formalized and the decision making expressed as logical
expressions. The structure of access to the individual levels is built simply, but at
the same time ensures the necessary security and flexibility [15, 16].

The mechanism of access control consists of two groups of three-level system
privileges. This model is quite powerful and at the same time simple and functional,
which fully satisfies the practical conditions and requirements (Fig. 3).
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5 Conclusion

Intelligent information system of learning and knowledge control allows to
accomplish constant integrated educational process, whereas the student will pass
the course under the control of intelligent computerized models and methods on the
basis of application of modern mathematical technologies and by the analytical
methods and informational process.

The methodology of applied research of programming IISLKC complex was
suggested, where all aspects and system functioning were analyzed.
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Functioning of Control Module
of Learning Materials

Shahnaz N. Shahbazova

Abstract The work presents the results of practical realization of database and
methods. These results are the basic main element on which the work was done to
determine the practical efficiency of application intelligent systems in learning
process.

Keywords Artificial neural networks � Technical solutions � Fuzzy logic �
Imitation of knowledge control procedures � Expert systems � Complex systems �
Imitation of learning function � Decision making � Cybernetic simulation

1 Introduction

The learning system is in the constant development and advancing the methods of
teaching, and knowledge control is the strategic task of almost all countries in the
world. The existing reality demands constant increasing of qualification from the
modern man and therefore relatively increases demands to available and effective
learning system of education. One of the most perspective and reliable method is
distant education [1].

The numerous system of distant education was designed, which is working
perfectly on the base of traditional institutions of high and special education.
However, they present itself as a development of informatization of traditional
method of teaching, whereas connection of “teacher–student group” is translated to
the virtual plane.

The big attention should be paid to the system of knowledge control where in
majority it has existing system that was realized in the form of usual subprogram of
testing.
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In this work, special meaning was used on the mechanism of knowledge control
and methods of its advancing, and it is one of the significant modules of teaching
system. For example, models of conducting full cycle of teaching system with the
minimum or completely without teacher’s participation were developed on its basis.

2 The Principles of Presenting in the System
of Information Resources and Functioning of Block
Management of Teaching Materials

The presentation of information resources in automatization environment is the
important implied task from the selected methods of decision where it depends on
the flexibility and efficiency of functioning of the last product. Developed model of
automatization educational system is aimed for the use in distributed environments
of educational institutions, and the main users will be teachers and students with
different levels of computer skills [2]. As the main distributors of informational
materials, the teachers have a burden of intellectual analysis of learning materials
with the purpose of dividing them on the maximum possible quantity of connecting
teaching fragments [3, 4].

Resulted in the end numerous teaching pieces present itself as an initial step of
translation of teaching materials in format necessary for the automatization system.
As the automatization methods of intellectual analysis of educational materials are
quite limited, the experts have a main burden [5]. The process of filing with
teaching materials is illustrated in Fig. 1.

Learning materials management is conducted in 5 steps. The first step—layout of
learning materials into minimum meaning fragments (Fig. 2) [6–8].

The second step—composing numerous questions determining the definition of
learning fragments (Fig. 3) [9].

Objects of 
question-answer

Educational 
materials

Origin of 
information

Adding and editing by 
interface IISCK

Fig. 1 The process of filing with learning materials
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The third step—composing numerous wrong responses determining lack of
understanding of educational material (Fig. 4) [10].

The fourth step—creation of signs of wrong responses to the concrete pieces of
learning material [11] (Fig. 5).

The fragment of 
Educational materials Mi

Educational materials 

The fragment of 
Educational materials Mi+1

Analysis specialist educational material 
and split  it into fragments with 
information and semantic meaning 

Fig. 2 Layout of teaching materials into minimum meaning fragments

Creating a specialist set of questions 
specifically drawn to determine 

understanding of selected fragment
Sets of 

questions {Qi} 
The fragments of 
Educational materials Mi

Fig. 3 Composing numerous questions determining the definition of learning fragments

For each question by expert created answers 
– the correct answer and many wrong answers

Sets of 
questions {Qi} 

Question
Qi

k∈{Qi} ∈

The correct 
answer Aj

0
Set of wrong 
answers+ Each wrong answer should be an indicator 

of some student misconceptions
 {Aj} 

Fig. 4 Composing numerous wrong responses determining lack of understanding of learning
material
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The fifth step—merging of numerous learning fragments in the knowledge
volume eliminating concrete delusions [12] (Fig. 6).

The basis of knowledge system of student is the method of formalization of teaching
process. Learningmaterial, which is devoted to the somefield of science and technology,
is divided into the certain logically connected groups of learning courses [13, 14]:

• Multitude learning material

– Learning course 2 learning material

• Multitude question–answer 2 learning course

Fig. 5 Creation of signs of wrong responses to the concrete fragments of learning material

Educational materials 

Each wrong answer indicate  a certain amount  of educational 
material designed to eliminate misconception

Mb

Mc

Ma

Mi

Learning fragment Ma Mb

Mc

Field of knowledge  eliminates confusion associated 
with  a specific wrong answer

Fig. 6 Merging of numerous learning pieces in the knowledge volume eliminating concrete
delusions
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Multitude of learning materials (Ω) consist of submultitudes of learning courses
(ω) and present complex field of crossed submultitudes.

Multitude of learning course (ω) consists of learning materials which might be
described as chapters of relevant courses (Figs. 7, 8) [15, 16].

Knowledge control system is one of the main modules where the general
achievement of research work is depending on as all other modules itself are relied
on the results given by this current module.

With the practical viewpoint, the process of knowledge control leads to the
questioning of students with the purpose of establishing their knowledge and skills
in the field of tested subject [17, 18].

One of the more effective and qualified knowledge controls is willing to perform
only teacher of relevant subjects. Therefore, selection as etalon system of teacher’s
behavior is more reasonable.

The analyses of teacher’s behavior while performing the process of knowledge
control determine the limited application of automatization system in the field of
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course
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Fig. 7 Tripled presentation of learning system and testing
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databases
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knowledge control of learning discipline, whereas the clear definition of right
answers is possible [19, 20].

3 Conclusion

These results are the basic main element on which the work was done to determine
the practical efficiency of application intelligent systems in the learning process.
Presented in the paper, research work allows to make several statements which
might be formulated as a complex of models and methods capable to undertake the
function of complete intellectual complex of existing function of teaching and the
process of knowledge control with the minimum participation of teacher and pro-
filing educational institutions.
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Fuzzy Multi-scenario Approach
to Decision-Making Support in
Human Resource Management

M.H. Mammadova, Z.Q. Jabrayilova and F.R. Mammadzada

Abstract The paper describes the necessity of application of intelligent technolo-
gies to support decision making in human resource management (HRM) problems.
The specific features of the personnel selection problem are highlighted, immersing
the later into a fuzzy environment. Multi-scenario approach is described for solving
the problem of employment, taking into account the importance and in equivalence
of the indicators, which characterize the eligible candidates for the post, as well as
individual character requirements of employers, at a current time. Experiment results
for implementing the problem of selection of personnel based on the proposed
method for professionals in information technology (IT) are discussed.

Keywords Decisions-making support � Human resource management � Personnel
selection problem � Fuzzy environment � Fuzzy multi-criterial model

1 Introduction

In the transition to knowledge-based economy, ensuring effective performance and
competitiveness of the organization (enterprises, companies, firms, etc.) requires
increased attention to the personnel, i.e., human factor. Employees of the organi-
zations are considered as the main strategic resource, ensuring its performance and
achievements of its objectives. According to this concept, the staff becomes one of
the main resources of the organization, which is required to be managed appro-
priately, optimal conditions to be provided for its development, and the necessary
funds to be invested in it [1].

The concept basis of personnel management constitutes an increasing role of the
worker’s individuality, his knowledge of motivational attitudes, and his ability to
shape and direct them in accordance with the challenges facing the organization.
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Intelligent capital occupies a special position among other assets and requires
specific approaches to the management perspective [2]. Evaluation of intelligent
capital of the organization is needed to determine its effectiveness and growth
factors, as well as to make decisions on the advisability of investment in this
resource.

Objectives of human resource management (HRM) are the basis of personnel
policy. The correct solution to these problems, making objective and transparency
decisions on HRM, allows the organization to achieve its global goals [3, 4]. In
general, today the HRM becomes the strategy of the company or firm. In this case,
the funds invested in the development of human resources transform into an
investment, not expenditure [5]. The changes, occurred in the labor market, require
major changes in the relationship with employees, in the policy of their recruitment,
retention, and motivation. In this regard, HRM at the professional level has become
a strong modern means used in HR. Fundamentally new attitude toward the per-
sonnel as valuable resource of the organization actualizes the importance of
developing new conceptual approaches and technologies for HRM. Therefore, in
recent years, computer technology is increasingly used for the HRM problem
solutions.

Thus, to make more objective decisions regarding personnel planning, selection,
recruitment, adaptation, firing, promotion, development, training, and motivation of
personnel, the decision-maker (DM) must evaluate and take into account the
information in each case that characterizes the applicant, his interests, potential
impacts, and results. Essential factor for the quality of personnel management is its
assessment using competencies. The problems solved in the field of HRM are
complex and varied. They are united by the fact that the finite number of evaluated
objects is used as the raw data, and these objects are characterized by a set of
diverse features, i.e., these tasks are multi-criterial, and many factors should be
taken into account, and many influences, preferences, interests and consequences,
and characterizing alternatives should be evaluated [6–8].

Volume, quantitative and qualitative nature, complexity, and contradictions of
the information flow to be reached to the DMs, as well as the need to address the
interrelationship of numerous factors, dynamic situation created difficulties in
decision making on HRM. To overcome these difficulties and consequently more
effective HRM of the organization, the application of intelligent decision support
technologies seems appropriate [6, 7, 9].

To the number of HRM problems most frequently met in practice, the following
problems belong [4, 10]: selection of applicant on a vacant position; compliance of
workers to requirements of a workplace, a position; formation of a personnel
reserve and planning of vocational advancement, career; selection of people on key
positions in operation of business; awarding, compensation of employees, etc.

In this paper, we describe the methodology for personnel selection problem for
the vacancy with regard to the importance and nonequivalence of numerous indi-
cators characterizing the alternatives (candidates applying for the position), as well
as the requirements of individual character of employers (DM), at the current time.
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2 Personnel Selection Problem

Personnel selection often acts as the most important role for controlling the human
resource and quality in HRM [11–13]. Effective employee selection is a critical
component of a successful organization. Personnel selection is the process of col-
lecting and evaluating information about individuals and choosing those who match
the qualifications needed to perform a predefined job in the best way [14]. This
process plays a determining role in HRM and is crucial to the success of an
organization.

In [15] and [12], authors reviewed the personnel selection studies and found that
the several main factors including change in organizations, change in work, change
in personnel, change in the society, change of laws, and change in marketing have
influenced personnel selection. In literature, there are a number of studies which use
heuristic methods for employee selection. A fuzzy MCDM framework based on the
concepts of ideal and anti-ideal solutions for the most appropriate candidate is
presented in [16]. Also, a fuzzy number ranking method by metric distance for
personnel selection problem was proposed in [17] and a personnel selection system
based on fuzzy AHP was developed in [18].

In addition, researchers used fuzzy technique for order preference by similarity
(TOPSIS) based on the veto threshold for ranking job applicants [9, 19–21].
Recently, owing to the advancements in information technology (IT), researchers
have developed decision support systems and expert systems to improve the out-
comes of HRM [22, 23].

A model to design an expert system for effective selection and appointment of
the job applicants was developed in [24]. Although the applications of expert
system or decision support systems on personnel selection and recruitment are
increasing [11, 13, 25], however, the research taking into account requirements of
the employer in the real time has not been considered in the paper.

Therefore, the goal of personnel selection was to apply valid and effective
method to reduce the risks of hiring an unsuitable employee, and increase the
opportunities to find an eligible employee who can enhance the productivity of
organization [4, 26]. In other words, businesses find eligible employees meet the
requirements of organization and occupation from mass of job applications through
effective personnel selection methods.

3 Conceptual Model of the Personnel Selection Problem

The problem of personnel selection for the position is classified as semi-structured
tasks, which is traditionally reduced to decision making [6, 9, 19–23]. The attitude
of the DM and preferences (experience, knowledge, and intuition) of the experts
play an important role in the implementation of such tasks. Intelligence sup-
port policy of choice (selection of experts), in this case, is defined by a specific
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manager—DM, experts involved in the evaluation process of alternatives for set of
attributes forming the level of satisfaction of alternatives criteria and preference
relations for each of them, and the estimating problem of the applicants for the
position can be reduced to the adjustment of alternatives in fuzzy initial
information.

Before shifting to the methods of candidates’ selection, it is important to for-
malize requirements for the position or workplace of the future employee, based on
the development strategy of the organization and characteristics of its corporate
culture. Selecting the employee, it is necessary to determine the presence or absence
of a candidate’s competence, which is needed for the effective performance, i.e., a
set of knowledge, skills, abilities, social and personal characteristics, and behavior
of employees, defined with the objectives of the organization and set for specific
situation. Approach based on competences allows one to link a whole HRM: in
recruitment, career planning, assessment of performance, and development in the
promising coming years [2]. Selecting the candidates, their competence is assessed
and compared with the “portrait of an ideal employee,” conveyed by a set of
corporate performance at a given workplace [4, 6, 21, 27–29].

Note that the competence of a person is characterized by a number of factors and
indicators, and depending on the fields of professional activity, profession, and
profile of the organization, these figures have different relative weights of impor-
tance [6, 9, 19–21, 28, 30].

Recently, a new trend in the selection of personnel has been observed, which is
expressed in individual requirements of the employers for applicants for a certain
position, which involves an assessment of the latter one from the standpoint of
obligation, desirability, and the lack of demand characterizing the indicators with
respect to the proposed position. Hence, the figure, which is mandatory according to
the preference of one employer for the purposes and needs of another one, may be
desirable or even unnecessary.

This trend is also confirmed by monitoring of supply and demand in the market
of IT professionals conducted by the Institute of Information Technologies of the
Azerbaijan National Academy of Sciences [31].

Naturally, if a job applicant does not meet at least one indicator listed as obli-
gatory for this specialty by the employer, his chances of getting accepted to the
relevant position are equal to zero.

Statistical results of the approach of 72 employers regarding meeting the indi-
cators characterizing education and personal qualities for the specialty of
programmer-engineer are presented in Table 1.

Accordingly, as semistructured, the problem of personnel selection is charac-
terized by the following features:

• multi-factorial and multi-criteriality;
• criteria and indicators of qualitative and quantitative nature;
• the need to consider the views in the evaluation process;
• hierarchy rate criteria characterizing evaluated object, expressed in the fact that

each top-level individual criterion is based on the aggregation of partial criteria;
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• dependence on employer’s requirements that define “portrait of the profes-
sional” to occupy particular position, at a real time.

These features “immerse” the task of hiring into a fuzzy environment, i.e., into
the “Zade-environment,” and cause decision making on the selection of the most
suitable candidate for the position in poorly defined fuzzy situation [32, 33].

Thus, an evaluation model referring to fuzzy formalism for the development of
an intellectual system supporting decision-making person for realization and
reflecting expert knowledge must be proposed (desirability, obligation, and unim-
portance of criteria indicators).

So, for the solution of evaluation issue in staff management, which requires
intelligent support, the following must be known:

• Set of evaluated alternatives:

X ¼ fx1; x2; . . .; xng ¼ xi; i ¼ 1; n
� �

:

• Set of criteria characterizing alternatives:

K ¼ K1;K2; . . .;Kmf g ¼ Kj; j ¼ 1;m
� �

:

• Set of evaluable indicators characterizing each criteria:

Kj ¼ kj1; kj2; . . .; kjT
� � ¼ kjt; t ¼ 1; T

� �
:

• Y—value range of each evaluable indicator;
• T—set of relationships reflecting desirability, commitment, and insignificance of

criteria indicators of employer at the real time;
• E—expert group participating in evaluation (decision-making process);

Table 1 Results of employers’ requirements according to educational and personal qualities
criteria for programmer-engineer specialty

Indicators characterizing the employed
person

Character of employers’ requirements

Obligatory
(%)

Desirable
(%)

Not required
(%)

Education:

Higher education diploma 68.11 25.02 6.87

Higher IT education diploma 30.58 51.43 17.99

Course certificates 5.64 31.97 62.39

Personal qualities

Performance discipline 75.06 18.07 6.95

Initiative at work 23.63 55.52 20.85

Capability to pass on experience 13.9 56.91 29.19

Team work capability 34.67 29.19 36.14

Analytical thinking 17.99 50.04 31.97
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• P—relations in X, K and E sets;
• L—linguistic expressions reflecting the level of relevance and relation of

alternatives to criteria indicators;
• W—relative relations in same-group indicators and criteria sets

Listed components of selection are united in below relative-set model:

Ms ¼ ðX;K; Y ; T;E;P; L;WÞ:

Solution of evaluation and selection issue based on this model requires devel-
opment of a relevant method, which refers to solution methods of multi-criteria
issues using fuzzy mathematical formalism for this purpose [33, 34].

4 Task Description

The paper proposes an approach that enables to consider the individual require-
ments of the employers. Thus, we are proposing the approach that enables the
selection of the best job applicant among all job applicants considering the indi-
vidual requirement of the employer regarding meeting the general criteria indicators
in order to be hired for specific candidates.

Thus, let us consider that:
X ¼ fx1; x2; . . .; xng ¼ xi; i ¼ 1; n

� �
—is a set of job applicants—alternatives the

best of which must be selected;
K ¼ K1;K2; . . .;Kmf g ¼ Kj; j ¼ 1;m

� �
—is a set of criteria inherent to alter-

natives and the set is defined by knowledge, capability, and personal qualities of job
applicants.

In this case, suitability of alternatives to criteria can be shown in two-
dimensional matrix, whereas element of the matrix will be defined by membership
functions reflecting the suitability level of xi alternative to Kj criteria:

uKj
ðxiÞ : X � K ! 0; 1½ �:

Here, uKj
ðxiÞ—reflects the suitability level of xi alternative to Kj criteria. But

these criteria are defined based on multiple indicators of different significance.
That is, Kj ¼ kj1; kj2; . . .; kjT

� � ¼ kjt; t ¼ 1; s
� �

.
Let us suppose,

(1) ukj1 xið Þ; ukj2 xið Þ; . . .;ukjs xið Þ
n o

¼ ukjt xið Þ; t ¼ 1; s; j ¼ 1;m
n o

—membership

function of alternatives to criteria indicators kjt; t ¼ 1; s; j ¼ 1;m
� �

is known
(supply base);
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(2) Evaluation of the DM regarding obligation (O), desirability (D), and unim-
portance (U) of meeting kjt; t ¼ 1; s; j ¼ 1;m

� �
criteria indicators for occu-

pation of a specific position is known (requirement base).
(3) Result to be obtained based on fuzzy multi-scenario method, uKðxiÞ, will

express the hiring chance of xi candidate as a value defined in [0, 1] interval.
Depending on this value, experts pre-form following hiring decision options:

• If uKðxiÞ 2 0; 0:25½ Þ, then this candidate decidedly cannot be hired;
• If uKðxiÞ 2 0:25; 0:45½ Þ, then hiring of this candidate carries great risk;
• If uKðxiÞ 2 0:45; 0:62½ Þ, then hiring of this candidate carries a bit of risk;
• If uKðxiÞ 2 0:62; 0:8½ Þ, then this candidate can be hired;
• If uKðxiÞ 2 0:8; 1½ �, then this candidate is unconditionally hired.

Objective of the issue is to select the best alternative from the supply basis in
accordance with demand basis for occupation of a specific vacancy or make a
ranked list of alternatives from best to worst: X : K� ! X�. Hereby, X—is the set of
primary alternatives, K�—is the set of indicators marked with obligation (O),
desirability (D), and unimportance (U), and X�—is the ranked list of selected
alternatives in accordance with demand.

5 Issue Solution

5.1 Modeling of the Demand Basis

Employer’s criteria indicators kjt; t ¼ 1; T; j ¼ 1;m
� �

for occupation of a specific
vacancy are divided into three groups as obligatory (O), desirable (D), and unim-
portant (U) and form relevant sets: {O}, {D}, {U}.

Let us note that,

fOg\ fDg\ fUg ¼ Ø

and

Of g[ Df g[ Uf g ¼ kjt; t ¼ 1; s; j ¼ 1;m
� �

;

i.e., these sets do not have a common element, and any kjt 2 Kj 2 K element can
belong to only one of these sets. Following possible situations, scenarios can
happen depending on the distribution of kjt; t ¼ 1; s; j ¼ 1;m

� �
criteria indicators

among {O}, {D}, {U} sets.

Scenario 1. All indicators defining Kj criteria are obligatory: kjt 2 Of g; t ¼ 1; s;
Scenario 2. A part of indicators defining Kj criteria are obligatory; another part is
unimportant: kjt 2 Of g[ Uf g; t ¼ 1; s;
Scenario 3. All indicators defining Kj criteria are desirable: kjt 2 Df g; t ¼ 1; s;
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Scenario 4. A part of indicators defining Kj criteria are desirable; another part is
unimportant: kjt 2 Df g[ Uf g; t ¼ 1; s;
Scenario 5. A part of indicators defining Kj criteria are obligatory; another part is
desirable: kjt 2 Of g[ Df g; t ¼ 1; s;
Scenario 6. A part of indicators defining Kj criteria are obligatory; another part is
desirable and a third part is unimportant: kjt 2 Of g[ Df g[ Uf g; t ¼ 1; s;
Scenario 7. All indicators defining Kj criteria are unimportant: kjt 2 Uf g; t ¼ 1; s.

(Let us note that scenarios 1 and 3 did not emerge during research and scenario 6
was the most common scenario.)

5.2 Evaluation of Alternatives

The following approaches to assess compliance with the required specification
alternatives (requests) of the employers in the process of selecting candidates for the
vacancy are presented.

Definition of membership function of the alternative to these criteria is realized
through a scenario relevant to evaluation of these criteria in the supply basis.

Claim 1 If a part of indicators defining Kj ¼ kjt; t ¼ 1; s
� �

criteria (scenario 1, 2,
5, 6) is obligatory and the value of membership function of alternative to at least
one of these indicators equals 0, then the membership function of the alternative to
the relevant criteria will also equal to 0.

Claim 2 Kj ¼ kjt; t ¼ 1; s
� �

is only defined by desirable (or partly unimportant—
scenario) indicators and the value of membership function of alternative to at least
one of desirable indicators differs from 0, then the membership function of the
alternative to the relevant criteria will also be different from 0. Thus, membership
function Kj; j ¼ 1;m of the alternative depends on distribution of indicators
characterizing it among {O}, {D}, {U} sets, scenarios.

Calculation of membership function of the alternative Kj ¼ kjt; t ¼ 1; s
� �

to the
criteria is based on membership function of the indicators characterizing the criteria
and its “curve,” i.e., their aggregation based on principal of their importance factor
depicted in thus [7, 30, 35], then following are proposed for the calculation of
membership function of the alternative to Kj ¼ kjt; t ¼ 1; s

� �
criteria:

Stage 1. Membership functions are determined for the alternative criteria in
accordance with the generated scenario.

1. Based on Scenario 1, membership function of the alternative to criteria Kj is
calculated using following equation:
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uKj
xið Þ ¼

Ys
t¼1

ukjtðxiÞ
h iwjt ð1Þ

Here, ukjtðxiÞ—is the membership function of xi alternative to kjt indicator, and

wjt—is the importance factor of kjt indicator. Let us note that
Ps

t¼1 wjt ¼ 1; t ¼
1; s condition must be met for criteria indicators.

2. Based on Scenario 2: Suppose, g quantity of indicators defining Kj criteria have
been evaluated as unimportant and naturally g < s. Then, themembership function
formula of the alternative to Kj criteria (1) is defined based on s-g quantity of
obligatory indicators.

3. Based on Scenario 3: Membership function of xi alternative to Kj criteria is
calculated using equation.

uKj
xið Þ ¼

Xs
t¼1

wjt ukjt xið Þ ð2Þ

4. Based on Scenario 4, membership function of xi alternative to Kj criteria is
found only based on formula for indicators included in {D} set (2).

5. Based on Scenario 5, in order to find the membership function of xi alternative
to Kj criteria, first the difference of membership function of its obligatory
indicators from 0 is checked, and if one of them equals zero, then uKj

ðxiÞ ¼ 0 is
accepted; otherwise in accordance with formula (2), the value of membership
function to Kj criteria is calculated, i.e.,

uKj
ðxiÞ ¼

0; if
Qg
d¼1

ukjsðxiÞ ¼ 0

Ps
t¼1

wjtukjtðxiÞ if
Qg
d¼1

ukjðxiÞ 6¼ 0:

8>><
>>: ð3Þ

Here, kjd 2 Mf g; d ¼ 1; g—Kj is the obligatory indicators characterizing Kj

criteria and naturally in this case g < s.
6. During the solution of the problem based on Scenario 6, if S quantity of indi-

cators of Kj is evaluated as unimportant, then it is possible to find the mem-
bership function of the alternative to this criterion by carrying out the
operational sequence relevant with formula (3) in accordance with s-g quantity
of indicators.

7. During the solution of the problem based on Scenario 7, during the definition of
membership function of the alternative to K (i.e., the value of the job applicant’s
chance to get the job), its membership function to Kj is not taken into
consideration.

Stage 2. Based on the aggregation of membership functions ukj xið Þ; j ¼ 1;m
n o

according to the following formula:
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uK xið Þ ¼
Xm
j¼1

wj uKj
xið Þ

is defined u
K
xið Þ; i ¼ 1; n—membership functions alternatives xi to generalized

criteria K (Table 2). Here, wj—coefficient of importance of the criteria Kj andPm
j¼1 wj ¼ 1.
Stage 3. Obtained results are reviewed based on the rules of 3rd condition and

appropriate decision for each alternative.

5.3 Mathematical Formalization of Criteria

A criteria indicator scale is selected in order to determine the membership function—
fuzzy value of the alternative criteria indicators—i.e., each criteria indicator is

Table 3 Mathematical formalization of “work experience in specialty”

Quality rating of “work experience in specialty”
indicator

Linguistic
rating

Fuzzy subset, set in [0,
1] interval

(1) Has three or more years work experience in
specialty

Excellent [0.98–1]

(2) Has 1–3 years work experience in specialty Good [0.8–0.97]

(3) Has 6 months to 1 year work experience in
specialty

Acceptable [0.5–0.79]

(4) Has less than half-a-year work experience in
specialty

Poor [0.1–0.49]

Table 2 Defining of membership functions of alternatives Xi, i ¼ 1; n
� �

, to the generalized
criterion K
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divided into rating levels in accordance with quality levels (excellent, good,
acceptable, poor, etc.) of the relevant linguistic phrases of the natural language.

After performing of each criteria factor, appropriation of a fuzzy value from the
fuzzy set to a linguistic rating level selected for it must be performed (Table 3).

Final—Collective fuzzy value determined by the experts based on individual
fuzzy values can be defined in the following ways [36, 37]: (1) by intersection of
fuzzy sets; (2) by connection of fuzzy sets; and (3) by making an agreed selection
on fuzzy sets.

Based on the last approach, individual evaluation of the “superior” expert with
special creativity is considered as the collective value. Such expert must choose
such a membership value out of all individual membership values defined by
experts as a collective membership value at each point of the possible alternatives
space that in general situation, it must differ from remote values in collective and
hold a determined “middle” position.

Thus, a “supply basis” is formed by finding a

ukj1 xið Þ; ukj2 xið Þ; . . .;ukjT xið Þ
n o

¼ ukjt xið Þ; t ¼ 1; s; j ¼ 1;m
n o

membership function based on how alternatives meet kjt; t ¼ 1; s; j ¼ 1;m
� �

cri-
teria indicators of alternatives.

5.4 Use of Information About Importance of the Criteria

This point is one of the problems emerging in the solution of personnel manage-
ment problems, and obtaining of such information gives opportunity to eliminate
multi-criterionness and to bring this problem to one-criterion problem. In this case,
global criterion is defined as

KQ ¼
Xm
j¼1

wjKj:

And here Kj—is criterion characterizing estimated object ( j = 1, 2,…, m), wj—
is called weight of criterion Kj or importance factor [6]. For importance factor of the
criterion, the following condition is foreseen:

0�wj � 1;
Xm
j¼1

wj ¼ 1: ð4Þ

The idea of unification is based on the expressions of the person who expresses
the opinion about importance of criteria (expert, person who makes a decision) or
on determination of appropriate evaluation grade determined to reflect value of
considered criterion(in other case, refer to 1–100 point scale) and further
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normalization within condition (1) of this value. On the basis of the obtained
information for today, preparation of methods for determining of criteria impor-
tance factors is one of the points the attention is attracted to in the sphere of
multi-criterion problems solution [6, 38].

Information about mutual importance, significance of the criteria can be referred
by the experts can be:

– expressed by the linguistic expressions representing mutual relative advantage
(or weak points) and their pair comparison;

– referred to the establishing of appropriate grade to reflect assessment value of
the considered criterion against the background of criteria defining any global
factor.

In first case to display mutual relative advantage of the criteria, the linguistic
expressions of the type given below are used:

– criterion K1 has a weak advantage over criterion K2,
– criterion K2 has rather more advantage over criterion K1, etc.

Such linguistic expressions for degree of mutual relative advantage of compared
criteria are estimated by 9-point Saati’s table (Table 4) [28].

If number of criteria equals n, then by defining of n − 1 ratio of pair criteria
comparison it is possible to make a matrix of mutual relative relations [28, 39].

After all matrix elements are defined, private vector (w�
i ) is to be found. For this

purpose, radical of n-power of matrix line edge (n is the measure of comparison
matrix) should be defined and after they are normalized, importance factor wi of
appropriate elements is calculated.

w�
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ki1 � Ki2 � � � � � Kim

m
p

wi ¼ w�
iPm

i¼1 w
�
i

ð5Þ

It must be noted that importance factors identified by means of formula (5) and
condition (4) is being checked up.

Table 4 Defining of relative importance factors of pair comparison on the basis of quality
estimations

Importance intensity Qualitative (linguistic) estimation

1 Criterion K1 has no advantage over K2

3 Criterion K1 has weak advantage over K2

5 Criterion K1 has essential advantage over K2

7 Criterion K1 has evident advantage over K2

9 Criterion K1 has absolute advantage over K2

2, 4, 6, 8 Intermediate estimations between neighboring estimations
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In the second case information about the importance, significance against the
background of common criteria reflects value of any criterion.

In such case, it is more advantageous to use method of importance factor on the
basis of 10-point system of expert estimation of the criteria [39].

5.5 Detection of Contradictions in the Expressions of Pair
Comparison About Criteria Importance

It must be noted that usually in multi-criteria tasks, multiple numbers of criteria and
criteria indices lead to the contradictions of expert expressions reflecting their pair
comparison made by expert group members.

Thus, before the application of criteria importance factor found by formula (5) in
an appropriate way, one of the primary tasks is to identify if contradictory infor-
mation (expert knowledge) used for their pair comparison is available. For this
purpose, maximal private value kmax, consent index (CI), and consent relation
(CR) must be calculated.

Calculation of maximal private value kmax is implemented by the pair compar-
ison matrix as follows: Each column of expressions is summarized, then sum of the
first one is multiplied to the quantity of the first component of normalized priority
vector, and sum of the second column is multiplied with second one; then, all
obtained numbers are added, i.e.,

kmax ¼
Xn
i¼1

Xn
j¼1

kij � wi

 !
:

The closer the kmax is to n (n—is a number of compared matrix elements), the
more consent the result is.

Decline from consent may be expressed by the value ðkmax � nÞ=ðn� 1Þ that
will be called CI.

CI is calculated by the following formula: CI ¼ ðkmax � nÞ=ðn� 1Þ.
If CI is divided into the number appropriate to the chance consent—CC, then we

obtain CR.
According to [28], for matrix of the n = 3 size, CC = 0.58; for matrix of the

n = 4 size, CC = 0.90; for n = 5 size, CC = 1.12; for n = 6 size, CC = 1.24 and so
on.

CR if identified by the following formula: CR ¼ CI=CR.
Consent rate is considered acceptable at CR� 0:1. If consent rate is higher than

0.1, then expressions should be reconsidered.
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6 Applications Fuzzy Multi-scenario Method to Decision
Support System for HRM

The Institute of Information Technology of Azerbaijan National Academy of
Sciences considered following two problems within the framework of the devel-
opment of intelligent decision-making support system for HRM:

(1) assessment of employment for personnel bonus;
(2) selection of personnel for vacant positions.

The problem of selection of personnel based on the proposed method is
implemented for professionals in IT.

To identify a list of requirements for IT professionals of different occupations
and specializations, a survey of employers has been conducted within the moni-
toring of the IT segment of the labor market [31].

The list of criteria for recruitment as an IT professional set forth by the
employers for those wishing to be employed have been determined. Criteria are
presented in 6 groups: Criteria are presented as follows:

K1—age;
K2—gender;
K3—education;
K4—personal qualities;
K5—professional requirements in IT specialization; and
K6—additional capabilities.

Each of these criteria is defined by multiple indicators that characterize them.
One of the complication problems during the solution of this issue is the

determination of knowledge and capabilities of the job applicant in accordance with
professional requirements and determination of his/her suitability level to require-
ments set forth to occupy this position; that is, above listed are determined through
multiple indicators with different importance levels. For instance, it is necessary to
determine the level of personal qualities of the job applicant for IT position, such as
performance discipline, initiative at work, capability to pass on experience, team
work (communication) capability, and analytical thinking, and find their importance
coefficient with regard to each other, which requires attraction of experts to the
process.

As a result of conducted researches, points reflecting the personal approach to
recruitment of IT professionals emerged, which demonstrate themselves in different
approaches to requirements set forth by the employer to the job applicant applying
for the same position depending on the profile, activity direction, property type
(government or non-government, joint, etc.) of the organization.

This point emerges when a requirement indicated as obligatory by one employer
for a specific position can be evaluated as desired or even unimportant by another
employer. Naturally, if a job applicant does not meet at least one indicator listed as
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obligatory for this specialty by the employer, his chances of getting accepted to the
relevant position are equal to zero (Table 1).

In the first stage, suitability of the job applicant to relevant requirements of the
employer on indicators of K1, K2, K3 criteria determined based on documents
submitted by the job applicant. In the second stage, evaluation of alternative based
on K4, K5, K6 criteria is carried out. Definition of membership function of the
alternative to these criteria is realized through a scenario relevant to evaluation of
these criteria in the supply basis.

Each of these criteria is defined by multiple indicators that characterize them, for
instance, K4—personal quality criterion is determined based on the below
indicators:

k41—performance discipline;
k42—initiative at work;
k43—capability to pass on experience;
k44—team work (communication) capability; and
k45—analytical thinking.

Mathematical formalization of criteria must be carried out in order to find the
membership function of kjt; t ¼ 1; s; j ¼ 1;m

� �
criteria indicators to alternatives.

K1, K2, K3 are the exact criteria, and relevance of the job applicant to these
criteria is determined in a formal order, based on the documentation submitted by
the applicant.

An indistinctness and quality characteristic, and support of expert knowledge
during the definition of K4, K5, K6 criteria make it necessary to use fuzzy mathe-
matical logic methods that enable to form the linguistic phrases of the natural
language [33, 37].

To that effect, it is necessary to develop mathematical formalization of criteria
for realization of supply base, and the mechanism of turning the linguistic phrases
regarding the level of satisfaction of criteria into a fuzzy value defined in the [0, 1]
interval. An experts group of the members of the Scientific Board of the Institute is
organized for the mathematical mining of initial information and for determining
coefficients of importance of indicators.

On the basis of the expressions said by the expert about theoretical importance of
these shown criteria indices, the given in Table 5 relation matrix is created by using

Table 5 Comparision matrix personal quality criteria indicators

k41 k42 k43 k44 k45 Private vector (w�
i ) Importance factor (wi)

k41 1 4 4 0.33 1 1.39 0.22

k42 0,25 1 1 0.2 2 0.63 0.1

k43 0.25 1 1 0.25 0.5 0.57 0.09

k44 3 5 4 1 4 2.99 0.47

k45 1 0.5 2 0.25 1 0.76 0.12P5
J¼1 k4j 5.5 11.5 12 2.03 8.5
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relational importance scale displayed in Table 4. While matrix is being compiled, it
is referred to its diagonal, symmetric, and transitive features. For instance, evident
superiority of criterion index k44 over criterion index k42, which is 5, is written in
appropriate cell of the matrix, while in diagonally symmetric place cell is 1/5. After
matrix has been compiled, importance factors of the criteria are found by means of
formula (5).

In next step, the availability of contracting features of used expert expressions is
checked. For this purpose, first of all kmax is found.

kmax ¼
X5
i¼1

X5
j¼1

kij � wi

 !
¼ 5:41:

CI of the used expert expressions is defined.

CI ¼ ðkmax � nÞ=ðn� 1Þ ¼ 0:102:

If we consider CC to beCC = 1.12 for the 5-sizedmatrix, thenwe can calculate CR.

CR ¼ CI=CR ¼ 0:09:

CR was defined to be lower than 0.1, and it means there is no contradiction in
the expressions used by the experts about criteria pair comparison and determined
importance factor can be used in the realization of the tasks.

7 Conclusion

The proposed technique, which is one of the possible solutions of the problem in
personnel selection, takes into account the preferences of employers and enables
them to make more reasonable decisions. This paper presents an attempt to provide
adequacy of the obtained results to the reality by application of the mentioned
methods, as well as proposes approach that allows taking into consideration the
individual character requirements of employers, at a current time in decision-
making process. This method is successfully applied in various companies to
support management decisions on hiring IT personnel.

Thus, fuzzy multi-scenario approach proposed in the article reflects the
following points in the process of HRM decision-making process:

– The number of alternatives and criteria is not limited; criteria indicators char-
acterizing the issue are not restricted;

– It gives opportunity to operate over quantity featured criteria as well as over
quality featured criteria together with linguistic variables;

– enables to take into consideration the hierarchic nature of criteria;
– enables DM to “maneuver” at a current time in decision-making process.

34 M.H. Mammadova et al.



The proposed method is applied not only for solution of personnel recruitment
problems but also for identification of other problems arising in HRM issues. The
methods of the system usage are required to be improved in order to take into
account the preferences and interests of IT professionals. Currently, a method for
making decisions on trade-offs is being developed to deal with the preferences of
employers and IT professionals.
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Learning User Intentions in Natural
Language Call Routing Systems

Kamil Aida-zade and Samir Rustamov

Abstract The context analysis of customer requests in a natural language call
routing problem is investigated in this paper. Understanding of customer intention
is one of the most important problems in natural language call routing. The adaptive
neuro-fuzzy inference system is examined for solving this problem. This system can
be applied to any language call routing domain; that is, there is no lexical or
syntactic analysis used in the classification.

1 Introduction

It is impossible to image the modern world without telephone networks.
Development of wired and wireless telephone networks has increased the intensity
of human life activities. Because getting information of such flight connections
from a database or transacting a product order is easy by phone, telephone com-
munication has wide applications. From this point of view, the number of the calls
to corporate service centers is currently increasing dramatically. Due to sheer
volume, it is necessary to accept, classify, and route these calls automatically.

Call routing is the task of directing callers to the right place in the call center,
which could be either the appropriate live agent or an automated service. Call centers
typically employ a complex hierarchy of touch-tone or speech-enabled menus to
provide self-service using interactive voice response (IVR) which enables
skill-based routing. A touch-tone menu implements call routing by having a caller
select from a list of options using a touch-tone keypad. If there are more than a few
routing destinations, several touch-tone menus are arranged in hierarchical layers.
A speech-enabled IVR replaces touch-tone menus with speech-enabled menus,
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which allows callers to select an option by either speaking a number (“For…, press
or say one”) or a keyword (“Say weather, news, stocks, …”). Speech-enabled IVRs
are more practicable than standard touch-tone IVRs in many fields, e.g., airline flight
information, banking services, and voice portals. Skill-based routing attempts to
match the caller to a customer service agent who has the skill set to handle a request.

Touch-tone or speech-enabled IVRs’ interfaces are often difficult to use, espe-
cially in cases when the number of menu items is large and they are difficult to
remember. The other annoying aspect is that callers often cannot determine which
touch-tone or voice option best matches their question. Clearly, menu-based sys-
tems are inferior to direct contact with a human operator. Recently, however, some
companies have attempted to employ natural language call routing systems for call
routing.

Natural language call routing (NLCR) lets callers describe the reason for their
calls in their own words, instead of presenting them with a closed list of menu
options. NLCR directs more callers to the right place, thus saving both caller and
agent time.

The understanding of customer intent is one of the most important problems in
the NLCR process. We suggest adaptive neuro-fuzzy inference system (ANFIS) as
a possible solution to this problem.

2 Related Work

There are some approaches that have been developed for finding user intent in
dialogue systems. One of them is the unsupervised learning method: Hidden Topic
Markov Modeling [1]. This technique combines two methods of Latent Dirichlet
Allocation and HMM in order to learn topics of documents.

The vector-based information retrieval technique was applied for the determi-
nation of user intention in NLCR [2]. In the vector-based technique, for every topic
in the training corpus, queries are represented as vectors of features (e.g., words)
representing the frequencies of terms that occur within them. Then, a distance is
computed between the query vector and each topic vector. The topic that is the
closest to the query is chosen by the classifier [3, 4].

Topic unigram language modeling is based on counting the number of occur-
rences of each feature for each topic and involves all words of each topic vocab-
ulary. For each topic, the likelihood of the query given in this topic is calculated,
and the topic is chosen that has the maximum likelihood [5, 6].

A Markov Decision Process (MDP) framework is applied for the design of a
dialogue agent. The basic assumption in MDPs is that the current state and action of
the system determine the next state of the system (Markov property). Partially
observable MDPs have been demonstrated that are proper candidates for modeling
dialogue agents [7, 8].

In the discriminative term selection method, the discriminative power of the term
is measured by measuring the average entropy variation on the topics when the term
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is present or absent. Each term is assigned a numeric value that indicates its
importance [9].

To improve the performance of single classifiers, one can employ automatic
relevance feedback, boosting, and discriminative training as mentioned in [10].

Boosting is an iterative method for improving the accuracy of any given learning
algorithm. Its basic idea is to build a highly accurate classifier by combining many
“weak” or “simple” base classifiers. The algorithm operates by learning a weak rule
at each iteration so as to minimize the training error rate [11].

Cache modeling is based on a set of keywords automatically selected for each
topic and associated with a unigram statistical distribution. This unigram distri-
bution is continuously compared with the content of a cache memory [12]. The
comparison is based on the symmetric Kullback-Leibler divergence which varies in
time when new words are considered [13]. A divergence measure is computed
between the query and each topic, and the topic selected is the one that has the
lowest value.

The BBN Call Director uses a statistical language model for speech recognition
and a statistical topic identification system to identify the topic from the call. It uses
a multinomial model for keywords and incorporates two different classifiers:
Bayesian and log-odds [14, 15].

Neural networks, support vector machines, and radial basis function approaches
are also effective in topic identification problems [16].

Wu et al. [17] applied HMM for learning user intention while holding a dialogue
in transaction system. They proved that correct identification of user intention
seriously improves the dialogue system performance and its decision-making
function.

Yet another method applies the theory of fuzzy sets for the understanding of
problem [18–27].

Aidazade et al. (including the current author) applied a hybrid fuzzy control and
HMM system for the understanding of user intention in the NLCR problem [18,
28]. We developed and improved this model by considering the following opera-
tions in the system [28]:

• Instead of a fuzzy control model, we applied an adaptive neuro-fuzzy inference
system for our case;

• By means of pruned ICF weighting function, a new feature extraction algorithm
is developed.

At the cost of additional variables added within the middle layer of the neural
network, ANFIS is able to improve accuracy by a small amount than fuzzy control
system. This system can be applied to any language call routing domain; that is,
there is no lexical, grammatical, and syntactic analysis used in the understanding
process. Our feature extraction algorithm calculates a feature vector based on sta-
tistical occurrences of words in the corpus without any lexical knowledge.
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3 Automatic Call Routing by a Natural Language
Call Router

The goal of NLCR is to understand the caller’s request and take one of following
appropriate actions:

• Route to the appropriate destination;
• Transfer to a human operator;
• Ask a disambiguation question.

Figure 1 illustrates the architecture of a natural language call router. Callers hear
the main routing prompt as an open-ended question, such as “Please tell me, briefly,
the reason for your call today.” If the caller responds, the response is passed on to
speech recognition and natural language understanding (NLU) modules to classify
the reason for the call (or topic). Speech recognition transforms the spoken response
into a sequence of words. One or a few sentences from the output of speech
recognizer are taken as the user request. The language understanding engine then
uses different topic identification technologies to determine the reason for the call
from the sequence of recognized words. Depending on the caller response, the
systems either routes the caller to a customer service agent or to an automated
fulfillment system (self-service application) [14, 29].

The most important component in the dialogue management module is the
learning of user intention for speech understanding. Assuming the speech recog-
nition module gives us high accuracy, we can work only on the text form of request.
We applied supervised machine learning algorithm—ANFIS for solution of this
problem. Even though this method is popular in pattern recognition, it has not been
thoroughly investigated for user intention in NLCR.

Fig. 1 The general
architecture of a natural
language call router
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4 Application ANFIS for Learning User Intention
in NLCR

The general structure of ANFIS is illustrated in Fig. 2. In response to linguistic
statements, the fuzzy interface block provides an input vector to a multilayer neural
network. The neural network can be adapted (trained) to yield desired command
outputs or decisions [30].

At the first stage, we use a statistical approach for the estimation of the mem-
bership function, instead of expert knowledge.

In machine learning-based classification, two disjoint sets of documents are
required: a training set and a test set. The training set is used by an automatic
classifier to learn the differentiating characteristics of documents, and the test set is
used to validate the performance of the automatic classifier. We now describe the
data distribution in the corpus (dataset). To build the term list, the following
operations are carried out:

• Combine all files from the corpus and make one text file;
• Convert the text to an array of words;

• Sort the array of words:
A
Z

#
� �

;

• Code: V ¼ fv1; . . .; vMg, where M is the number of different words (terms) in
the corpus.

As our target does not use lexical knowledge, we consider every word as one code
word. In our algorithm,wedonot combineverbs indifferent tenses, such as present and
past, or nouns as singular or plural. Instead, we consider them as different code words.

4.1 Feature Extraction

Feature extraction algorithms are a major part of any machine learning method. We
describe such an algorithm which is intuitive, computationally efficient, and does
not require either additional human annotation or lexical knowledge.

Below, we describe some of the parameters:

• N is the number of classes (destinations);
• M is the number of different words (terms) in the corpus;

Fig. 2 The structure of
ANFIS
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• R is the number of observed sequences in the training process;

• Or ¼ or1; o
r
2; . . .; o

r
Tr

h i
are the user requests in the training dataset, where Tr is

the length of rth request, r ¼ 1; 2; . . .;R;
• li;j describes the association between ith term (word) and the jth class i ¼

1; . . .;M; j ¼ 1; 2; . . .;N;
• ci;j is the number of times ith term occurred in the jth class;
• ti ¼

P
j
ci;j denotes the occurrence times of the ith term in the corpus;

• Frequency of the ith term in the jth class

�ci;j ¼ ci;j
ti
;

• Pruned ICF (inverse class frequency) [31]

ICFi ¼ log2
N
dNi

� �
;

where i is a term and dNi is the number of classes containing the term i, which is
given �ci;j [ q, where

q ¼ 1
d � N ;

The value of d is found empirically for the corpus investigated.
The membership degree of the terms (li;j) for appropriate classes can be esti-

mated by the experts or can be calculated by the analytical formulas. Since a main
goal is to avoid using human annotation or lexical knowledge, we calculated the
membership degree of each term by an analytical formula as follows
i ¼ 1; . . .;M; j ¼ 1; 2; . . .;Nð Þ:

li;j ¼
�ci;j � ICFjPN
v¼1 �ci;v � ICFv

; ð1Þ

4.2 Fuzzification Operations

Maximum membership degree is found with respect to the classes for every term of
the rth request
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�lri;j ¼ lri;j;

j ¼ arg max
1� m�N

lri;v;

i ¼ 1; . . .;M:

ð2Þ

Means of maxima are calculated for all classes:

��lrj ¼
P

k2Zr
j
�lrk;j

Tr
;

Zr
j ¼ i : �lri;j ¼ max

1� m�N
lri;v

� �
;

j ¼ 1; . . .;N:

ð3Þ

We use the center of gravity defuzzification (CoGD) method for the defuzzifi-
cation operation. The CoGD method avoids the defuzzification ambiguities which
may arise when an output degree of membership comes from more than one crisp
output value.

We used statistical estimation of membership degree of terms by (1) instead of
linguistic statements at the first stage. Then, we applied fuzzy operations (2) and
(3). MANN was applied to the output of the fuzzification operation. Outputs of
MANN are taken as indexes of classes appropriate to the requests (Fig. 3). MANN
is trained by the back-propagation algorithm.

The understanding of a request from an initial incoming call to an information
center of an educational company in the Azeri language, and routing according to
its intention, was taken as the test problem to be solved.

Calls must be routed to one of the four departments of the company, or be
connected to an operator, or be rejected. These departments are as follows: (1) in-
formation center, (2) accounting department, (3) test exams center, and (4) service
departments.

A total of 357 queries have been taken for the training process and 50 requests
for the testing process. Words contained in the user request in human–computer
dialogue are taken as observation sequence.

Fig. 3 The structure of
MANN in ANFIS
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For the application of ANFIS to the current test, the membership degree of the
words of request is calculated by a fuzzification model in the testing process. By
using trained neural networks, parameter estimated the index of class.

We set two boundary conditions for an acceptance decision:

1: �yk �D1

2: �yk � ~yp �D2

where yi is the output vector of MANN and

�yk ¼ max
1� i�N

yi; k ¼ arg max
1� i�N

yi

~yp ¼ max
1� i� k�1; kþ 1� i�N

yi:

Below in Table 1 are shown the results of classification of user requests by
ANFIS with different values of D2 and D3.

5 Conclusions

We have described ANFIS classification system structures and applied to detecting
user intention in NLCR. A goal of the research was to formulate methods that did
not depend on linguistic knowledge and therefore would be applicable to any
language. An important component of these methods is the feature extraction
process. We focused on analysis of informative features that improve the accuracy
of the systems with no language-specific constraints.

It is anticipated that when IF-THEN rules and expert knowledge are inserted into
ANFIS, accuracy will improve to a level commensurate with human judgment.

When comparing the current system with others, it is necessary to emphasize that
the use of linguistic knowledge does improve accuracy. Since we do not use such
knowledge, our results should only be compared with other methods having similar
constraints, such as those which use features based on bags of words that are tested on
the same dataset. For this reason, we cannot fairly compare our results with others.

Table 1 Results of ANFIS Boundary
conditions

Correct
(%)

Rejection
(%)

Error
(%)

No restriction 92 0 8

D1 ¼ 0; 1; D2 ¼ 0; 5 88 8 4

D1 ¼ 0; 3; D2 ¼ 0; 5 86 10 4

D1 ¼ 0; 5; D2 ¼ 0; 5 84 14 2

Note that these results are specific to the described test set and
could be different in other corpora
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Part II
Aggregation



Bipolarity and Multipolarity
in Aggregation Structures

Guy De Tré, Jozo J. Dujmović and Sławomir Zadrożny

Naturally dealing with information processing tasks such as database querying,
information retrieval, and decision support requires the adequate handling of bipo-
larity that might be present in the specification of user preferences in selection
criteria. Indeed, past and recent research revealed that users often express their
preferences for criteria specifications in a bipolar and sometimes even multipolar
way. This means, among others, that different poles of criteria are distinguished,
each of them having different semantics and being handled in a different way. For
example, a pole of positive (desirable) criteria and a pole of negative (undesirable)
criteria might be distinguished. Positive criteria express what the user wants, e.g., a
black or blue car, whereas negative criteria express what the user does not want, e.g.,
a pink car. Likewise, a pole of mandatory criteria, which all have to be satisfied, and
a pole of optional criteria, whose satisfaction or dissatisfaction might, respectively,
result in a bonus or penalty, can be considered. In this chapter, we study and discuss
different manifestations of bipolar and multipolar poles of criteria expressing user
preferences from the standpoint of aggregation and try to classify them into two
groups: bipolarity based on positive (desirable) and negative (undesirable) poles and
bipolarity based on nonuniform input-dependent annihilators. For both groups, we
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propose canonical forms of aggregators which allow to aggregate criteria evaluations
consistently with human reasoning. Moreover, we study how combinations of dif-
ferent forms of bipolarity can lead to multipolarity in criteria specifications and how
aggregators for multipolar criteria evaluations can be constructed. This chapter is an
extended and revised version of our contribution entitled ‘Bipolarity and
Multipolarity in Aggregation Structure’ to the 4th World Conference on Soft
Computing, May 25–27, 2014, UC Berkeley, CA, USA.

1 Introduction

In the context of information management, the terms bipolarity and multipolarity
are, among others, used to refer to various poles of values or various poles of criteria
which have to be interpreted, handled, evaluated, and aggregated in a different way.

When different poles of values are considered, one often distinguishes between
positive values, i.e., values which are possible, satisfactory, permitted, desired, or
acceptable, and negative values, i.e., values which are impossible, unsatisfactory,
not permitted, rejected, undesired, or unacceptable. A typical application is the
specification of query preferences where a user specifies for a given criterion which
domain values are acceptable (to a certain extent) and which are not. For example,
consider the specification of user preferences in the context of selecting the color of
a car. For a given user, the positive pole of values might consist of black, dark blue,
and dark brown, whereas the negative pole consists of white, yellow, and purple.
For other colors, e.g., red, there is some indifference. These colors are neither in the
positive, nor in the negative pole, what illustrates the general heterogeneous nature
of the bipolarity. We refer to bipolarity that relates to a single domain of values as
bipolarity that is specified inside a single criterion (cf. also [1, 2] where we refer to
it as bipolarity at the level of an attribute).

Bipolarity can also be considered at the level of poles of criteria. In such a case,
multiple criteria are considered and subdivided into different poles of which the
criteria have different semantics and require a different handling during criteria
evaluation and aggregation. We refer to bipolarity that relates to multiple criteria as
bipolarity that is specified among multiple criteria (cf. also [1, 2] where we refer to
it as bipolarity at the level of the comprehensive evaluation). The study of this kind
of bipolarity is the subject of this chapter. Different approaches to handling and
aggregating bipolar criteria have been proposed in the literature. Two of them are
the constraint–wish approach and the satisfied–dissatisfied approach.

In the constraint–wish approach, the criteria in one pole are considered to be
constraints, i.e., mandatory criteria, while the criteria in the other pole are rather
wishes, i.e., desired criteria. This approach is used among others by Dubois and
Prade [3, 4] and by Liétard et al. [5–9].

In the satisfied–dissatisfied approach, a pole of positive criteria, i.e., criteria that
should be satisfied, and a pole of negative criteria, which should be dissatisfied, are
considered. This approach is used among others by De Tré et al. [10–12] and
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Zadrożny et al. [1]. Remark that often, negative criteria might be translated to
constraints, while positive criteria might be seen as wishes.

In this chapter, we study bipolarity among multiple criteria from the different per-
spective of criteria aggregation and aggregation structures. From this point of view,
bipolarity is a concept of asymmetric or contrasting logic properties of two inputs, or
two groups of inputs. We discuss different interpretations of bipolarity in aggregation
structures and try to classify bipolar concepts into two fundamental groups:

• Bipolarity based on positive (desirable) and negative (undesirable) inputs.
• Bipolarity based on nonuniform input-dependent annihilators.

For both groups, we propose canonical forms of aggregators. We discuss how
multipolarity results from the combination of bipolarity.

The remainder of the chapter is organized as follows. In Sect. 2, some preliminaries
on bipolar criteria are presented, explaining the two approaches that will be discussed
in the chapter in more detail. Section 3 deals with aggregators for poles of desirable
and undesirable criteria. Aggregation in case of nonuniform input-dependent anni-
hilators is discussed in Sect. 4. Multipolarity is dealt with in Sect. 5. Finally, Sect. 6
contains some conclusions and directions for further research.

2 Preliminaries

Pioneering work in the area of heterogeneous bipolar criteria handling has been
done by Lacroix and Lavency in [13], which seems to be the first approach where a
distinction has been made between mandatory and desired query criteria. As
mentioned earlier, desired and mandatory criteria can be viewed as specifying
positive and negative information, respectively. Indeed, the opposite of a mandatory
criterion specifies what must be rejected and thus what is considered as being
negative with respect to the query result, whereas desired criteria specify what is
considered as being positive. In Lacroix and Lavency’s approach, the positive
criteria are of a somehow lesser importance than negative ones, but this cannot be
represented by a simple importance weighting of these criteria. Later on, this idea
has been further developed and adapted to be used in ‘fuzzy’ criterion handling.
Existing research approaches on ‘fuzzy’ bipolar criteria handling can mainly be
categorized into two groups, which can be denoted as the satisfied–dissatisfied
approaches and the constraint–wish approaches. Both categories of approaches are
briefly introduced in the next two subsections.

2.1 Satisfied–Dissatisfied Approaches

In general, negative and positive criteria may be treated as equally important. Then,
we are interested on how to aggregate them under such an assumption. A first
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assumption that can be made is to consider a ‘positive’ pole (Cpos) and a ‘negative’
pole (Cneg) of elementary criteria. The criteria of each pole are connected using
logical connectives [10]. Hereby, only the conjunction operator (⋀), the disjunction
operator (⋁), and negation operator (:) can be used. If no brackets are used to
enforce priority, then negation has overall priority over conjunction and disjunction
and conjunction has priority over disjunction.

The connected positive criteria form a logical expression that expresses what is
permitted, whereas the connected negative criteria form another logical expression
that expresses what is not permitted. What is neither explicitly permitted, nor
forbidden is considered to be unspecified, which could, among others, be due to
indifference or hesitation of the user with respect to what is permitted or not, or due
to the inability of the user to specify all (un) permitted values within the criteria.
This assumption reflects the heterogeneous bipolar characteristic of the approach.

As an example, consider user preferences related to buying a car. The user might
look for a recent car, preferably blue or black, which is either a crossover or a
berline. She does not wants a white car or a car with no air bags. In this example,
the expression corresponding to the positive pole of criteria is as follows:

`recent'^ ð`blue'_ `black'Þ ^ ð`crossover'_ `berline'Þ

whereas the expression corresponding to the negative pole yields

`white'_ `no airbags':

In order to keep the heterogeneous characteristics, the approach in [10] proposes to
evaluate the logical expressions corresponding with both poles independently of
each other and to express criterion satisfaction using bipolar satisfaction degrees
(BSDs). A BSD is a pair

ðs; dÞ; s; d 2 ½0; 1� ð1Þ

of independent values s and d where s is called the satisfaction degree and d is called
the dissatisfaction degree [11, 12] (cf. also the concept of evidence couple [14]).

BSDs can be aggregated in several ways. The standard logical operators for
conjunction (⋀), disjunction (⋁), and negation (:) are, respectively,

ðs1; d1Þ ^ ðs2; d2Þ ¼ ðminðs1; s2Þ;maxðd1; d2ÞÞ;

ðs1; d1Þ _ ðs2; d2Þ ¼ ðmaxðs1; s2Þ;minðd1; d2ÞÞ;

:ðs; dÞ ¼ ðd; sÞ:
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The independent evaluation of the two logical expressions corresponding to the
criteria poles Cpos and Cneg yields a BSD (s, d). The satisfaction degree s is the
result of the evaluation of the logical expression of Cpos, whereas the dissatisfaction
degree d is the result of the evaluation of the logical expression of Cneg.

For the aggregation of the satisfaction degrees resulting from the evaluation of
the elementary criteria in the logical expression of Cpos, the following rule set has
been proposed in [10]:

• The conjunction of two satisfaction degrees s1; s2 2 ½0; 1� is defined by

s1 ^ s2 ¼ minðs1; s2Þ:

• The disjunction of two satisfaction degrees s1; s2 2 ½0; 1� is defined by

s1 _ s2 ¼ maxðs1; s2Þ:

For the aggregation of the dissatisfaction degrees resulting from the evaluation
of the elementary criteria in the logical expression of Cneg, the following rule set has
been proposed in [10]:

• Conjunction: The conjunction of two dissatisfaction degrees d1; d2 2 ½0; 1� is
defined by

d1 ^ d2 ¼ maxðd1; d2Þ:

• Disjunction: The disjunction of two dissatisfaction degrees d1; d2 2 ½0; 1� is
defined by

d1 _ d2 ¼ minðd1; d2Þ:

Both rule sets have been constructed in accordance with the semantics of the
standard aggregation operators for BSDs as given above. Besides minimum and
maximum, alternative aggregation operators, based on other triangular norms and
conorms, can be used if a reinforcement effect is needed or desired.

Consider a three-year-old gray berline car with air bags. This car satisfies the
expression corresponding to the positive pole of criteria with a satisfaction degree

s ¼ srecent ^ ðsblue _ sblackÞ ^ ðscrossover _ sberlineÞ
¼ 0:7^ ð0_ 0Þ^ ð0_ 1Þ
¼ minð0:7;maxð0; 0Þ;maxð0; 1ÞÞ
¼ 0:
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Furthermore, the dissatisfaction degree resulting from the evaluation of the
expression that corresponds to the negative pole of criteria yields

d ¼ dwhite ^ dno airbags

¼ 0^ 0

¼ maxð0; 0Þ
¼ 0:

Hence, the corresponding BSD for the car is (0, 0), which means that the car is
neither satisfied, nor dissatisfied. Indeed, because of its gray color, there is hesi-
tation about whether the car would be accepted by the user or not.

Using a nonbipolar search, the car will be rejected because it is neither blue, nor
black. This despite the fact that, from a commercial point of view, the car is still
interesting because its color has not been explicitly rejected by the user.

2.2 Constraint–Wish Approaches

An alternative kind of bipolar approach in ‘fuzzy’ criterion specification is to
consider two poles of criteria as mandatory criteria (Cman) and desired criteria
(Cdes). Bipolarity is thus studied considering queries with preferences as in [13],
and the operator ‘and possibly‘ is employed to join two types of conditions.

Reconsidering the car example, the user might specify that she is looking for a
car that must have air bags and should not be white. Preferably, the car is recent, is
blue or black, and is a crossover or a berline. Under these assumptions, the
expression corresponding to the pole of mandatory criteria is as follows:

`not white'^ `airbags'

whereas the expression corresponding to the pole of desired criteria yields

`recent'^ ð`blue'_ `black'Þ ^ ð`crossover'_ `berline'Þ:

The independent evaluation of the two logical expressions corresponding to the
poles Cman and Cdes yields a pair

ðc;wÞ; c;w 2 ½0; 1� ð2Þ

where c is the satisfaction degree of the constraints in Cman, i.e., the
required/mandatory conditions, while w is the satisfaction degree of the wishes in
Cdes, i.e., the desired conditions which are, in general, not obligatory.
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The pair (c, w) may be seen as a special interpretation of the pair (s, d) of (1),
where c ¼ 1� d and w ¼ s; i.e., each negative criterion is treated as a complement
of a mandatory criterion and the positive criteria are in a sense treated as facultative
conditions. Lacroix and Lavency in [13] propose to use the ‘And Possibly’
aggregator to aggregate c and w, what effectively makes it possible to replace each
pair (c, w) with a single value (in [13], originally the set f0; 1g is used instead of the
interval ½0; 1�):

And Possibly : ½0; 1� � ½0; 1� ! ½0; 1�
ðc;wÞ 7! u

ð3Þ

The semantics of the ‘And Possibly’ operator are represented as follows. For a
given object oi whose evaluation yields the pair ðci;wiÞ, we consider

ci And Possiblywi ¼ minðci; POSS ) wiÞ ð4Þ

where

POSS ¼ max
j¼1;...;n

minðcj;wjÞ

and j goes over all the objects oj, j ¼ 1; . . .; n under evaluation. Thus, the ‘And
Possibly’ operator is context-sensitive and relates the possibility of satisfying both
conditions c and w to the actual existence of an object which satisfies both of them.

Lacroix and Lavency proposed the ‘And Possibly’ operator in the classical
logical context; i.e., c and w are binary values. This approach has been adapted to
the fuzzy case in [15] via the use of fuzzy logic connectives, as it is already shown
in (4). Fuzzy logical connectives may be interpreted in many different ways. In [16],
various properties of the ‘And Possibly’ operator are postulated and it is verified
how particular interpretations of fuzzy logical connectives preserve them.

More recently, the semantics of mandatory and desired criteria have been for-
malized in a slightly different context by means of the so-called ‘And If Possible’
and ‘Or Else’ ‘fuzzy’ connectives [17].

2.2.1 ‘And if Possible’

With c1 and c2 being (elementary) criteria, the expression ‘c1 and if possible c2’ is
used to express a weak, nonsymmetric conjunction in the sense that c2 is less
important than c1. From another perspective, c1 can be considered as a basic cri-
terion which should be satisfied, whereas the satisfaction of c2 is only desired, for
example, because it is more demanding.
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Let cc be a fuzzy evaluation function for criterion c, which takes cases from a
universe of discourse U as arguments, i.e.,

cc : U ! ½0; 1�
x 7! ccðxÞ:

ð5Þ

This evaluation function evaluates the criterion c for a case or value x 2 U and
returns a number from the unit interval, where 0 denotes not satisfied at all and 1
represents fully satisfied.

In [17], the semantics of the connective ‘And If Possible’ have been defined by
the following axioms.

D1: cc1 And If Possible c2ðxÞ � minðcc1ðxÞ; cc2ðxÞÞ
D2: cc1 And If Possible c2ðxÞ � cc1ðxÞ
D3: 9c1; c2 : cc1 And If Possible c2ðxÞ 6¼ cc2 And If Possible c1ðxÞ
D4: cc1ðxÞ� cc01ðxÞ ) cc1 And If Possible c2ðxÞ � cc01 And If Possible c2ðxÞ
D5: cc2ðxÞ � cc02ðxÞ ) cc1 And If Possible c2ðxÞ � cc1 And If Possible c02ðxÞ
D6: cc1 And If Possible c2ðxÞ ¼ cc1 And If Possible ðc1 and c2ÞðxÞ:

The following definition for cc1 And If Possible c2 , satisfying all of the above axioms,
has been proposed:

cc1 And If Possible c2ðxÞ ¼ minðcc1ðxÞ; kcc1ðxÞþ ð1� kÞcc2ðxÞÞ ð6Þ

where k 2 �0; 1½.
The main difference between the ‘And Possibly’ operator defined by (4) and the

‘And If Possible’ operator defined above is the fact that the latter is truth functional
while the former is not. Both operators make the notion of ‘possibility’ operational
but in a different way.

In Sect. 4, we show that (6) is a special case of a more general class of
aggregation operators introduced by Dujmović in the seventies of the past century.

2.2.2 ‘Or Else’

The expression ‘c1 Or Else c2’ is used to express a strong, non symmetric dis-
junction in the sense that c2 is considered at a less important level as c1 and
therefore is not a full alternative for c1. From a slightly different perspective, c1 can
be considered as the most demanding criterion which preferably has to be satisfied,
but if this is not possible, c2 is still considered as an acceptable alternative.
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In [17], the semantics of the connective ‘Or Else’ have been defined by the
following axioms.

C1: cc1 Or Else c2ðxÞ � maxðcc1ðxÞ; cc2ðxÞÞ
C2: cc1 Or Else c2ðxÞ � cc1ðxÞ
C3: 9 c1; c2 : cc1 Or Else c2ðxÞ 6¼ cc2 Or Else c1ðxÞ
C4: cc1ðxÞ � cc01ðxÞ ) cc1 Or Else c2ðxÞ � cc01 Or Else c2ðxÞ
C5: cc2ðxÞ � cc02ðxÞ ) cc1 Or Else c2ðxÞ � cc1 Or Else c02ðxÞ
C6: cc1 Or Else c2ðxÞ ¼ cc1 Or Elseðc1 or c2ÞðxÞ

The following definition for cc1 Or Else c2 , satisfying all of the above axioms, has
been proposed:

cc1 Or Else c2ðtÞ ¼ maxðcc1ðtÞ; kcc1ðtÞþ ð1� kÞcc2ðtÞÞ ð7Þ

where k 2 �0; 1½.
In Sect. 4, we show that (7) is a special case of a more general class of

aggregation operators introduce by Dujmović.

3 Bipolarity Based on Desirable and Undesirable Criteria

Both the satisfied–dissatisfied approach and the constraint–wish approach can also
be studied from the perspective of aggregation and aggregation structures. Such a
study is the scientific contribution of this chapter. In this section, the satisfied–
dissatisfied approach is handled. The study of the constraint–wish approach is
detailed in Sect. 4. For both approaches, canonical forms of aggregators are
presented.

3.1 General Considerations

Considering criteria evaluation in the context of database querying or decision
support, we can observe that all evaluation problems consist of defining a set of
elementary criteria for a group of selected attributes and then evaluating their
contribution to the overall (output) suitability z of an evaluated system. Often each
elementary criterion is defined for a single attribute. In some cases, we can identify
two poles of criteria: criteria expressing what is desirable and criteria expressing
what is undesirable. For example, a home buyer may consider the proximity to job
location to be a desirable attribute and the proximity to a noisy or polluted airport to
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be an undesirable attribute. Similarly, a car buyer can consider the strong power of
engine to be a desirable attribute and the high cost of fuel and maintenance to be
undesirable attributes. Infrequently, the same attribute can be used to express what
is desirable (from some standpoint or in a given interval of values) and what is
undesirable (from another standpoint, or in another interval of values). In such rare
cases, both poles contain a criterion that is defined for the same attribute. For
example, a car buyer may consider a blue or black car color desirable and a white
car color undesirable. In what follows, we will briefly call an attribute desirable
(resp. undesirable) if its corresponding criterion expresses what is desirable
(resp. undesirable).

For the sake of simplicity, assume that elementary criteria may be expressed
only on the level of individual attributes. With the understanding that a denotes an
attribute, doma denotes its associated domain of allowed values, and [a] denotes the
actual value of a under consideration, a desirable and an undesirable pole of
attributes can be specified as follows.

The pole of desirable criteria includes m elementary criteria gi : domai ! ½0; 1�,
i ¼ 1; . . .;m for m attributes a1; . . .; am, hereafter called the desirable attributes, that
are evaluated so that the attribute suitability degrees xi ¼ gið½ai�Þ satisfy the con-
dition @z=@xi � 0, i ¼ 1; . . .; n, with z being the overall, aggregated (output)
suitability.

The pole of undesirable criteria includes n elementary criteria
hi : dombi ! ½0; 1�, i ¼ 1; . . .; n for n attributes b1; . . .; bn, hereafter called the
undesirable attributes, that are evaluated so that the attribute unsuitability degrees
yi ¼ hið½bi�Þ satisfy the condition @z=@yi � 0, i ¼ 1; . . .; k.

3.2 Canonical Aggregation Structures

In the area of logic aggregation structures, some structures have an easily justifiable
regular form. Such structures are called canonical structures. A survey of frequently
used canonical aggregation structures can be found in [18]. Bipolarity based on
desirable/undesirable criteria can be modeled using a bipolar canonical LSP
aggregation structure as shown in Fig. 1. This aggregation structure is discussed
below. Logic Scoring of Preference (LSP) is a decision support technique for the
specification, evaluation, and aggregation of multiple criteria [19, 20]. Aggregation
in LSP is done by using an aggregation structure. This structure is specifically
designed for the decision process under consideration and has to reflect the human
decision-making process as adequate as possible. The basic components of the
aggregation structure are the simple LSP aggregators, which act as logical con-
nectives. Simple LSP aggregators can on their turn be combined into compound
aggregators.
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3.2.1 LSP Aggregators

The formal basis for LSP aggregators is the so-called generalized
conjunction/disjunction (GCD) function which can be expressed by

Mðx1; . . .; xn;W1; . . .;Wn; rÞ ¼

ðP
n

i¼1
Wixri Þ1=r; if 0\ jrj\ þ1

Qn
i¼1

xWi
i ; if r ¼ 0

x1 ^ . . .^ xn; if r ¼ �1
x1 _ . . ._ xn; if r ¼ þ1:

0
BBBBBB@

ð8Þ

The values xi 2 ½0; 1�, 1 � i � n, are the input suitability degrees (hereby, 0
and 1, respectively, denote ‘not suitable at all’ and ‘completely suitable’). The given
(or precomputed) static weights,Wi, 1 � i � n determine the relative importance of
the inputs and have to sum up to 1. Furthermore, the given (or precomputed)
exponent r2 ½�1; þ1� determines the logical properties of the aggregator.
Special cases of exponent values are as follows:

• þ1 corresponding to full disjunction,
• �1 corresponding to full conjunction, and
• 1 corresponding to weighted average.

The other exponent values allow to model other aggregators, ranging continu-
ously from full conjunction to full disjunction, and can be computed from a desired
value of orness (x), i.e., an index expressing how ‘close’ the aggregator should be
to the regular disjunction operator in its behavior. The following numeric
approximation for r can be used [20]:

Fig. 1 The canonical aggregation structure for bipolar criteria over desirable/undesirable
attributes
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r ¼ 0:25þ 1:89425xþ 1:7044x2 þ 1:47532x3 � 1:42532x4

xð1� xÞ ð9Þ

where

x ¼ x� 1=2 and 0\x\ 1:

The andness (a) is obtained as the complement of the orness, i.e.,

a ¼ 1� x:

Andness is hence an index expressing how ‘close’ the aggregator should be to the
regular conjunction operator in its behavior.

For x [ 0:5, we have disjunction x ¼ 1 corresponds with r ¼ þ1 and is
called full disjunction. For 0:75\x\ 1, a hard partial disjunction
(HPD) operator is obtained, whereas 0:5\x\ 0:75 yields a soft partial dis-
junction (SPD) operator. So, x ¼ 0:75 can be considered as corresponding with a
neutral partial disjunction operator.

Likewise, for a [ 0:5, we have conjunction a ¼ 1 corresponds with r ¼ �1
and is called full conjunction. For 0:75\ a\ 1, a hard partial conjunction
(HPC) operator is obtained, whereas 0:5\ a\ 0:75 yields a soft partial con-
junction (SPC) operator. Also here, a ¼ 0:75 can be considered as corresponding
with a neutral partial conjunction operator.

If a ¼ x ¼ 0:5, the neutral (weighted) arithmetic mean operator is obtained.
This corresponds with the case where r = 1.

3.2.2 Aggregators for Desirable and Undesirable Criteria

Aggregating for Desirable Criteria

Now, reconsider the canonical LSP criterion structure shown in Fig. 1. For the
group of desirable attributes a1; . . .; am, we have that the higher their corresponding
suitability degrees are, the better the situation is. We now assume that this group of
attributes can be separated in two subgroups: mandatory and nonmandatory
attributes.

Mandatory attributes are aggregated using an aggregation structure based on
HPC. By definition, HPC is an aggregator that has the annihilator 0 supported
(uniformly) by all inputs; that is, if any of the input suitability degrees is 0, then the
output must also be 0.

Nonmandatory desired attributes are aggregated by an aggregation structure that
is based on SPC. SPC is a conjunctive aggregator that does not support the anni-
hilator 0; only one positive input is sufficient to secure a positive output.

If all mandatory inputs are aggregated using a HPC structure that yields the
suitability xman and all nonmandatory (desired or optional) inputs are aggregated
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using a SPC structure that yields the suitability xnman, then the aggregated suitability
x can be obtained by using a conjunctive partial absorption (CPA) operator . [21],
i.e., x ¼ xman . xnman. CPA is further discussed in Sect. 4.

Aggregation for Undesirable Criteria

For the group of undesirable attributes b1; . . .; bn, we have that the higher their
corresponding suitability degrees are, the worse the situation is. We can also
subdivide this group of attributes into two groups: sufficient and nonsufficient
attributes.

Sufficient undesired attributes are aggregated using an aggregation structure
based on HPD. By definition, HPD is an aggregator that has the annihilator 1
supported (uniformly) by all inputs; that is, if any of the input unsuitability degrees
is 1, then the output must also be 1. This makes each input in such a group sufficient
to point out that the evaluated object is unacceptable.

Nonsufficient undesired attributes are aggregated by an aggregation structure
that is based on SPD. SPD is a disjunctive aggregator that does not support the
annihilator 1; only one input that is less than 1 is sufficient to result in an output that
is less than 1.

If all sufficient undesired inputs are aggregated using a HPD structure that yields
the unsuitability ysuf and all nonsufficient undesired inputs are aggregated using a
SPD structure that yields the unsuitability ynsuf , then the aggregated unsuitability
y can be obtained by using a disjunctive partial absorption (DPA) operator . [21],
i.e., y ¼ ysuf . ynsuf . DPA is further discussed in Sect. 4.

Computing Overall Suitability

The aggregation of the desirable attribute scores (suitability degrees) generates the
overall suitability score x, whereas the independent aggregation of the undesirable
attribute scores (unsuitability degrees) generates the independent overall unsuit-
ability degree y as shown in Fig. 1. The degrees x and y have similar semantics as
the satisfaction degree s and dissatisfaction degree d of the BSD ðs; dÞ that is
obtained in the satisfied–dissatisfied approach presented in [10] (cf. Equation 1).

However, in the canonical aggregation structure given in Fig. 1, it is proposed to
aggregate x and y in order to obtain an overall suitability degree z. The motivation
for this is that for some applications, such an overall suitability degree might be
required.

Basic Approach. Let us now consider a process of aggregating the suitability x and
the unsuitability y. A simplified verbal criterion could be ‘we simultaneously want
x and not y.’ In an extreme Boolean case this criterion yields the material nonim-
plication or the abjunction function z ¼ x^�y. The abjunction function is a non-
idempotent aggregator which can also be denoted as a negated implication:
x ^ �y ¼ x ! y.
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General Approach. Not surprisingly, in a general case, we can apply a partial
abjunction function based on GCD. To convert the unsuitability score y to a cor-
responding suitability score �y, we need a negation operator that preferably supports
involution, e.g.,

�y ¼ 1� y
1þ p � y ð10Þ

where p [ � 1.
The final stage of the canonical aggregation structure is the aggregation of

suitability of desirable attributes x and unsuitability of undesirable attributes y cre-
ating the output overall suitability

z ¼ Fðx;�yÞ: ð11Þ

The output aggregation function F can take several forms, not necessarily referring
to the strict abjunction mentioned above. In particular, F can be a HPC operator,
i.e., z ¼ WxDW�y��[ , 0\W\1, W ¼ 1�W , �y ¼ y� 1. This aggregator is a
weighted partial abjunction of x and y. In some cases, it can be justifiable to use
SPC. On the other hand, a special interpretation of desirable and undesirable
attributes may be assumed, e.g., the one related to the constraint–wish approach.
Then, F can be an asymmetric aggregator, where x is a mandatory input and �y is an
optional input (i.e., a CPA [21]).

The canonical aggregation structure from Fig. 1 can be transformed if the ele-
mentary criteria of undesired attributes can be ‘negated’ as exemplified in Fig. 2. In
this example if the distance from the airport is undesirable, then it is equivalent to
use either the unsuitability criterion or its complement, the suitability criterion.

If all undesired attributes are evaluated using suitability criteria, then we can
replace the nonidempotent canonical aggregation structure from Fig. 1 with the
idempotent canonical aggregation structure shown in Fig. 3.

Fig. 2 Suitability and unsuitability criteria for the distance of home from an airport
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4 Bipolarity Based on Nonuniform Input-Dependent
Annihilators

4.1 General Considerations

The interpretations of constraint–wish approaches of bipolarity are based on
asymmetric aggregation operators. Among these, the conjunctive partial absorption
. (CPA) and the disjunctive partial absorption . (DPA) seem especially interesting.
The concept of asymmetric aggregators and the CPA can be considered as the
oldest and perhaps most frequently used form of bipolarity introduced in 1974 [22].
Both the CPA and the DPA were then studied in [19]. A detailed quantitative
analysis and synthesis of PA aggregators were presented in [21].

4.2 Canonical Aggregation Structures

The basic canonical forms of CPA and DPA aggregators have two inputs: x and y,
and their internal organization is presented in Figs. 4 and 5.

In these figures, the symbols r, D, and ⊝, respectively, denote partial dis-
junction, partial conjunction, and the neutrality (arithmetic mean). More specifi-
cally, r denotes HPD and D denotes HPC, whereas W1 and W2 are precomputed
weights (see below).

4.2.1 Conjunctive Partial Absorption

In the case of CPA . (Fig. 4), the input x is mandatory and it supports the anni-
hilator 0, i.e.,

Fig. 3 Symmetric canonical aggregation structure
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8 y[ 0 : 0 . y ¼ 0:

As opposed to that, the optional input y does not support the annihilator 0, i.e.,

8 x[ 0 : 0\x . 0\x:

The CPA . (Fig. 4) aggregates a mandatory input x and a nonmandatory (desired
or optional) input y, as follows:

x . y ¼ W2xDð1�W2Þ½W1x erð1�W1Þy� ð12Þ

where D2f^;Dg and ~r 2 f_;r;r;�g. Here, D denotes hard partial conjunction,
r represents soft partial disjunction, and r denotes hard partial disjunction.

The weights W1 and W2 in equation Eq. (12) are computed so as to reflect as
adequately as possible the impact of the mean penalty P and mean reward
R percentages provided by the user. Hereby, the underlying semantics of P and
R are defined by the following border conditions for the CPA . [21]:

8 0\ x � 1 : x . 0 ¼ xð1� pÞ; 0 � p\ 1 ð13Þ

Fig. 4 Two basic versions of
conjunctive partial absorption

Fig. 5 Two basic versions of
disjunctive partial absorption
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(hence, if the optional condition is not satisfied at all, then criterion satisfaction is
decreased with a penalty of p).

8 0\ x\ 1 : x . 1 ¼ xð1þ rÞ; 0 � r\ 1=x� 1 ð14Þ

(hence if the optional condition is fully satisfied, then criterion satisfaction is
increased with a reward of r). Note that p and r can be zero. The values P and R are
(approximately) the mean values of p and r and usually expressed as percentages.
Users select desired values of P and R and use them to compute the corresponding
weights W1 and W2. More details on this computation can be found in [21].

Let us note that Eq. (6) is a special case of Eq. (12) that is obtained if D ¼ ^ and
r ¼ �. The use of (hard) partial conjunction in Eq. (12) enables the use of a
reward.

4.2.2 Disjunctive Partial Absorption

In the case of DPA . (Fig. 5), the input x is sufficient and it supports the annihilator
1, i.e.,

8 y\ 1 : 1 . y ¼ 1:

As opposed to that, the optional input y does not support the annihilator 1, i.e.,

8 x\ 1 : x\ x . 1\ 1:

The DPA . (Fig. 5) aggregates a sufficient input x and a nonsufficient (desired or
optional) input y, as follows:

x . y ¼ W2xrð1�W2Þ½W1xeDð1�W1Þy� ð15Þ

where r2f_;rg and eD2f^;D;D;�g. Here, r denotes hard partial disjunction, D
represents soft partial conjunction, and D denotes the hard partial conjunction.

Like with CPA, the weights W1 and W2 in equation Eq. (15) are computed so as
to reflect as adequately as possible the impact of the mean penalty P and mean
reward R percentages provided by the user. The underlying semantics of P and
R are defined by the dual counterparts of the border conditions for the CPA, given
in the previous subsection (see [21] for more details on this).

Note that Eq. (7) is a special case of Eq. (15), which is obtained if r ¼ _ and
eD ¼ �. The use of (hard) partial disjunction in Eq. (15) enables the use of a
penalty.
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4.3 Comparison with the ‘And if Possible’ and ‘Or Else’
Operators

Studying the fundamental properties of CPA and DPA and comparing them with
those of the ‘And If Possible’ and ‘Or Else’ operators presented in Sect. 2, we
obtain the following.

The fundamental properties of CPA are as follows:

1: 8 0 � y � 1 : 0 . y ¼ 0

2: 8 0\x � 1 : 0\ x . 0 � x

3: 8 0\ x\ 1 : x � x . 1\ 1

Comparing these properties with the axioms of the ‘And If Possible’ operator
reveals that axiom [C2] is in conflict with the third fundamental property of CPA. In
fact, axiom [C2] permits penalizing and prevents rewarding. For example, in a
criterion for evaluating the quality of available parking facilities at a home, let the
mandatory requirement be the availability of a private garage for one or ideally for
two cars. Let the optional requirement be the availability of a quality street parking.
Now, if the mandatory requirement is partially or perfectly satisfied, but the street
parking is not available, the function (6) will penalize such a home. However, if a
mandatory requirement is partially satisfied (there is a garage for one car), and there
is a perfect street parking, the function (6) does not permit to compensate imper-
fections of the home parking with the quality street parking, and this may be
inconsistent with human reasoning.

The fundamental properties of DPA are as follows:

1: 8 0� y� 1 : 1 . y ¼ 1

2: 8 0\x\1 : 0\x . 0� x

3: 8 0\x\1 : x� x . 1\1

Comparing these properties with the axioms of the ‘Or Else’ operator reveals
that axiom [D2] is in conflict with the third fundamental property of DPA. In fact,
based on axiom [D2], the aggregator (7) permits only rewards and no penalty, which
is frequently inconsistent with human reasoning. Consider, for example, two car
descriptions where a sufficient criterion ‘low fuel consumption’ is perfectly satisfied
for both. If a desired condition ‘air bags’ is only satisfied for the first car and there is
no penalty facility available, then it would not be possible to distinguish between
the overall satisfaction of both cars. However, humans would naturally assign a
penalty to the second car and prefer the first one.

66 G. De Tré et al.



The main advantage of the CPA and DPA operators is that they enable the use of
both a reward and a penalty. As illustrated above, both rewards and penalties are
required if we want to adequately reflect human reasoning.

5 Multipolarity

It is useful to note that the canonical aggregation structures in both Figs. 1 and 3 use
‘bipolarity inside bipolarity’ (or a kind of ‘multipolarity’) identifying four cate-
gories of attributes:

1. mandatory–desired,
2. optional–desired,
3. mandatory–undesired, and
4. optional–undesired.

Thus, bipolarity, tripolarity [23] (mandatory/desired/optional, shown in Fig. 6),
and generally ‘multipolarity’ reflect situations where we have two or more logically
dissimilar clusters of attributes, and each cluster contains attributes that have a
similar logical impact on the overall suitability score.

More recently, multipolarity has also been studied in the context of constraint–
wish approaches by Liétard et al. [24]. Essentially, the ‘And If Possible’ and ‘Or
Else’ operators are hereby generalized to expressions of the form

cn And If Possible cn�1 And If Possible . . .And If Possible c1 ð16Þ

and

c1 Or Else c2 Or Else . . .Or Else cn ð17Þ

where the underlying assumption is that ci + 1 is a relaxation of ci, for
i ¼ 1; . . .; n� 1. Hence, for multipolarity with respect to the ‘And If Possible’
aggregator, the semantics are to satisfy a condition and, if possible, to satisfy a more
restrictive variant of this condition. Likewise, for mulipolarity with respect to the
‘Or Else’ aggregator, the semantics are to satisfy a condition, or else, to satisfy a
relaxation of this condition.

By connecting multiple canonical CPA aggregators, a similar kind of multipo-
larity as the one that is obtained from the generalization of the ‘And If Possible’

Fig. 6 Tripolarity realized
using nested bipolarity:
S ¼ x0ðy0zÞ
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aggregator can be modeled. This is illustrated in Fig. 7 for the case where n = 3.
Consider n inputs xi, i ¼ 1; . . .; n, where for i ¼ 1; . . .; n� 1, xi + 1 is obtained from
a criterion which is a relaxation of the criterion from which xi is obtained. Then, the
following multipolar CPA aggregator can be constructed

z ¼ xn . ðxn�1 . ð. . .Þ . x1Þ: ð18Þ

Hereby, the most stringent input xn is considered to be a mandatory input, whereas
satisfaction of the remainder of the expression is considered to be desired. In this
desired part, the first input xn − 1 is considered to be mandatory, whereas the
remainder of the expression is desired and so on. Thus, in order to have a satis-
faction of the desired input xn�1 . ðxn�2 . ð. . .Þ . x1Þ, xn − 1 must be satisfied,
whereas the satisfaction of the remainder of the expression is desired, and so on.

Likewise, by connecting multiple canonical DPA aggregators, a similar kind of
multipolarity as the one that is obtained from the generalization of the ‘Or Else’
aggregator can be modeled. This is illustrated in Fig. 8 for the case where n = 3.
Reconsider n inputs xi, i ¼ 1; . . .; n, where for i ¼ 1; . . .; n� 1, xi+1 is obtained
from a criterion which is a relaxation of the criterion from which xi is obtained.
Then, the following multipolar DPA aggregator can be constructed

z ¼ x1 . ðx2 . ð. . .Þ . xnÞ: ð19Þ

Hereby, the least stringent input x1 is considered to be a sufficient input, whereas
satisfaction of the remainder of the expression is considered to be desired. In this
desired part, the first input x2 is considered to be sufficient, whereas the remainder
of the expression is desired and so on. Thus, in order to have a satisfaction of the
desired input x2 . ðx3 . ð. . .Þ . xnÞ, it is sufficient that x2 is satisfied, whereas the
satisfaction of the remainder of the expression is desired, and so on.

Fig. 7 Multipolar CPA
aggregators: z ¼ x3 . ðx2 . x1Þ

Fig. 8 Multipolar DPA
aggregators: z ¼ x1 . ðx2 . x3Þ
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6 Conclusions

In this chapter, we discussed and studied bipolarity among multiple criteria from the
standpoint of aggregation and aggregation structures. Two main approaches are
distinguished: bipolarity based on desirable and undesirable criteria and bipolarity
based on nonuniform input-independent annihilators. For both approaches,
canonical forms of aggregators are proposed.

Bipolarity based on desirable and undesirable criteria is obtained by considering
different poles of criteria which all have their own different semantics: a pole of
‘positive’ criteria that express what the user will accept and a pole of ‘negative’
criteria that denote what the user will reject.

Bipolarity based on nonuniform input-dependent annihilators is studied from the
standpoint of conjunctive and disjunctive partial absorption. Herewith, it is shown
that the ‘And If Possible’ and ‘Or Else’ operators of the well-known ‘constraint–
wish’ approach are in fact special cases of partial absorption and can be generalized
by canonical forms of conjunctive and disjunctive partial absorption operators.

Furthermore, we explored some issues of multipolarity. Multipolarity naturally
occurs when mandatory and nonmandatory criteria are distinguished within the
‘positive’ and ‘negative’ criteria poles. A special kind of such multipolarity is the
so-called tripolarity where mandatory, desired, and optional criteria are
distinguished.

Another kind of multipolarity, studied in the context of the ‘constraint–wish’
approach is obtained by connecting a list of multiple criteria by multiple ‘And If
Possible’ operators (or by multiple ‘Or Else’ operators). Each criterion in the list
then has to be a relaxation of the previous criterion in the list. This kind of mul-
tipolarity can be generalized by connecting multiple canonical partial absorption
aggregators.

In our future research, we plan to further investigate the different aspects and
concepts of multipolarity.
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Choquet Integral with Interval Type 2
Sugeno Measures as an Integration
Method for Modular Neural Networks

Gabriela E. Martínez, Olivia Mendoza, Juan R. Castro,
Patricia Melin and Oscar Castillo

Abstract In this paper, a new method for response integration, based on the
Choquet integral with interval type 2 Sugeno measures, is presented. Type 1 and
interval type 2 fuzzy systems for edge detection based on the Sobel and morpho-
logical gradient are used, which is a preprocessing system applied to the training
data for better performance in the modular neural network. Fuzzy Sugeno measures
are represented by an interval type 2 fuzzy system. The Choquet integral is used as
a method to integrate the outputs of the modules of the modular neural networks
(MNN). A database of faces was used to perform the preprocessing, the training,
and the combination of information sources of the MNN.

1 Introduction

An integration method is a mechanism which takes input as a number n of data and
combines them to form a value representative of the information, methods exist
which combine information from different sources which can be aggregation
operators as arithmetic mean, geometric mean, ordered weighted averaging
(OWA) [1], and inter alia.

Artificial neural networks were introduced by W.S. McCullogh and W. Pitts in
1943 [2] and can be used in a variety of applications; however, there are problems
that cannot be processed in a single network either because of their complexity or
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the amount of information they have; in these cases, a modular neural network
(MNN) is used so that each of the modules is responsible for a sub-task or a part of
the problem [3–7]. Therefore, it is necessary to have a mechanism to integrate
information from different modules to provide the general solution to the problem.

In a MNN, it is common to use some methods such as fuzzy logic type 1 and
type 2 [8–10], the fuzzy Sugeno integral [11], interval type 2 fuzzy logic Sugeno
integral [12], a probabilistic sum integrator [13], a Bayesian learning method [14],
among others, as shown in Fig. 1.

The Choquet integral is an aggregation operator, which has been successfully
used in various applications [15–17]. In this paper, the fuzzy Sugeno measures are
represented by an interval type 2 fuzzy system in combination with the Choquet
integral.

This paper is organized as follows: Sect. 2 shows the concepts of fuzzy mea-
sures, interval type 2 fuzzy measures, and Choquet integral which is the technique
that was applied for the combination of the several information sources. Section 3
shows edge detection based on Sobel and morphological gradient with interval type
2 fuzzy system. Section 4 shows the modular neural network proposal, and in
Sect. 5, the simulation results are shown. Finally, Sect. 6 shows the Conclusions.

Fig. 1 Methods for combining information from different sources
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2 Fuzzy Measures and Choquet Integral

Initially, Michio Sugeno defined the concept of “fuzzy measures and fuzzy integral”
in 1974 [18]. A fuzzy measure is a non-negative monotone function of defined
values in “classical sets.” Currently, when referring to this topic, the term “fuzzy
measures” has been replaced by the term “monotonic measures,” “non-additive
measures,” or “generalized measures” [19–21]. When fuzzy measures are defined
on fuzzy sets, we speak about monotonous fuzzified measures [21].

2.1 Fuzzy Measure

If x ¼ x1; x2; . . .; xnf g is a finite set, a fuzzy measure μ with respect to the data set
X is a function l : 2x ! ½0; 1� that must satisfy the following conditions:

(1) l(X) = 1; l(∅) = 0
(2) If A � B, then l(A) ≤ l(B)

where in the second condition, A and B are subsets of X.
A fuzzy measure is a Sugeno measure or λ-fuzzy, if it satisfies condition (1) of

addition for some λ > −1.

lðA[BÞ ¼ l Að Þþ l Bð Þþ kl Að Þl Bð Þ ð1Þ

where k can be calculated with (2):

f kð Þ ¼
Yn
i¼1

ð1þMiðxiÞkÞ
( )

� ð1þ kÞ ð2Þ

The value of the λ parameter is determined by the conditions of the Theorem 1.

Theorem 1 Let l xf gð Þ\1 for each x 2 X and let l xf gð Þ[ 0 for at least two
elements of X, then (2) determines a unique parameter k in the following way:

If
P
x2X

l fxgð Þ\1; then is in the interval ð0;1Þ:
If

P
x2X

l fxgð Þ ¼ 1; then k ¼ 0; That is the unique root of the equation.

If
P
x2X

l fxgð Þ[ 1; then k is in the interval ð�1; 0Þ:

The fuzzy measure represents the importance or relevance of the sources when
computing the aggregation [22], and the method to calculate Sugeno measures is
performed recursively using (3) and (4).
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lðA1Þ ¼ lðM1Þ ð3Þ

lðAiÞ ¼ lðAði�1ÞÞ þ lðMiÞþ klðMiÞ � lðA i�1ð ÞÞ
� � ð4Þ

where Ai represents the fuzzy measure and Mi represents the fuzzy density deter-
mined by an expert, where 1\Mi � . . .� n should be permuted with respect to the
descending order of their respective lðAiÞ:

2.2 Fuzzy Measures for Interval Type 2 Fuzzy Sets

For the estimation of the fuzzy densities of each information source, we take the
maximum value of each Xi, where an interval of uncertainty is added.

You need to add an uncertainty footprint or FOU which will create an interval
based on the fuzzy density. Equation (5) can be used to approximate the center of
the interval for each fuzzy density, and Eqs. (6) and (7) are used to estimate left and
right values of the interval for each fuzzy density. Note that the domain for lLðxiÞ
and lUðxiÞ is given in Theorem 1 [23].

Calculation of the fuzzy densities:

lc xið Þ ¼ max Xið Þ ð5Þ

lL xið Þ ¼ lc xið Þ � FOUl=2; if lc xið Þ[ FOUl=2
0:0001 otherwise

�
ð6Þ

lU xið Þ ¼ lc xið Þþ FOUl=2; if lc xið Þ\ð1� FOUl=2Þ
0:9999 otherwise

�
ð7Þ

Calculating the parameters kL and kU for each side of the interval with (8) and (9)

kL þ 1 ¼
Yn
i¼1

ð1þ kLlL xif gð ÞÞ ð8Þ

kU þ 1 ¼
Yn
i¼1

ð1þ kUlU xif gð ÞÞ ð9Þ

Once the λU, λL are obtained, parameters can be calculated fuzzy measures left
and right by extending the recursive formulas (10, 11) (12, 13):

lL A1ð Þ ¼ lL x1ð Þ ð10Þ

lL Aið Þ ¼ lL xið Þþ lL Ai�1ð Þþ kLlL xið ÞlL Ai�1ð Þ ð11Þ
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lU A1ð Þ ¼ lU x1ð Þ ð12Þ

lU Aið Þ ¼ lU xið Þþ lU Ai�1ð Þþ kUlU xið ÞlU Ai�1ð Þ ð13Þ

There are two types of integral that performed the calculation of Sugeno mea-
sures: the integral of Sugeno and Choquet Integral.

2.3 Choquet Integral

The Choquet integral can be calculated using (14) or an equivalent expression (15)

Choquet ¼
Xn
i¼1

Ai � Aði�1Þ
� � � Di

� � ð14Þ

with A0 = 0,
or also

Choquet ¼
Xn
i¼1

Ai � Di � Dðiþ 1Þ
� �� � ð15Þ

with D(n+1) = 0,
where Ai represents the fuzzy measurement associated with data Di.

3 Edge Detection

Edge detection can be defined as a method consisting of identifying changes that
exist in the light intensity, which can be used to determine certain properties or
characteristics of the objects in the image.

We used the ORL Database of Faces [24] to perform the training of the modular
neural network, which has images of 40 people with 10 samples of each individual.
To each of the images was applied to a preprocessing by making use of Sobel edge
detector and morphological gradient with type 1 and type 2 fuzzy logic system [25]
in order to highlight features, some of the images can be displayed in Fig. 5b, d.

3.1 The Morphological Gradient

To perform the method of morphological gradient, we need to calculate every one
of the four gradients as commonly done in the traditional method using (16–20), see
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Fig. 2; however, the addition of the gradients is performed by a type 1 and type 2
fuzzy system [25]; in Fig. 3, the membership functions of the fuzzy system are
shown, and the resulting image can be viewed in Fig. 5b, d.

D1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z5� z2ð Þ2 þ z5� z8ð Þ2

q
ð16Þ

Fig. 2 Calculation of the
gradient in the four directions

Fig. 3 Variables for the edge detector of morphological gradient the type 2
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D2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z5� z4ð Þ2 þ z5� z6ð Þ2

q
ð17Þ

D3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z5� z1ð Þ2 þ z5� z9ð Þ2

q
ð18Þ

D4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z5� z7ð Þ2 þ z5� z3ð Þ2

q
ð19Þ

G ¼ D1þD2þD3þD4 ð20Þ

3.2 Sobel

The Sobel operator is applied to a digital image in gray scale is a pair of 3 × 3
convolution masks, one estimating the gradient in the x-direction (columns) (21)
and the other estimating the gradient in the y-direction (rows) (22) [26].

sobelx ¼
�1 0 1
�2 0 2
�1 0 1

2
4

3
5 ð21Þ

sobely ¼
1 2 1
0 0 0
�1 �2 �1

2
4

3
5 ð22Þ

If we have Im,n as a matrix of m rows and r columns, where the original image is
stored, then gx and gy are matrices having the same dimensions as I, which at each
element contains the horizontal and vertical derivative approximations and are
calculated by (23) and (24) [25].

gx ¼
Xi¼3

i¼1

Xj¼4

j¼1

Sobelx;ij � Irþ i�2;cþ j�2
for ¼ 1; 2; . . .;m
for ¼ 1; 2; . . .; n

ð23Þ

gy ¼
Xi¼3

i¼1

Xj¼4

j¼1

Sobely;i;j � Irþ i�2;cþ j�2
for ¼ 1; 2; . . .;m
for ¼ 1; 2; . . .; n

ð24Þ

In the Sobel method, the gradient magnitude g is calculated by (25).

g ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2x þ g2y

q
ð25Þ
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For the type 1 and type 2 fuzzy inference systems, 3 inputs can be used, in which
2 of them are the gradients with respect to the x-axis and y-axis, calculated with (23)
and (24), which we call DH and DV, respectively. The third variable m is the image
after the application of a low-pass filter hMF in (26); this filter allows to detect
image pixels belonging to regions of the input where the mean gray level is lower.
These regions are proportionally more affected by noise, which it is supposed to be
uniformly distributed over the whole image [26]. The membership functions of
interval type 2 system are shown in Fig. 4.

hMF ¼ 1
25

�

1 1 1
1 1 1

1 1
1 1

1 1 1
1 1 1
1 1 1

1 1
1 1
1 1

2
6664

3
7775 ð26Þ

After applying the type 1 and type 2 edge detector with Sobel Method, the
resulting image can be viewed in Fig. 5c, e.

Fig. 4 Variables for the edge detector with the type 2 fuzzy Sobel
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Fig. 5 a Original image, b image with edge detector type 1 morphological gradient, c image with
edge detector type 1 Sobel, d image with interval type 2 morphological gradient, e image with
edge detector interval type 2 Sobel
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4 Modular Neural Networks

We trained a MNN of 3 modules with the data set of ORL. To each image, a
methodology of edge detector was applied as described in Sect. 3 and then the
image was divided into three horizontal sections, each of which was used as
training data in each of the modules, as shown in Fig. 6.

The integration of the modules of theMNNwas performed with the Choquet integral
(14) and (15). In Table 1, we can appreciate the data distribution of the database.

4.1 Training Parameters

Training method: gradient descendent with momentum and adaptive learning rate
back-propagation (Traingdx).
Each module of the MNN has two hidden layers [200 200].
Error goal: 0.00001.
Epochs: 500.

In Table 2, the distribution of the training data in the MNN is shown; 70 % of
data are used for training, 15 % for validation, and the other 15 % for testing.

Fig. 6 Proposed architecture of the modular neural network

Table 1 Procedure performed in the experiment

Database People
quantity

Samples per
people

Size of training set
80 %

Size of test set
20 %

ORL 40 10 320 80

Table 2 Distribution of the
training data

Training 70 % Validation 15 % Test 15 %

224 48 48
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4.2 The Experiment Consists of a Modular Neural Network
Recognition System and Choquet Integral
for the Modules Fusion

The experiment consist on apply a preprocessing at the images through an edge
detector on database of faces ORL to obtain a data set with which we train a
modular neural network, this with the purpose of compare the recognition rate
obtained using the k-fold cross validation method [27], see Table 3.

In the experiments, we performed 27 tests in each simulation of the trainings
with each edge detector making variations in fuzzy densities and performing the
calculation of the parameter λU and λL with the bisection method.

In Table 4, the parameters shown are used for the integration of information; the
first column shows the tests number performed, the second shows the diffuse
density associated with each information source—in this case each one of the 3
modules—and the third and fourth columns show the value of lambda for the upper
λU and lower λL intervals calculated from the fuzzy densities.

5 Simulation Results

In Table 5, are shown an example of the results obtained for face recognition. For
this case, the preprocessing of the image is done with the interval type-2 mor-
phological gradient edge detector, and the aggregation method used for the MNN is
the interval type-2 Choquet integral.

Table 3 Procedure
performed in the experiment

1. Define the database of images

2. Define the edge detector

3. Detect the edges of each image

4. Add the edges to the train set

5. Divide the images in three parts

6. Calculate the recognition rate using the k-fold
cross-validation method

(a) Calculate the indices for k-folds

(b) Train the modular neural network k − 1 times for each
training fold

(c) Simulate the modular neural network with the k test fold

7. Calculate the mean of rate for all the k-folds using Choquet
integral with interval type 2 fuzzy measures
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In Table 6, the percentage of recognition of the Choquet integral with each
interval edge detector is displayed, and a higher percentage of recognized with the
usage of the type 2 edge detector with the gradient morphological was obtained
with a 0.9549 %.

In Table 7, the percentage of recognition of the Choquet integral using interval
fuzzy measures presents a small increase with respect to Choquet integral without
interval fuzzy measures.

Table 4 Parameters of the
fuzzy densities, λU and λL

Test Fuzzy densities λU λL
1 0.1 0.1 0.1 9.76E−18 5.04E−17

2 0.1 0.1 0.5 1.40E−16 0.00E+00

3 0.1 0.1 0.9 1.60E−16 −1.00E+00

4 0.1 0.5 0.1 1.40E−16 0

5 0.1 0.5 0.5 1.236 −0.7307

6 0.1 0.5 0.9 −0.6262 −1.00E+00

7 0.1 0.9 0.1 −8.35E−18 −0.9998

8 0.1 0.9 0.5 −0.6262 −1

9 0.1 0.9 0.9 −9.38E−01 −1

10 0.5 0.1 0.1 1.40E-16 0

11 0.5 0.1 0.5 1.236 −0.7307

12 0.5 0.1 0.9 −0.6262 −1

13 0.5 0.5 0.1 1.236 −0.7307

14 0.5 0.5 0.5 −0.4428 −0.9043

15 0.5 0.5 0.9 −0.8715 −1

16 0.5 0.9 0.1 −0.6262 −1

17 0.5 0.9 0.5 −0.8715 −1

18 0.5 0.9 0.9 −0.9691 −1

19 0.9 0.1 0.1 −8.35E−18 −1.00E+00

20 0.9 0.1 0.5 −0.6262 −1

21 0.9 0.1 0.9 −0.6262 −1

22 0.9 0.5 0.1 −0.6262 −1

23 0.9 0.5 0.5 −8.72E−01 −1

24 0.9 0.5 0.9 −0.9691 −1

25 0.9 0.9 0.1 −0.9376 −1

26 0.9 0.9 0.5 −0.9691 −1

27 0.9 0.9 0.9 −0.9911 −1
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Table 5 Results obtained in the experiment

Test Training data Test data

Mean rate Std rate Max rate Mean rate Std rate Max rate

1 1 0 1 0.865 0.006 0.875

2 1 0 1 0.863 0.015 0.888

3 1 0 1 0.858 0.014 0.875

4 1 0 1 0.868 0.014 0.888

5 1 0 1 0.863 0.023 0.9

6 1 0 1 0.86 0.016 0.888

7 1 0 1 0.868 0.014 0.888

8 1 0 1 0.868 0.021 0.9

9 1 0 1 0.865 0.014 0.888

10 1 0 1 0.86 0.011 0.875

11 1 0 1 0.855 0.014 0.875

12 1 0 1 0.853 0.011 0.863

13 1 0 1 0.865 0.011 0.875

14 1 0 1 0.858 0.019 0.888

15 1 0 1 0.858 0.011 0.875

16 1 0 1 0.87 0.014 0.888

17 1 0 1 0.87 0.014 0.888

18 1 0 1 0.865 0.011 0.875

19 1 0 1 0.86 0.011 0.875

20 1 0 1 0.863 0.009 0.875

21 1 0 1 0.86 0.014 0.875

22 1 0 1 0.86 0.006 0.863

23 1 0 1 0.86 0.011 0.875

24 1 0 1 0.86 0.014 0.875

25 1 0 1 0.865 0.014 0.888

26 1 0 1 0.868 0.014 0.888

27 1 0 1 0.865 0.011 0.875

1 0 1 0.863 0.013 0.881

Table 6 Results with the
Choquet integral using type 1
and type 2 edge detector

Method mean_rate std_rate max_rate

T1-Sobel 0.93125 0.0385 0.925

T1-Morphological
gradient

0.94 0.0677 0.975

T2-Sobel 0.9431 0.0193 0.9625

T2-Morphological
gradient

0.9549 0.0482 0.9625
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6 Conclusions

The use of Choquet integral as an integration method of responses of a modular
neural network applied to face recognition has yielded favorable results when
performing the aggregation process of the preprocessed images with the detectors
type 1 and type 2 of Sobel edges and morphological gradient; the use of the Sugeno
measure by intervals allowed increase of the percentage of data recognition;
however, it is still necessary to use a method that optimizes the value of the Sugeno
measure assigned to each source of information, and also how to calculate the
interval because these were designated arbitrarily. Future work could be consid-
ering the optimization of the proposed method, as in [28–30].

7 Future Works

Although good results were obtained by applying the Choquet integral as an
aggregation operator of the MNN, more testing is needed on other benchmark
databases to verify results obtained also to find another way to generate an interval
of uncertainty among the data, fuzzy measures, value of lambda, and fuzzy
densities.
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Part III
Decision-Making



Fuzzy Logic Ideas Can Help in Explaining
Kahneman and Tversky’s Empirical
Decision Weights

Joe Lorkowski and Vladik Kreinovich

Abstract Analyzing how people actually make decisions, the Nobelist Daniel
Kahneman and his co-author Amos Tversky found out that instead of maximizing
the expected gain, people maximize a weighted gain, with weights determined by the
corresponding probabilities. The corresponding empirical weights can be explained
qualitatively, but quantitatively, these weights remain largely unexplained. In this
paper, we show that with a surprisingly high accuracy, these weights can be
explained by fuzzy logic ideas.

1 Empirical Decision Weights: Formulation
of the Problem

Decisions are important. One of the main objectives of science and engineering is
to help people make decisions. For example, we try to predict weather, so that
people will be able to dress properly (and take an umbrella if needed), so that if a
hurricane is coming, people can evacuate. We analyze quantum effects in semi-
conductors so that engineers can design better computer chips. We analyze diseases
so that medical doctors can help select the best treatment, etc.

In complex situations, people need help in making their decisions. In simple
situations, an average person can easily make a decision. For example, if the
weather forecast predicts rain, one should take an umbrella with him/her, otherwise
one should not.

In more complex situations, however, even when we know all the possible
consequences of each action, it is not easy to make a decision. For example, in
medicine, many treatments come with side effects: A surgery can sometimes result
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in a patient’s death; immune system suppression can result in an infectious disease,
etc. In such situations, it is not easy to compare different actions, and even skilled
experts would appreciate computer-based help.

To help people make decisions, we need to analyze how people make
decisions. One of the difficulties in designing computer-based systems which would
help people make decisions is that to make such systems successful, we need to
know what exactly people want when they make decisions. Often, people cannot
explain in precise terms why exactly they have selected this or that alternative.

In such situations, we need to analyze how people actually make decisions, and
then try to come up with formal descriptions which fit the observed behavior.

Experiments start with decision making under full information. To analyze
how people make decisions, researchers start with the simplest situations, in which
we have the full information about the following:

• we know all possible outcomes o1, … ,on of all possible actions;
• we know the exact value ui (e.g., monetary) of each outcome oi; and
• for each action a and to each outcome i, we know the probability pi(a) of this

outcome.

Seemingly reasonable behavior. The outcome of each action a is not deter-
ministic. For the same action, we may get different outcomes ui with different
probabilities pi(a). However, usually similar situations are repeated again and again.

If we repeat a similar situation several times, then the average expected gain of
selecting an action a becomes close to the mathematical expectation of the gain, i.e.,
to the value

uðaÞdef
Xn
i¼1

piðaÞ � ui:

Thus, we expect that a decision maker selects the action a for which this
expected value u(a) is the largest. In the first crude approximation, this is how
people actually make decisions. But if we want a more precise description of human
behavior, we—somewhat surprisingly—have to modify this formula.

How people actually make decisions is somewhat different. In their famous
experiments, the Nobelist Daniel Kahneman and his co-author Amos Tversky
found out that a much more accurate description of human decision making can be
obtained if we assume that, instead of maximizing the expected gain, people
maximize a weighted gain, with weights determined by the corresponding proba-
bilities; see, e.g., [1] and references therein.

In other words, people select the action a for which the weighted gain

wðaÞdef
X
i

wiðaÞ � ui

attains the largest possible value, where wi(a) = f(pi(a)) for an appropriate
function f(x).
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This empirical transformation f(x) from probabilities to weights takes the fol-
lowing form:

Probability 0 1 2 5 10 20 50 80 90 95 98 99 100
Weight 0 5.5 8.1 13.2 18.6 26.1 42.1 60.1 71.2 79.3 87.1 91.2 100

How can we explain this empirical transformation? There are qualitative
explanations for this phenomenon, but not a quantitative one.

In this paper, we propose a quantitative explanation based on the fuzzy logic
ideas.

2 Fuzzy-Motivated Idea: Considering “Distinguishable”
Probabilities

Main idea. The main idea behind our explanation is based on the fact that when
people make decisions, they do not estimate probabilities as numbers from the
interval [0, 1] and do not process them. If a person is asked about the probability of
a certain event, in many cases, the answer will not come as an exact number, it will
most probably come as an imprecise (“fuzzy”) word, like “low,” “high,” and
“medium”; see, e.g., [2, 4, 6].

In other words, instead of using all infinitely many possible real numbers from
the interval [0, 1], we only use finitely many possible values—i.e., in effect, we
estimate the probability on a finite scale. The reason for this discretization is that if
the two probability values are close to each other, intuitively, we do not feel the
difference. For example, there is a clear difference between 10 % chances of rain or
50 % chances of rain, but we do not think that anyone can feel the difference
between 50 % and 51 % chances. So, the discrete scale is formed by probabilities
which are distinguishable from each other. Let us show how this idea can be
formalized.

Comment. In this formalization, we will follow ideas first outlined in [3].
How to formalize when probabilities are distinguishable. Probability of an

event is estimated, from observations, as the frequency with which this event
occurs. For example, if out of 100 days of observation, rain occurred in 40 of these
days, then we estimate the probability of rain as 40 %. In general, if out of n ob-
servations, the event was observed in m of them, we estimate the probability as the
ratio

m
n
:
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This ratio is, in general, different from the actual (unknown) probability. For
example, if we take a fair coin, for which the probability of head is exactly 50 %,
and flip it 100 times, we may get 50 heads, but we may also get 47 heads, 52 heads,
etc.

It is known (see, e.g., [5]) that the expected value of the frequency is equal to
p and that the standard deviation of this frequency is equal to

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � ð1� pÞ

n
:

r

It is also known that, due to the central limit theorem, for large n, the distribution
of frequency is very close to the normal distribution (with the corresponding mean
p and standard deviation σ).

For normal distribution, we know that with a high certainty, all the values are
located within 2–3 standard deviations from the mean, i.e., in our case, within the
interval

p� k0 � r; pþ k0 � rð Þ;

where k0 = 2 or k0 = 3: For example, for k0 = 3, this is true with confidence
99.9 %. We can thus say that the two values of probability p and p′ are (definitely)
distinguishable if the corresponding intervals of possible values of frequency do not
intersect, and thus, we can distinguish between these two probabilities just by
observing the corresponding frequencies.

In precise terms, the probabilities p < p′ are distinguishable if

p� k0 � r; pþ k0 � rð Þ \ p0 � k0 � r0; pþ k0 � r0ð Þ ¼ ;;

where

r0def
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p0 � 1� p0ð Þ

n

r
;

i.e., if p′ − k0 · σ′ ≥ p + k0 · σ. The smaller p′, the smaller the difference p′ − k0 · σ′.
Thus, for a given probability p, the next distinguishable value p′ is the one for which

p0 � k0 � r0 ¼ pþ k0 � r:

When n is large, these values p and p′ are close to each other; therefore, σ′ ≈ σ.
Substituting an approximate value σ instead of σ′ into the above equality, we
conclude that

p0 � pþ 2k0 � r ¼ pþ 2k0 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � ð1� pÞ

n

r
:
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If the value p corresponds to the ith level out of m, i.e., in fuzzy terms to the truth
value,

i
m

then the next value p′ corresponds to the (i + 1)-st level, i.e., to the truth value

iþ 1
m

:

Let g(p) denote the fuzzy truth value corresponding to the probability p. Then,

gðpÞ ¼ i
m

and gðp0Þ iþ 1
m

:

Since the values p and p′ are close, the difference p′ − p is small, and therefore,
we can expand the expression g(p′) = g(p + (p′ − p)) in Taylor series and keep
only linear terms in this expansion:,

g p0ð Þ � gðpÞþ p0 � pð Þ � g0ðpÞ
g0ðpÞ ¼ dg

dp

where g′(p) denotes the derivative of the function g(p). Thus,

g p0ð Þ � gðpÞ ¼ 1
m
¼ p0 � pð Þ � g0ðpÞ:

Substituting the known expression for p′ − p into this formula, we conclude that

1
m
¼ 2k0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � ð1� pÞ

n

r
� g0ðpÞ:

This can be rewritten as

g0ðpÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � ð1� pÞ

p
¼ const

for some constant, and thus,

g0ðpÞ ¼ const � 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p � ð1� pÞp :
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Integrating this expression and taking into account that p = 0 corresponds to the
lowest (0th) level—i.e., that g(0) = 0—we conclude that

gðpÞ ¼ const �
Zp

0

dqffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q � ð1� qÞp :

This integral can be easily computed if we introduce a new variable t for which
q = sin2(t). In this case,

dq ¼ 2 � sinðtÞ � cosðtÞ � dt;
1� p ¼ 1� sin2ðtÞ ¼ cos2ðtÞ and therefore,ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p � ð1� pÞ
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2ðtÞ � cos2ðtÞ

q
¼ sinðtÞ � cosðtÞ:

The lower bound q = 0 corresponds to t = 0 and the upper bound q = p corre-
sponds to the value t0 for which sin2(t0) = p, i.e., sin(t0) =

ffiffiffi
p

p
and t0 = arcsin(

ffiffiffi
p

p
).

Therefore,

gðpÞ ¼ const �
Zp

0

dqffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q � ð1� qÞp

¼ const �
Zt0
0

2 � sinðtÞ � cosðtÞ � dt
sinðtÞ � cosðtÞ

Zt0
0

2 � dt

¼ 2 � const � t0:

We know how t0 depends on p, so we get

g pð Þ ¼ 2 � const � arcsin ffiffiffi
p

p� �
:

We can determine the constant from the condition that the largest possible
probability value p = 1 should correspond to the right-most point g(p) = 1. From
the condition that g(1) = 1, taking into account that

arcsin
ffiffiffi
1

p� �
¼ arcsinð1Þ ¼ p

2
;

we conclude that

gðpÞ ¼ 2
p
� arcsin ffiffiffi

p
p� �

: ð1Þ
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Description of the resulting discretization. For a scale from 0 to some number
m, the value g(m) is equal to the ratio

i
m
:

So, i = m · g(p).
Thus, the desired discretization means that to each probability p, we assign the

value i ≈ m · g(p) on the scale from 0 to m, where g(p) is described by the above
formula.

3 Distinguishable Probabilities Can Explain Empirical
Decision Weights

How do we select weights? If we need to select finitely many weights from the
interval [0, 1], then it is natural to select weights which are equally distributed on
this interval, i.e., weights

0;
1
m
;
2
m
; . . .;

m� 1
m

; 1: ð2Þ

How to assign weights to probabilities: idea. We have m, a finite list of
distinguishable probabilities 0 = p0 < p1 < … < pm = 1. These probabilities cor-
respond to degree

g pið Þ ¼ i
m
; ð3Þ

where g(p) is determined by the formula (1). We need to assign, to each of these
probabilities, an appropriate weight from the above list (2).

The larger the probability, the more weight we should assign to the corre-
sponding outcome. Thus, we arrive at the following assignment of weights to
probabilities:

• to the value p0 = 0, we assign the smallest possible weight w0 = 0;
• to the next value p1, we assign the next weight

w1 ¼ 1
m
;

• to the next value p2, we assign the next weight

w2 ¼ 1
m
;
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• …
• to the value pm − 1, we assign the weight

wm�1 ¼ m� 1
m

;

• finally, to the value pm = 1, we assign the weight

wm ¼ 1:

In general, to the value pi, we assign the weight

wi ¼ i
m
:

By comparing this assignment with the formula (3), we conclude that to each
value pi, we assign the value wi = g(pi).

How to assign weights to probabilities: result. Our arguments show that to
each probability p 2 [0, 1], we assign the weight g(p), where the function g(p) is
determined by the formula (1).

Comparing our weights with empirical weights: first try. Let us compare the
probabilities pi, Kahneman’s empirical weights ~wi, and the weight wi = g(pi)
computed by using the formula (1):

pi 0 1 2 5 10 20 50 80 90 95 98 99 100
~wi 0 5.5 8.1 13.2 18.6 26.1 42.1 60.1 71.2 79.3 87.1 91.2 100
wi = g(pi) 0 6.4 9.0 14.4 20.5 29.5 50.0 70.5 79.5 85.6 91.0 93.6 100

The estimates wi = g(pi) are closer to the observed weights ~wi than the original
probabilities, but the relation does not seem very impressive.

We will show that the fit is much better than it seems at first glance. At first
glance, the above direct comparison between the observed weights ~wi and the
estimated weights wi = g(pi) seems to make perfect sense. However, let us look
deeper.

The weights come from the fact that users maximize the weighted gain w(a) = ∑
wi(a) · ui. It is easy to observe that if we multiply all the weights by the same
positive constant λ > 0, i.e., consider the weights wi′(a) = λ · wi(a), then for each
action, the resulting value of the weighted gain will also increase by the same
factor:
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w0
i ¼ k � wi

The relation between the weighted gains of two actions a and a′ does not change
if we simply multiply both gains by a positive constant:

• if wi(a) < wi(a′), then, multiplying both sides of this inequality by λ, we get
w0
i að Þ\w0

i a
0ð Þ;

• if wi(a) = wi(a′), then, multiplying both sides of this equality by λ, we get
w0
i að Þ ¼ w0

i a
0ð Þ;

• if wi(a) > wi(a′), then, multiplying both sides of this inequality by λ, we get
w0
i að Þ[w0

i a
0ð Þ.

All we observe is which of the two actions a person selects. Since multiplying all
the weights by a constant does not change the selection, this means that based on
the selection, we cannot uniquely determine the weights: An empirical selection
which is consistent with the weights wi is equally consistent with the weights
w0
i ¼ k � wi.
This fact can be used to normalize the empirical weights, i.e., to multiply them

by a constant so as to satisfy some additional condition.
In [1], to normalize the weights, the authors use the requirement that the weight

corresponding to probability 1 should be equal to 1. Since for p = 1, the estimated
weight g(1) is also equal to 1, we get a perfect match for p = 1—but a rather lousy
march for probabilities intermediate between 0 and 1.

Instead of this normalization, we can select λ so as to get the best match “on
average”.

How to improve the fit: details. A natural idea is to select λ from the least
squares method, i.e., select λ for which the relative mean squares difference

X
i

k � wi � ~wi

wi

� �2

is the least possible. Differentiating this expression with respect to λ and equating
the derivative to 0, we conclude that

X
i

k� ~wi

wi

� �
¼ 0;

i.e., that

k ¼ 1
m
�
X
i

~wi

wi
:
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Resulting match. For the above values, this formula leads to λ = 0.910.

pi 0 1 2 5 10 20 50 80 90 95 98 99 100

~wi 0 5.5 8.1 13.2 18.6 26.1 42.1 60.1 71.2 79.3 87.1 91.2 100

~w0
i ¼ k � g pið Þ 0 5.8 8.2 13.1 18.7 26.8 45.5 64.2 72.3 77.9 82.8 87.4 91.0

The resulting values are indeed much closer to the empirical weights.
For most probabilities pi, the difference between the fuzzy-motivated weights w0

i

and the empirical weights wi is so small that it is below the accuracy with which the
empirical weights can be obtained from the experiment.

Conclusion. Fuzzy-motivated ideas indeed explain Kahneman and Tversky’s
empirical decision weights.
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A Fuzzy Multiagent Approach
for Integrated Product Life Cycle
Environment

V.V. Taratukhin, Y.V. Yadgarova and E.Y. Skachko

Abstract One of the main questions in product life cycle management is how to
create the comprehensive framework for autonomous, intelligent decision-making
which integrates business and scheduling data. The key problem is to simulate
human-like decision-making process to provide agile manufacturing process.
Multiagent technologies play a key role in this problem and form an integration
platform between human and manufacturing. Also developing distributed control
system based on multiagent technologies encounters difficulties, due to ambiguous,
vague, or missing information. In the area of intelligent manufacturing systems,
there are a number of fuzzy scheduling models presented (Subramaniam et al. in
Int J Adv Manuf Technol 16(10): 759–764, [1]; Srinoi et al. in Int J Prod Res 44
(11): 1–21, [2]). These frameworks only deal with manufacturing processes. The
research presents multiagent framework that integrates design, manufacturing, and
control process in fuzzy area using resource-based approach to agent’s interaction.
This model is applicable to work with various manufacturing agents in conjunction
with different design agents and control systems.
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1 Introduction

On the one hand, developing a distributed control system that can operate with
ambiguous and vague information is still an open problem, due to it’s complexity.
But with rapid progress of computer capacity, new earlier unavailable technologies
and solutions are taken into account.

On the other hand, the high-value products and infrastructure require engi-
neering services, such as maintenance support throughout the life cycle. The future
product life cycle management system should provide loosely coupled integration
with design process (productive maintenance support on the stage of design, control
of the design mistakes, and feedback) [3].

Smart industry, a key trend in manufacturing, is the ability of machines and
devices to be self-organized, to communicate independently with each other, and to
provide agile and adaptive design and manufacturing environment. One of the main
ideas proposed in this paper is the new approach of communication and integration
of the engineering design, manufacturing and planning systems’ fuzzy self-oriented
entities.

This paper proposes a new way of organizing manufacturing/control and design
scene by including fuzzy logic approach in design and control subsystems. Unlike
the traditional fuzzy multiagent scheduling systems, such system includes inte-
gration with design process agents to solve design process problems and fuzzy
resource–goal approach to interact with agents.

2 Agent-Based Reconfigurable Model

The design principles of large-scale systems composed of heterogeneous working
in real-time components require unified theory of real-time operations that includes
existing results and novel solutions. Also, the cross-layer design is reached, spec-
ifying that each device should be designed based on hardware, operating system,
middleware, sensing, actuation, as well as communication as a whole. One of the
most appropriate technologies for creation such system is multiagent systems. The
main benefits of multiagent systems are their decentralization and simplicity of
development of agents.

In this paper, general three-layer architecture of multiagent system with design
(D-), manufacturing (M-), and control (C-) agents including fuzzy logic approach of
M-agent is presented. Resource–goal network approach is used for interaction of
agents on M-layer, controlling and distributing resources among the agents.

Concept framework can be presented formally as follows:

CF ¼ MP1; . . .;MPt; . . .;MPn;
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MPt is the t-manufacturing part, t ¼ 1; 2; . . .; n.

AP ¼ DA1; . . .;DAi; . . .;DAm; . . .;MA1; . . .;MAf ; . . .;MAk; . . .;CA1; . . .;CAj; . . .;CAn:

2.1 Agent Types

For defining this framework, three types of agents were defined:
DAi is the ith Design Agent (D-agent), i ¼ 1; 2; . . .;m.
MAf is the fth Manufacturing Agent (M-agent), f ¼ 1; 2; . . .; k.
CAj is the jth Control Agent (C-agent), j ¼ 1; 2; . . .; n.

Each DAi consists of five elements: FB—facts base, which includes information
about geometric characteristics of the part and material type; KB—knowledge base;
K—corrector block, which adapts knowledge base, as a result of communications
with any other agents; I—inference engine; and LI—local interface mechanism.

Manufacturing agent MAf represents execution unit of the manufacturing system
and consists of actuator and fuzzy multiagent control system. Fuzzy inference
engine in each MAf is responsible for routing and scheduling mechanism.
Communication with each other implements with resource–goal fuzzy network
approach.

Each CAj consists of the following: MB—metaknowledge base; knowledge base
of control agent; inference engine; corrector block; and local and global interface
mechanism (GI).

On this layer, agents are using FIPA-compliant communication languages
(ACL); global and local interface translates messages from external ACL to internal
description and from internal description to external representation. K—corrector is
realized for internal adaptation of knowledge and fact bases that will be described
later in this report.

Each M-agent operates as an independent entity and processes associated
manufacturing parts.

2.2 Resource–Goal Network Approach

Resource–goal network [4] as formalism for the MAS specification integrated to
manufacturing environment is weighted directed graph:

NETRG ¼ A;C;K;RES;G;W ; tð Þ
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where set of vertex is a set of agents A, set of arcs C consist of goal links CG and
resource links CRES, C ¼ CG [CRES, CG \CRES ¼ ;, K—types of agents A,
RES—set of resources in MAS, G—set of goals, W—set of conduction for
resources and goals, and t—set of discrete time moments.

Every agent as a vertex of resource–goal network ai�A characterized by type of
agent kj�K and amount of resources RESðaiÞ �RES. Every vertex cij �C is char-
acterized by conductivity (capacity) wij �W . Conductivity of agent defines
the maximum value of resource that one agent can transfer to another during
one time interval. For resource–goal network is defined weight matrix along arcs
Wc ¼ wc aiaj

� �� �
and weight matrix along resources Wres ¼ wres aiaj

� �� �
.

Decision-making of the agent about the use of resources or relocating it in this
network is based on negotiations between agent and network characteristics at the
moment.

3 Design Agent: Inference

To include fuzzy logic approach in MA-set fuzzy resource–goal routing among the
manufacturing agents (MA) within order processing restrictions is implemented.
Reconfigurable model works with several similar machines and tools that control
the agent are able to vary in order to achieve the optimal route.

On the other hand, another restriction of the model is mismatching that can occur
within manufacturing process. Design is multidisciplinary process and involves
several stages such as conceptual design, basic structural design, detail design,
production design, manufacturing processes analysis, and documentation. Design
agent (DA) must detect and resolve two main types of mismatches:

• mismatches of integration
• concurrency mismatches [5–11].

Mismatches of integration are assembly mismatches. These types of mismatches
detect geometric, material characteristics of the part for checking assembly
possibility.

According to [12], “Concurrent engineering is getting the right people together
at the right time to identify and resolve design problems. Concurrent engineering is
designing for assembly, availability, cost, customer satisfaction, maintainability,
manageability, manufacturability, operability, performance, quality, risk, safety,
schedule, social acceptability, and all other attributes of the product.”

Concurrency mismatches are controlled by the design agents. Such type of agent
stores knowledge base, facts base, and inference engine. There is information about
sequences part’s structure parameters. Details of D-agents are presented in [13].
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4 Manufacturing Agent: Fuzzy Resource–Goal
Network Approach

Configuration of the manufacturing system consists of warehouse (W), robocara
(R), two milling machines (MM1, MM2), two turning lathe (TL1, TL2), two
industrial robots (M1, M2) and control system (C). Parts require a different set of
operations {op1, op2, op3, …} and can be routed for several different ways
according to processing route and weight coefficient of link between agents.

Resource–goal network as a model of agent’s interaction is based on matrix of
goals and matrix of resources. To interact with other agents and route parts in
different stages of manufacturing process, agents must exchange information about
their resources, goals, and state of the environment. However, the problems occur
when information about agent’s resources or state of the environment is incomplete,
ambiguous, and vague. One way of solving this problem is using fuzzy logic
approach to present resource’s state of agent. Unlike the classical logic propositions
in fuzzy logic are not limited to one of the two values True, False1 (or 0, 1) [14].

Every two agents ai and aj in resource–goal network has Goal conductivity
wc aiaj

� �
and Resource conductivity wres aiaj

� �
.

To include fuzzy logic approach in resource–goal formalism is defined fuzzy
variables [15]:

Fuzzy resource conductivity indicates capacity of the vertex in the goal–re-
source network. Physical sense of this variable is the maximum value of resource
that one agent can transfer to another during one time interval.

FRCij ¼ minimum, low, middle, large, max

If FRCij of two agents is known, it is possible to define Weight matrix along
resources in manufacturing system.

For example, fuzzy weight matrix between three actuators can be defined as:

low middle low
middle high high
low middle low

0
@

1
A

Fuzzy resource amount

FRC ¼ low;middle; large

Fuzzy workload

FW ¼ low;middle; large

Fuzzy workload of the MAf indicates quantity of parts requested for this agent.
Quantitative representation of this value is queue size of the MAf .
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Generally, fuzzy sets depend on the type of the manufacturing: Resource con-
ductivity of industrial robot and milling tool is different. Also workload level of
each actuator is different. In this work, it is considered that parts group by similar
resource requirements.

As the fuzzy output variable is defined Fuzzy Requirement variable represented
by sets:

FRij ¼ low; average; high; critical

Fuzzy Requirement variable shows demand of resource that MAi should
transfer to MAj.

For every pair of manufacturing agents MAf and MAj, conditional fuzzy
propositions were presented in this form :

If FRCij is � and FWi is � and FRAj is � then FRij is �

The set of fuzzy rules consists of 27 (3 � 3 � 3) rules. This set is constructed for
every FRij variable. The simple subset for two manufacturing agents is presented on
Fig. 1 (Tables 1 and 2).

Fig. 1 Fuzzy sets for FWi

variable

Table 1 Fuzzy variables Linguistic
variable

Fuzzy set

FRCij Minimum, low, middle, large,
maximum

FWi Low, middle, large

FRAi Low, middle, large

FRij Low, average, high, critical
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Resource demands information required to solve problems:

• Routing parts to actuators with satisfied resource demands and high value of
workload;

• Normalize amount of resources for MAf .

Final routing between actuators provided by CAi combined fuzzy inference
engine and depends on manufacturing process, collisions during processing, and
resource demands of the MAf .

5 Control Agent: Inference

Control agent stores metaknowledge values about technological environment such
as map of the production system, distance between machines, stages of the design
process, and overall design time. Also control agent stores actual knowledge base
(amount, state and location of the parts, and resource demands of MAf ) and overall
state of environment.

One of the main functions of the control agent is final routing parts through
manufacturing line. Based on manufacturing agent’s workload, resource demands,
state and design agent’s information, a combined inference engine of this agent can
be defined (Fig. 2).

Knowledge base in control agent is responsible for order processing and routing
parts between manufacturing agents. Generally, order processing in this case is
strictly defined by technologist, but in case of several same machine tools, control
agent must route part on the least loaded machine tool with low demand of
resources. So, order processing is the restriction of our model.

According to mismatches restrictions in design agent, intermediate route has
been produced. Then on the final step, selected routings are the input to the control
agent that produces string route of the part based on its metaknowledge base and
state of the part.

Table 2 Fuzzy rules for FRij

variable
FRij FWi FRAj FRCij

Average Low High Middle

Average Low Middle Large

Critical High High Minimum

High High Middle Middle

Low High Low Middle
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6 Prototype Implementation

In this research, a prototype of the control system which is capable of integrating
with hardware devices is proposed. Such subsystem provides flexible configuration
of each device. Rules of communication, ontology, knowledge base, and facts base
are configured separately by an engineer of corresponding domain.

The initial multiagent system consists of different types of agents, group of
agents, and objects. In the designed subsystem, the universal circuit board can be
embedded in any device, controlled by a UNIX class operating system which
contains an agent platform.

Fig. 2 Multiagent framework architecture
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As a manufacturing agent, an implementation with RFID readers to store
real-time information about the product is used. Such information (destination,
state, and location of the part) influences the control agent inference engine.

6.1 Hardware Overview

Prototype of the control system consists of a single board computer, RFID reader,
and actuator. The scheme of the control system is presented on the Fig. 3.

The single board computer holds UNIX OS on board, provides the software for
controlling the agent, and power supply to the whole system.

The RFID reader is connected by means of SPI (serial peripheral interface) via
development board. This interface proves to be the most suitable for the kind of
task, which the constructed device (the agent) fulfills. The interface can handle data
speeds up to 10 Mbit/s. It works in full-duplex mode.

It also allows arbitrary choice of message size, content, and purpose. SPI is
preferable for energy consumption factor as well, because in the current design, the
device’s peripherals do not use any outer power supply. Devices communicate in
master/slave mode, where the master device initiates the data frame. In the present
design, the microcontroller of the single board computer plays a role of master
device.

The exemplary executive device is Mitsubishi industrial robot (RV-1A series). It
is a compact 6-axis robot-manipulator, which gives excellent options for building a
flexible manufacturing system. You can see the device in Fig. 4. The robots con-
troller supports RS-232 interface, so TxD and RxD pins of the single board com-
puter are used to connect it.

Fig. 3 Schema of the control/routing device
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6.2 Software Overview

After hardware connection, there is a need to set a convenient software interface of
communicating with RFID. The reader requires interface with registers and its
native instructions. From the point of high-level code, it is inconvenient. Another
level of abstraction for communicating with RFID is needed.

In order to control and to interact with RFID reader, a third-party Python library
is used. Python allows importing GPIO and SPI wrapper. It hides low-level
abstractions and provides quite a convenient interface of communication with
RFID.

It operates 64 registers of the RFID device and uses native instructions, common
for SPI interaction.

Fig. 4 Mitsubishi industrial robot
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The functions of software are as follows:

• Reading part’s data and store current information of it’s state;
• Updating data during processing;
• Realization of resource–goal formalism;
• Communicating with other MAf and CAj.

7 Conclusions

In this paper, a new multiagent framework with fuzzy logic approach was devel-
oped. This framework includes distributed control system based on multiagent
technologies which allows solving problems related with ambiguous or missing
information. The research presents approach that integrates design, manufacturing,
and control process using resource-based fuzzy network to agent’s interaction.
Prototype of the system is presented. This model is applicable to work with various
manufacturing agents in conjunction with different design agents and control
systems.
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Fuzzy Information Measure for Improving
HDR Imaging

Annamária R. Várkonyi-Kóczy, Sándor Hancsicska and József Bukor

Abstract Digital image processing can often improve the quality of visual
sensing of images and real-world scenes. Recently, high dynamic range
(HDR) imaging techniques have become more and more popular in the field. Both
classical and soft computing–based methods proved to be advantages in revealing
the non-visible parts of images and realistic scenes. However, extracting as much
details as possible is not always enough because the sensing capability of the
human eye depends on many other factors and the visual quality is not always
proportional to the rate of accurate reproduction of the scene. In this paper, a new
fuzzy information measure is introduced by which the quality of HDR images can
be improved and both the amount of visible details and the quality of sensing can
be increased.
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1 Introduction

It is well known that the (high dynamic) range of illumination of real-world scenes
can be much wider than that captured by a human eye. The situation becomes even
worse if an ordinary display transmits between the scene and the eye. The range of
light in the real world spans 10 orders of magnitude, a single scene’s captured
luminance values may have as much as 4 orders of magnitude difference, while a
typical CRT can only display 2 orders of magnitude. Any medium results in only a
limited stimulus in the perception [1].

Another problem follows from the adaptation features of the light perception. The
human eye is able to adapt itself to the temporal lighting conditions and captures the
4 orders of magnitude in the actual range of illumination; however, it takes time.
When the lighting conditions change, e.g., we enter from a light room to a dark one,
and we do not see anything first. After 1 min, the eye starts to adapt to the new
conditions. This adaptation procedure finishes only after approximately 20 min.

The opposite direction is less noticeable. When we switch on the lamp in a dark
room or we leave a tunnel and enter in the bright sunshine, we start to see well
(∼80 %) much earlier, after approximately 2 s [2].

The wideness and possible sudden changes in the range of illumination may
cause that a part of the information becomes non-displayable and/or non-visible in
the highly illuminated and less illuminated regions, i.e. are lost for the observer and
for data storage. I.e., the high dynamic range (HDR) of illumination may cause
serious distortions and problems in the view and further processing of real-world
scenes and digital images.

Digital signal processing techniques can often improve the visual quality of
photographs and sceneries [3]. Noise filtering, image information enhancement
methods, image sharpeners, etc. all aim to enhance and preserve visual information
while suppressing noise. HDR imaging techniques transform the HDR of illumi-
nation into the visible/displayable range of illumination while trying to preserve the
quality of the scenery and as much details as possible.

In this paper, a new tone mapping function–based algorithm is introduced which
applies a locally tuned nonlinear mapping. The compression of the regions basically
depends on the amount of visual information in the region. The method assigns
bigger low dynamic range (LDR) regions to those HDR regions which contain
more details taking into account that the human visual sensing is limited in terms of
the minimum distance of which details can be distinguished. On the other hand, the
technique offers a way to keep parts invariant if their importance makes it necessary
or if the region contains correct image data. By this, there is a possibility for
compressing regions where unimportant or sparse information is stored and for
extending the important or dense regions. The amount of information is determined
by applying a new fuzzy measure. The complexity of the method is low, i.e., it
allows also real-time processing.

The paper is organized as follows: In Sect. 2, HDR imaging is summarized.
Section 3 is devoted to the proposed new fuzzy information measure. In Sect. 4, an
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adaptive tone mapping function–based HDR technique is introduced which takes
into account the amount of details in the different luminance regions during the
compression of the scale, while Sect. 5 presents examples and comparisons with
other techniques. Finally, Sect. 6 is devoted to the conclusions.

2 High Dynamic Range Imaging

HDR imaging covers image processing techniques that aim to transform (compress) a
wide (wider than that can be captured) dynamic range of illumination (luminosity) into
the visible range in such a way that preserves (enhances) local features. A non-HDR
display or camera can show/take pictures with limited exposure range which may
result in the loss of important details. HDRprocessing can offer a solution and can also
capture the information hided in the dark and extremely bright areas.

HDR techniques can be divided into two main groups according to their focus of
processing: We can differentiate between local and global methods. In the first
group, we find techniques such as anchor-based algorithms (see, e.g., [4–6]), image
sensors (and special computer renderings) (see, e.g., [7–9]), and multiple exposure
time synthesization (see, e.g., [10–12]), while tone mapping function–based algo-
rithms (see, e.g., [13–15]) belongs to the second group.

For comparison of the techniques, see also [16].

2.1 Anchoring Theory

In the following, for simplicity, let us speak about grayscale problems. The per-
ception of the luminosity depends basically on two factors and can be determined as
the product of the reflectance at the corresponding object point and the intensity of
the illumination at that point. On the other hand, the amount of light projected to the
eyes (luminance) depends on several factors: the illumination that strikes visible
surfaces, the proportion of light reflected from the surface, and the amount of light
absorbed, reflected, or deflected by the prevailing atmospheric conditions [17]. If a
visual system only made a single measurement of luminance, acting as a pho-
tometer, then there would be no way to distinguish a white surface in dim light from
a black surface in bright light.

Humans are usually able to tie their perception to the absolute light intensity
scale more or less correctly because we possess a skill called lightness constancy.
However, a gray patch appears brighter when viewed against a dark background
and darker when viewed against a bright background. Further, there is a tendency of
the highest luminance of a scene or image to appear white and a tendency of the
largest area also to appear white [1]. (This effect is known as simultaneous con-
trast.) In many cases, we are more certain about relative lightnesses than their
specific (absolute) lightness values. Thus, lightness values cannot easily be tied to
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absolute luminance values because there is no systematic relationship between
absolute luminance and surface reflectance. We need an anchoring rule which
associates at least one shade in the scene to the perceptible absolute black to white
scale. By this, we become able to derive the specific tones from the relative
luminance values.

The anchor can be put to any of the luminance points. For example, Gilchrist
et al. [4] anchor the average luminance value (average luminance rule: the average
luminance in the visual field is perceived as middle gray), while Rudd and Zemach
[18] tie the highest luminance (highest luminance rule: the value of white is
assigned to the highest luminance in the display).

2.2 Local Anchoring

In case of complex images, the anchoring rule is applied in an indirect way. First,
the image is decomposed into segments (so-called frameworks) by using some kind
of clustering, e.g., the k-means algorithm [19]. Then, the anchoring rule is used
separately on the individual frameworks. Roughly, the steps are as follows:

The k-means clustering algorithm is used to find the centroids of the segments.
After finding them, those which are ‘very close’ (closer than a given threshold) are
merged. During the merging, the centroids are weighted by their areas (i.e., the area
of the corresponding framework).

Besides developing as much details of the images as possible, we also want to keep
the ‘character’ of the image. Because of this, we apply a so-called articulation factor
associated with each framework which shows the ‘significance’ of the frameworks in
the determination of the output. Thus, the next step can be the determination of the
articulation factors and the modification of the intensity values by these articulation
factors. By this, frameworks with wider intensity range will have a greater (more
characteristic) contribution to the final luminance values of the pixels.

The most important step is the determination of the anchors. They are estimated
separately from framework to framework. During this procedure, one of the rules,
e.g., the highest luminance rule, can be applied, however not directly. The local
anchor can be estimated after removing a small amount, let us say 5 % of all pixels
in the framework’s area that has the highest luminance, as the highest luminance of
the rest of the pixels [5]. (This is important because of the self-luminosity [20]; the
5 % is an experimental factor.)

Finally, the global output lightness values of the pixels are determined. This
means the merging of the frameworks where the lightness modification of the pixels
is evaluated. Since the borders of the frameworks are not ambiguous and over-
lapping, they can be handled as fuzzy sets as well (i.e., to each pixel, a fuzzy
membership value is assigned to define the membership of the pixels belonging to
the frameworks). An appropriate fuzzy rule base can be built for the merging, and
the resulting lightness modification value corresponds to the weighted sum of the
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local lightness values, where the membership values serve as weighting factors.
This fuzzy decision making usually leads to better results.

2.3 Global Tone Mapping

The main idea of global tone mapping lies in the definition of a simple, monotonous,
low-complexity mapping function, which maps the wide range of luminance values
into a displayable one. Monotonicity is required to ensure that the mapping will keep
the relativity of the luminance, i.e., lighter regions will remain lighter while darker
regions darker. The boundedness of the function guarantees that any HDR region
can be transformed to any visible one. Typical examples are bounded linear and
saturating functions like the logarithmic mapping (see, e.g., [21]).

2.4 Image Synthesization

Image synthesization belongs to the gradient-based approaches. This method uses
several images made with different exposures of the same scene. During the pro-
cessing, the images are divided into regions. The method selects the most informative
subimage, i.e., that contains the highest density of information within the region, for
each local image region. The chosen image parts (taken with different exposures) are
merged together into one image in such a way that all the involved data are preserved
in it. Thefinal output image is generated by smoothing the temporal output. The aim of
this step is to eliminate the sharp transitions, which unavoidably arise at the borders of
the regions. For more details, see, e.g., [10–12] and [22].

3 Fuzzy Information Measure for the Determination
of the Level of Details

An important question in image processing and data storage is as follows: What
carries the information in the images? Although there are many possible replies to
this question considering statistical elements or the histogram of the luminance
values, a simple, new, low complexity one can be the amount of the intensity
changes in the image. Let us consider that the most characteristic about the objects
are their boundaries (which usually can be extracted as edges, representing sig-
nificant intensity changes). This means that the level of details in an image is
directly proportional (and thus can be measured and represented) by summing up
the intensity changes, e.g., in case of RGB representation, the sum of gradient
magnitudes of the RGB components.
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The sum of gradient magnitudes, i.e., the amount of the intensity changes, can be
measured also by the edge points. In [23], a fuzzy edge detection method is
described which offers a way to qualify edges according to their fuzzy edge-ness
(how strong edges they are). By this, the evaluation of the sum of intensity changes
can be turned to a task where the edge points weighted by their fuzzy edgeness are
summed. This technique is especially advantageous in case of preprocessed (e.g.,
edge-detected) images.

The complexities of these two approaches are significantly lower than those of
the other ones, and as we demonstrate below, they provide good results.

The amount of information in an image is strongly related to the number and
complexity of the objects in the image. The boundary edges of the objects carry the
primary information about the object’s shape. Thus, image content information can
be represented by the characteristic features, such as corners and edges in the image,
i.e., the number of characteristic pixels is proportional to the amount of information
in the image.

Let IR(x, y), IG(x, y), and IB(x, y) be the R, G, and B intensity components of the
pixel at location [x, y] in the image to be processed. Let us consider the group of
neighboring pixels which belong to a 3 × 3 window centered on [x, y]. For cal-
culating the gradients of the intensity functions in horizontal ΔIx and vertical ΔIy
directions at position [x, y], the intensity differences of the RGB components
between the neighboring pixels are considered. For simplicity, we show the
expressions for only one (let us say the R) component (the same has to be evaluated
in case of the other two, G and B components, and in case of grayscale images):

DIRx ¼ IRðxþ 1; yÞ � IRðx; yÞ�� ��
DIRy ¼ IRðx; y� 1Þ � IRðx; yÞ�� �� ð1Þ

For further processing, the maximum of the estimated gradient values should be
chosen, which solves as the input of the normalized linear mapping function
P defined as follows:

PðvÞ ¼ v
Imax

: ð2Þ

Here, Imax stands for the maximum intensity value. (For 8-bit RGB scales, it
equals 255.) Let R be a rectangular image region of width rw and height rh, with
upper left corner at position [xr, yr]. The R component level of the detail inside of
the region R is defined as

MR
DðRÞ ¼

Xrw
i¼0

Xhw
j¼0

P maxðDIRx ðxr þ i; yr þ jÞ;DIRy ðxr þ i; yr þ jÞÞ
� �

ð3Þ

The sum of the three, R, G, and B components gives the total level of detail in
region R.
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MDðRÞ ¼ MR
DðRÞþMG

DðRÞþMB
DðRÞ ð4Þ

As higher the calculated MD value is as detailed the analyzed region is.
To follow the other method, i.e., to evaluate the fuzzy edges, first, the edges have

to be extracted. A good performance fuzzy edge detection method proposed by
Russo in [23] can be summarized, as follows. (For simplicity, the expressions are
given for grayscale images.)

As previously described, the group (3 × 3 window) of the neighboring pixels is
considered around the processed pixel at location [x, y]. The output of the edge
detector is yielded by

Ipx;y ¼ ðL� 1Þmax mLAðDv1Þ;mLAðDv2Þf g
Dv1 ¼ Iðx� 1; yÞ � Iðx; yÞj j
Dv2 ¼ Iðx; y� 1Þ � Iðx; yÞj j

ð5Þ

where Ix,y
p denotes the pixel luminance in the edge-detected image and mLA stands

for the used membership function (see Fig. 1). I(x, y), I(x − 1, y), and I(x, y − 1)
correspond to the luminance values of the processed pixel (at location [x, y]) and its
left and upper neighbors. L − 1 equals the maximum luminance value (e.g., 255).

After edge detection, the fuzzy information level of the image can be evaluated
by simply summing the membership values of the edge pixels.

4 The New Adaptive Fuzzy Information Level Based
on Tone Mapping Function

The fuzzy level of details (FLD) can be used to scale the transformation between
the visible and HDR light intensity ranges according to the amount of information
in the different intensity ranges.

As starting, any mapping function corresponding to the requirements described in
Sect. 2.3 can be used. As example, consider the logarithmicmapping shown in Fig. 2.

Fig. 1 Fuzzy membership
function mLA of ‘edgeness.’
L − 1 equals the maximum
intensity value, and p and
q are tuning parameters
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This simple and easily evaluable mapping function can be combined with a
nonlinear scaling of the vertical axis (the axis of displayable luminance values),
thus extending the mapping possibilities. The nonlinear vertical axis on the one
hand enables to keep the image data, which should not be modified, invariable,
while on the other hand the high or less illuminated areas can be corrected without
having any influence on the areas containing correct image data. The mapping
function makes possible to compress regions where unimportant or sparse infor-
mation is stored, thus offering a way to keep wider parts of the displayable or
viewable domain for the important (dense) regions. The importance of the regions
can be estimated easily and automatically by the FLD described in Sect. 3. The
magnitude of ‘strong’ intensity changes (e.g., density of the edges) within the
region which is characteristic of the density of the represented amount of (seen or
hided) information in this region. The displayable luminance region can be allo-
cated proportionally to this measure, i.e., if we have an important (dense) high
dynamic region, we can modify the originally corresponding region (assigned
according to the log function) proportional to the characteristic information dense
measure. The mapping will keep the relativity of the luminance, i.e., lighter regions
will remain lighter while darker regions darker. Figure 3 illustrates a possible
mapping function and a simple nonlinear vertical axis of the displayable luminance
values. The nonlinearity of the vertical axis is influenced by a set of linear func-
tions. By changing the linear functions, the nonlinear characteristics of the vertical
axis can also be modified.

The mapping function in Fig. 3 has the form

If 0� logðLwÞ� a then Ld ¼ logðLwÞ=cos a1
If a� logðLwÞ� b then Ld ¼ logðLwÞ=cos a2
If b� logðLwÞ� c then Ld ¼ logðLwÞ=cos a3

Fig. 2 Example for the most
frequently used, logarithmic
tone mapping function
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where

a ¼ SW1; b ¼ ðSW1þ SW2Þ; c ¼ ðSW1þ SW2þ SW3Þ
and

SW1= cos a1 þ SW2= cos a2 þ SW3= cos a3 ¼ Ldmax

ð6Þ

Here, Lw denotes a wide range of luminance values and Ld stands for the corre-
sponding displayable luminance value (luminance value in the resulted output image,
with upper limit Ldmax (i.e., after determining the adaptively modified widths of the
sections, the total length of the transformed range has to be scaled to the total width of
the displayable range). SWi represents the width of the ith region on the logarithmic
scale, and αi is the angle between the side of the ith section of the axis and the original
vertical axis. The αi angles are tuned according to the FLDs in the regions.

Remark The proposed fuzzy level of details can advantageously be used tomeasure the
information densities in the local image regions of multiple exposure images, as well.

5 Examples

To illustrate the effectiveness of the proposed technique, two examples are shown.
The first example shows the HDR image of a track with a part brightly enlightened
(see Fig. 4), while in Fig. 5 the image is transformed using the new technique.
Figure 6 presents the image improved by anchoring-based algorithm using three
frameworks, and Fig. 7 illustrates the image processed by logarithmic mapping.

Fig. 3 Example of the proposed FLD adaptive function: the logarithmic mapping combined with
nonlinear (or piecewise linear) vertical axis
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In the second example, the processing of the image of a satellite can be followed.
In Fig. 8, the original image can be seen where a part of the scene is highly
illuminated and the details can badly be recognized. Figure 9 shows the output after
using the new adaptive fuzzy information level–based tone mapping function. For
comparison, we include also the image improved by simple logarithmic tone
mapping (see Fig. 10).

Fig. 4 Example 1: Original image of an brightly enlightened track

Fig. 5 Example 1: Improved image of the track processed by the new method

122 A.R. Várkonyi-Kóczy et al.



As conclusion, we can state that the introduced method well enhances the
majority of the previously hided details. The technique seems to perform much better
than the simple anchoring algorithm and usually extracts more details, especially in
the bright regions, than the simple logarithmic mapping. According to our experi-
ences, after processing, approximately 90 % of the hided details become visible.

The complexity of the introduced informationmeasuringmethod is proportional to
the number of pixels in the image, i.e., it does not explode even in case of huge images.

Fig. 6 Example 1: Image of the track improved by anchoring-based algorithm

Fig. 7 Example 1: Image of the track improved by non-adaptive logarithmic tone mapping

Fuzzy Information Measure for Improving HDR Imaging 123



In our future work, we will work on an improved method where the distortion of
the logarithmic mapping (i.e., that a wide intensity section is assigned to the same
size region in the dark intensity range while a narrow zone in the bright intensity

Fig. 8 Example 2: Original image of a highly illuminated satellite

Fig. 9 Example 2: Improved image of the satellite processed by the new method
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range) will be better compensated and the transformation based on the information
level will be better matched to the starting tone mapping function.

6 Conclusions

The HDR of illumination may cause serious distortions and problems in the view and
further processing of digital images. Important information can be hided in the highly
or extreme lowly illuminated parts. This paper deals with the reproduction of such
images and introduces a new fuzzy informationmeasurewhichmay help in improving
the previously existing global tone reproduction and image synthesization methods to
adaptively develop the hardly or non-viewable features and content of the images.
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Optimization of Type-1 and Type-2 Fuzzy
Systems Applied to Pattern Recognition

Daniela Sánchez, Patricia Melin and Oscar Castillo

Abstract In this paper, a new method of fuzzy inference system optimization using
a hierarchical genetic algorithm (HGA) is proposed. The fuzzy inference system is
used to combine the different responses of modular neural networks (MMNs). In this
case, the MMNs are used to perform the human recognition using 4 biometric
measures: face, iris, ear, and voice. The main idea is the optimization of some
parameters of a fuzzy inference system such as the type of fuzzy logic (FL), type of
system, number of membership functions in each input, type of membership func-
tions in each variable, their parameters, and the consequences of the fuzzy rules.

1 Introduction

The recognition of people is of great importance, since it allows us to have a greater
control about when a person has access to certain information; biometrics accu-
rately identifies each individual and distinguishes one from another [1]. The
achieved results indicate that recognition-based biometry techniques are much more
precise and accurate than the traditional techniques [2].

There is a great diversity of techniques to solve complex problems, such as fuzzy
logic (FL), neural networks (NNs), and genetic algorithms (GAs). These techniques
are complementary; thus, they may be used in combination. These systems are
computational systems that integrate different intelligent techniques. Hybrid intel-
ligent systems allow the representation and manipulation of different types and
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forms of data and knowledge which may come from various sources [3]. There are
many works where these kinds of systems have been implemented [4–8], and they
have demonstrated that the integration of different intelligent techniques provides
good results. In this paper, modular neural network (MNNs), FL, and hierarchical
genetic algorithm (HGA) are combined to improve the performance that each
technique has separately.

This paper is organized as follows: The basic concepts used in this work are
presented in Sect. 2. Section 3 contains the proposed method. Section 4 presents
experimental results, and in Sect. 5, the conclusions of this work are presented.

2 Basic Concepts

2.1 Modular Neural Networks

Neural networks (NNs) can be used to extract patterns and detect trends that are too
complex to be noticed by either humans or other computer techniques [9, 10].

The results of the different applications involving MNNs lead to the general
evidence that the use of MMNs implies a significant learning improvement com-
paratively to a single NN and especially to the backpropagation NN, because the
concept of modularity is an extension of the principle of divide and conquer: The
problem should be divided into smaller subproblems that are solved by experts
(modules), and their partial solutions should be integrated to produce a final
solution. Each NN works independently in its own domain, and each of the NNs is
build and trained for a specific task [11–13].

2.2 Type-2 Fuzzy Logic

FL is a useful tool for modeling complex systems and deriving useful fuzzy rela-
tions or rules [14]. The concept of a type-2 fuzzy set was introduced by Zadeh
(1975) as an extension of the concept of an ordinary fuzzy set (henceforth called a
“type-1 fuzzy set”). A type-2 fuzzy set is characterized by a fuzzy membership
function, i.e., the membership grade for each element of this set is a fuzzy set in [0,
1], unlike a type-1 set where the membership grade is a crisp number in [0, 1]. Such
sets can be used in situations where there is uncertainty about the membership
grades themselves, e.g., an uncertainty in the shape of the membership function or
in some of its parameters. Consider the transition from ordinary sets to fuzzy sets.
When the membership cannot be determined of an element in a set as 0 or 1, fuzzy
sets of type-1 are used. Similarly, when the situation is so fuzzy that there is a
trouble in determining the membership grade even as a crisp number in [0, 1], fuzzy
sets of type-2 are used [15, 16].
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2.3 Hierarchical Genetic Algorithm

A GA is an optimization and search technique based on the principles of genetics
and natural selection where the fittest individuals survive [17–19]. GAs are non-
deterministic methods that employ crossover and mutation operators for deriving
offspring. GAs work by maintaining a constant-sized population of candidate
solutions known as individuals (chromosomes) [20–22].

Introduced in [23], a HGA is a type of GA. Its structure is more flexible than the
conventional GA. The basic idea under HGA is that for some complex systems, which
cannot be easily represented, this type of GA can be a better choice. The complicated
chromosomes may provide a good new way to solve the problem [24, 25].

3 Proposed Method

The proposed method combines the MMN responses using FL as a technique for
the integration. In this paper, 4 biometric measures are used (each biometric
measure is a MMN), and the combination of responses is performed by a fuzzy
integrator. The number of inputs in the fuzzy integrator will depend on the number
of biometric measures. In this work, the fuzzy integrator has 4 inputs (one for each
biometric measure). An example of this fuzzy integrator is shown in Fig. 1.

3.1 Description of the Hierarchical Genetic Algorithm
for Fuzzy Integrators Optimization

The proposed HGA performs the optimization of fuzzy inference system. The main
idea is to obtain a fuzzy integrator with good parameters because if this occurs, the
response combination of MNNs will have a good effectiveness. For this reason,
some parameters of a fuzzy inference system are optimized, such as type of FL,
type of system, number of membership functions in each inputs, type of mem-
bership functions in each variable, their parameters, and the consequences of the
fuzzy rules. The chromosome of the proposed HGA is shown in Fig. 2.

The optimization of the consequences is described below. First, all the possible
rules are generated, for example, the maximum number of membership functions in

Fig. 1 Example of the fuzzy integrator
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each variable is 2, and the number of inputs is equal to 4, that means the total of
possible rules is 16. The consequences are taken from the established genes. When,
for example, the number of membership functions for each input variable is 2 (for
face variable), 2 (for iris variable), 2 (for ear variable) and 2 (for voice variable), the
number of rules is 8. The possible rules for this combination are taken with their
respective consequences. An example is shown in Fig. 3. The parameters used for
the HGA are shown in Table 1.

Fig. 2 Chromosome of the proposed hierarchical genetic algorithm

Fig. 3 Example of selection of the rules
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3.2 Databases

Only 77 persons of each database were taken to perform the recognition. The
databases used are described below:

(1) Face: The database of face from the Institute of Automation of the Chinese
Academy of Sciences [26] was used. It contains 5 images per person. The
image dimensions are 640 × 480 with BMP format. An example of the
database is shown in Fig. 4.

(2) Iris: The database of human iris from the Institute of Automation of the
Chinese Academy of Sciences [27] was used. It contains 14 images (7 for each
eye) per person. The image dimensions are 320 × 280 with JPEG format. An
example of the database is shown in Fig. 5.

Table 1 Parameters of the
HGA

Genetic operator Value

Population size 10

Maximum number of generations 100

Selection Roulette wheel

Selection rate 0.85

Crossover Single point

Crossover rate 0.9

Mutation bga

Mutation rate 0.01

Fig. 4 Examples of the face images from CASIA database

Fig. 5 Examples of the human iris images from CASIA database
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(3) Ear: The database of ear from the University of Science and Technology of
Beijing [28] was used. It contains four images per person; the image dimen-
sions are 300 × 400 pixels, and the format is BMP. An example of the
database is shown in Fig. 6.

(4) Voice: In the case of voice, the database was obtained from the students of
Tijuana Institute of Technology, and it consists of 10 voice samples in WAV
format. The word that they said in Spanish was “ACCESAR.”

4 Experimental Results

The proposed method is used to perform the human recognition based on face, iris,
ear, and voice.

4.1 Non-optimized Modular Neural Networks

Ten training sessions for each biometric measure were performed. The architecture
of each training was randomly established. The results obtained in each training for
each biometric measure are presented in Table 2.

4.2 Non-optimized Fuzzy Integration

Different training sessions presented above were combined, and 5 cases were
considered. Two non-optimized fuzzy integrators were used to compare with the
optimization. The first fuzzy integrator is a Type-1 fuzzy inference system, and the
second fuzzy integrator is a Type-2 fuzzy inference system; both fuzzy integrators

Fig. 6 Examples of Ear Recognition Laboratory from the University of Science and Technology
Beijing (USTB)
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are Mamdani type and have 3 trapezoidal membership functions in each variable
(inputs and output). Examples of each variable are shown in Figs. 7 and 8. The
result for each case is shown in column 6 and column 7 in Table 3.

4.3 Optimized Fuzzy Integration

For each case previously established, 30 evolutions were performed. In this case, the
maximum number of membership functions for each variable was equal to 5. The
total number of possible rules was 625, but as described above, depending on the
number of membership functions in each variable is the number of rules used. As
previously mentioned, the proposed HGAs perform the optimization of parameters
of a fuzzy inference system; the number of membership functions in the output is
fixed (5 membership functions). In this case in Table 4, the obtained results are

Table 2 The results of each
biometric measure

Training Face (%) Iris (%) Ear (%) Voice (%)

1 87.01 79.10 94.80 87.79

2 85.71 81.81 77.92 91.77

3 52.92 96.10 96.10 90.16

4 45.77 82.57 79.22 91.88

5 60.17 94.37 97.40 91.23

6 37.01 90.90 57.14 93.18

7 47.18 63.20 81.81 90.04

8 70.77 84.95 90.90 89.93

9 68.83 92.72 82.46 92.85

10 70.65 98.26 67.53 86.36
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Table 3 Non-optimized results

Case Face Iris Ear Voice Non-optimized fuzzy
integrator

Type-1 Type-2

1 FT4
45.78 %

IT5
94.37 %

ET5
97.40 %

VT2
91.77 %

92.20 %
0.0779

94.80 %
0.0519

2 FT1
87.01 %

IT4
82.57 %

ET2
77.92 %

VT1
87.79 %

86.79 %
0.1320

85.71 %
0.1429

3 FT2
85.71 %

IT2
81.81 %

ET4
79.22 %

VT5
91.23 %

84.93 %
0.1506

84.29 %
0.1571

4 FT6
37.01 %

IT7
63.20 %

ET6
57.14 %

VT10
86.36 %

61.58 %
0.3842

64.82 %
0.3517

5 FT4
45.78 %

IT7
63.20 %

ET9
82.47 %

VT4
91.88 %

66.88 %
0.3312

70.45 %
0.2955

Table 4 The results obtained
with type-1 fuzzy logic

Case Type-1 fuzzy logic

Number of evolutions Best Average

1 15 100 %
0

99.38 %
0.0062

2 12 93.72 %
0.0627

91.22 %
0.0877

3 9 95.97 %
0.0402

95.44 %
0.0455

4 10 87.12 %
0.1287

85.22 %
0.1478

5 9 95.78 %
0.0422

93.90 %
0.0610
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shown (bests and average) when the HGA considered better Type-1 FL than Type-2
FL, and in Table 5 when the HGA considered better Type-2 FL than Type-1 FL.

In Fig. 9, the best fuzzy integrator for the case #2 is shown; it is a fuzzy
integrator of Sugeno type and with Gaussian Membership Functions, and in
Fig. 10, the convergence of that evolution is shown.

Table 5 The results obtained
with type-2 fuzzy logic

Case Type-2 fuzzy logic

Number of evolutions Best Average

1 15 100 %
0

99.35 %
0.0064

2 18 94.70 %
0.0503

91.62 %
0.0838

3 21 97.14 %
0.0285

94.12 %
0.0588

4 20 89.80 %
0.1017

87.24 %
0.1275

5 21 96.42 %
0.0357

94.21 %
0.0579

Fig. 9 Best fuzzy integrator for case #2
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Fig. 11 Best fuzzy integrator for case #5
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In Fig. 11, the best fuzzy integrator for the case #5 is shown; it is a fuzzy
integrator of Sugeno type and with Gaussian Membership Functions, and in
Fig. 12, the convergence of that evolution is shown.

5 Conclusions

In this paper, a new HGA was presented; the main idea of this HGA is to perform
the optimization of fuzzy systems. Some parameters were optimized such as type of
FL, type of system, number of membership functions in each inputs, type of
membership functions in each variable, their parameters, and the consequences of
the fuzzy rules. The optimization provides better results than when the fuzzy
integrators are not optimized. When the HGA was used, in almost all the cases
when type-2 was chosen by the HGA, better results were obtained. In this work, the
objective function was the minimization of the error of recognition. In the future,
the optimization of the number of membership function in the output will be
implemented to obtain better results.
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Optimization by Cuckoo Search
of Interval Type-2 Fuzzy Logic Systems
for Edge Detection

C.I. Gonzalez, Juan R. Castro, Olivia Mendoza, Patricia Melin
and Oscar Castillo

Abstract This paper presents the optimization of the antecedent parameters for a
system of edge detection based on Sobel technique combined with interval type-2
fuzzy logic. For the optimization of the fuzzy inference system, the cuckoo search
(CS) algorithm is applied, the idea is to find the design parameters of an IT2-FLS
and achieve better results in applications of edge detection for digital images.

1 Introduction

One of the main problems that we have to consider with the fuzzy inference system
is how to design a model, such as the number of inputs and outputs, number of
membership functions, how to parameterize these membership functions and the
number of ideal fuzzy rules to get a good result. Most of the investigations present
their design of fuzzy inference system obtained under experimentation, which
reaches an acceptable result after a series of test. On the other hand, some inves-
tigations are conducted using bio-inspired algorithms to find optimal solutions for
fuzzy logic systems design [1, 2]. There are different bio-inspired algorithms used
to solve optimization problems such as genetic algorithms (GAs) [3], ant colony
optimization (ACO) [4], bee algorithms (BA), particle swarm optimization
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(PSO) [5–7], the firefly algorithms (FAs) [8, 9], bat-inspired algorithms (BATs)
[10], and cuckoo search (CS) algorithms [11–14]. The main contribution of this
paper is to optimize a fuzzy logic system for edge detection based on Sobel
technique and interval type-2 fuzzy logic system (IT2-FLS), applying the CS
algorithm [11–14]. The reason for using the CS algorithm is the fact that there are
fewer parameters to be fine-tuned in CS than in other methods such as PSO and GA
algorithms [3, 5].

In Mendoza and Melin [15], an edge detection method based on Sobel technique
combined with interval IT2-FLS is proposed; the parameter of design (antecedents,
consequents and rules) of the IT2-FLS were performance under experimentation.
This paper is the principal reference for our proposal; the idea is to find the design
of antecedent parameters for an IT2-FLS implementing CS algorithm and achieve
better results than the non-optimized IT2-FLS in applications of edge detection for
digital images

In order to evaluate objectively the performance of both edge detectors, for the
simulation results we used the same synthetic images, these images are presented in
Sect. 6. The quality of edge detection is evaluated with the figure of merit (FOM) of
Pratt, described in Sect. 4.

The rest of the paper is organized as follows. The basic concepts of the CS
bio-inspired algorithm are defined in Sect. 2. In Sect. 3, the Sobel operator is
described. The model proposed to achieve the optimization of IT2-FSL by CS is
presented in Sect. 5. In Sect. 6, the simulation results are shown, and finally,
conclusions in Sect. 7.

2 Overview of Cuckoo Search

2.1 Cuckoo Behavior

The cuckoo birds are a fascinating species and of great interest for its study, because
they have an aggressive reproduction strategy. Some parasitic cuckoos lay their
eggs in communal nests, so they can be breeding by other species, but some host
birds can engage direct conflict with the intruding cuckoos. If host birds discover
the eggs are not their own, they will either throw these alien eggs away or simply
abandon the nest and build a new nest; therefore, this reduces the probability of
their reproductivity.

Some female cuckoo species such as the Tapera are specialists in mimicking the
color and pattern of the eggs of other species; this strategy helps to reduce the
probability that their eggs can be abandoned and thus increases their reproductivity
[12–14, 16].

Another strategy of the parasitic cuckoos is that they choose a nest where the
host nests just laid their own eggs. Most of the time, the cuckoo eggs are hatched
earlier than the host bird eggs. The first instinct of the cuckoo chicks is to evict the
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host bird’s eggs propelling them blindly out of the nest, which increases the pos-
sibility of being fed by the bird host [17–19].

In Yang and Deb [13], cuckoo breeding behavior was the inspiration to develop
bio-inspired algorithm described in Sect. 2.2.

2.2 Cuckoo Search (CS) Algorithm

CS idealized such breeding behavior and thus can be applied for various opti-
mization problems. It seems that it can outperform other metaheuristic algorithms in
some applications [13].

For simplicity, CS uses the following three idealized rules:

1. Each cuckoo lays one egg at a time and dumps its egg in a randomly chosen
nest;

2. The best nests with high-quality eggs will carry over to the next generations;
3. The number of available host nests is fixed, and the egg laid by a cuckoo is

discovered by the host bird with a probability pa 2 [0, 1]. In this case, the host
bird can either throw the egg away or abandon the nest and build a completely
new nest.

Based on these three rules, the basic steps of the CS can be summarized as the
pseudocode shown in Fig. 1 [13].

When generating new solutions xðtþ 1Þ for, say, a cuckoo i, a Lévy flight is
performed by (1)

xðtþ 1Þ
i ¼ xðtÞi þ / �L�evyðkÞ ð1Þ

where / [ 0 is the step size which should be related to the scales of the problem
of interests. In most cases, we can use /¼ 1 [12, 20–22].

Objective function:  f(x), x= (x1,…, xd):
Generate  initial population of  n host nests xi (i = 1,2,…,n)
While (t < MaxGeneration) or (stop criterion)
   Get a cuckoo randomly by performing Lévy flights;

Evaluate its quality/fitness Fi
   Choose a nest among  n (say, j) randomly;
if (Fi>Fj),
          Replace j by the new solution;
end if
   A fraction (Pa) of the worse nests 
are abandoned and new ones are built;
   Keep the best solutions/nests;
   Rank the solutions/nests and find the current best;
end while
Postprocess results and visualization;
End

Fig. 1 Pseudocode of the
cuckoo search (CS) via Lévy
flight
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Some advantage of using CS algorithm is that this has few parameters to be
fine-tuned, basically these parameters are the population size or number of nest (n),
iterations number (t), and the parameter pa. On the other hand, some research also
indicate that the convergence rate is insensitive to the parameter pa; therefore, we do
not have to fine-tuned these parameters for a specific problem [13, 18].

3 Sobel Operator

A number of edge detectors based on a single derivative have been developed by
various researchers. Among them most important operators are the Robert operator,
Sobel Operator, Prewitt operator, Canny operator and Krisch operator [23–26]. In
each of these operator-based edge detection strategies, we compute the gradient
magnitude. If the magnitude of the gradient is higher than a threshold, then we
detected the presence of an edge.

The classic Sobel operator is a 3 × 3 neighborhood-based gradient operator. The
convolution masks for the Sobel operator on a gray-scale digital image are defined
by Sobelx (2) and Sobely (3).

Sobelx ¼
�1 �2 �1
0 0 0
1 2 1

2
4

3
5 ð2Þ

Sobely ¼
�1 0 1
�2 0 2
�1 0 1

2
4

3
5 ð3Þ

The two masks are separately applied on the input image to yield two gradient
components gx (4) and gy (5) in the horizontal and vertical orientations, respec-
tively; the positions of the input image (f) are shown in Fig. 2, where x-axis rep-
resents the horizontal positions and y-axis vertical positions.

Fig. 2 Positions of the input
image (f)
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gx ¼ f xþ 1; y� 1ð Þþ 2f xþ 1; yð Þþ f xþ 1; yþ 1ð Þ½ �
� f x� 1; y� 1ð Þþ 2f x� 1; yð Þþ f x� 1; yþ 1ð Þ½ � ð4Þ

gy ¼ f x� 1; yþ 1ð Þþ 2f x; yþ 1ð Þþ f xþ 1; yþ 1ð Þ½ �
� f x� 1; y� 1ð Þþ 2f x; y� 1ð Þþ f xþ 1; j� 1ð Þ½ � ð5Þ

The gradient magnitude is obtained with (6).

G f x; yð Þ½ � ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g2x þ g2y

q
ð6Þ

where gx (4) is the result of the convolution of the input image (f) with the filter
Sobelx (2), and gy (5) is the result of the convolution of the input image (f) with the
filter Sobely (3) [15, 23, 27].

The result of an edge image based on the Sobel operator (6) is shown in Fig. 3.

Fig. 3 Edge detector based
on the Sobel operator
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4 Metrics

There are different types of methods to evaluate the detected edge of an image that use
different parameters for assessing the abrupt change of color in the pixels. One of the
most frequently used techniques is the FOM of Pratt [28, 29]. It represents the devi-
ation of the actual (calculated) edge point from the ideal edge and it is defined in (7).

FOM ¼ 1
max II ; IAð Þ

XIA
i¼1

1
1þ / d2i

ð7Þ

where IA is the actual number of detected edge points, II is the number of edge
points on the ideal edge, d(i) is the distance between the edge of the current pixel
and its correct position in the reference image and α is scaling constant (usually 1/9)
[30]; i.e., the reference image (II) or ideal edge of Fig. 4a is Fig. 4b. If the result of
the FOM (7) is 1 or very close to 1, it means that the detected edge IA is the same or
very similar to the ideal edge ðIIÞ. Otherwise, the closer we are to 0, then there is a
high difference between the edge detected (IA) and ideal edge (II ).

5 Cuckoo Search for Parameter Optimization
of the Interval Type-2 Fuzzy Logic System

In this section, the methodology for the optimization of an interval IT2-FLS [30,
31] for edge detection is described. The idea is to find the parameters of the
membership functions of the antecedents. For the IT2-FLS, two inputs are required
which are the gradients with respect to x-axis and y-axis, calculated with (4) and (5),
for this case study we call DH and DV, respectively. For all the fuzzy variables,
inputs and output, the membership functions are Gaussian membership functions
with uncertain mean. In the input membership functions, we used three linguistic
variables: LOW, MIDDLE, HIGH and for the output (EDGES) it was represented
by the linguistic variables: BACKGROUND and EDGES. In Fig. 5, the general
structure of the system to be optimized is shown.

Fig. 4 a Sphere image.
b Reference image or ideal
edge
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5.1 Optimization of Antecedent Parameters by CS

The optimization of antecedent parameters was based on the IT2-FLS, i.e., shown
in Fig. 5.

The steps for the development of this optimization problem applying the CS
algorithm are described as follows:

1. Objective function: f ðxÞ; x ¼ x1; . . .; xdð Þ: the objective function is obtained
with (8, 9);

FOM ¼ 1
max II ; IAð Þ

XIA
i¼1

1
1þ / d2i

ð8Þ

Obj ¼ 1� FOM ð9Þ

where the FOM represents the metric that is obtained after evaluating the
detected edge in the IT2-FLS.

2. Generate initial population of n host nests xi i ¼ 1; 2; . . .; nð Þ: the number of
solutions of each nest is defined by the number of parameters to optimize; for
this case study, we have two inputs with three Gaussian membership functions
and to generate each membership function three parameters are needed (σ, m1,
m2); therefore, we have 18 solutions that represent the parameters of input
membership functions. In Table 1, the parameters to optimize are presented.

3. While (t < MaxGeneration) or (stop criterion)
Get a cuckoo randomly by performing Lévy flights;
Evaluate its quality/fitness Fi: the Objective function is obtained with (8, 9);
Choose a nest among n (say, j) randomly;
if (Fi > Fj),

Fig. 5 Interval type-2 fuzzy inference system for edge detection

Table 1 Parameters to optimize using cuckoo search

Input 1 Input 2

LOW MIDDLE HIGH LOW MIDDLE HIGH

σ m1 m2 σ m1 m2 σ m1 m2 σ m1 m2 σ m1 m2 σ m1 m2
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Replace j by the new solution;

end if
A fraction (Pa) of the worse nests are abandoned and new ones are built;
Keep the best solutions/nests;
Rank the solutions/nests and find the current best;

end while
4. Postprocess results and visualization;

End

6 Simulations Results

In order to evaluate objectively the performance of the proposed edge detector, for
the simulation results we perform all the experiments using synthetic images; these
synthetic images were built with the plot of three mathematical functions as the
original image and as ground truth reference for ideal edges, in Table 2 synthetic
images and reference images are shown. The reference image is necessary to
evaluate the quality of the edge detection defined by (7); on the other hand, this is
important to evaluate the objective function of the CS algorithm used in this paper.

Table 2 Synthetic images for simulation results

Name of figure Synthetic image Reference image

Sphere

Peaks

Doughnut
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6.1 Simulation Results with Sobel Operator Edge Detector

In the first test, the edge detector was performance with the traditional Sobel
operator, without using a fuzzy logic system, as was presented in Fig. 3. The FOM
was obtained with (7); the ideal FOM for any image is 1 or an ERROR of 0 that
means that all edges have been detected correctly. The results for the synthetic
images of Table 2, as shown in Table 3, were an ERROR of 0.2506 was obtained
with the image sphere, 0.2357 for a peaks image and 0.2124 for the doughnut
image; remember that the ideal ERROR is 0; therefore, this experiment is a little far
from the ideal ERROR or ideal edge.

6.2 Simulation Results with Edge Detection Based on Sobel
Technique and IT2-FLS

In the second test, the edge detection based on Sobel technique and interval
IT2-FLS was applied. For the IT2-FLS, the obtained gradients with (4) and (5) are
used as inputs and the fuzzy system was built using the membership functions
presented in Fig. 5; in this test the antecedents, consequents, and fuzzy rules were
obtained based on the experimentation; where we consider the work presented in
Mendoza and Melin [15]. The fuzzy rules used for this test are described in Table 4.
In Table 5, we can find the values of FOM obtained for the sphere, peaks, and
doughnut synthetic images, and their ERROR, respectively.

Table 3 Simulation results
using Sobel operator

Synthetic image FOM Error

Sphere 0.7494 0.2506

Peaks 0.7643 0.2357

Doughnut 0.7876 0.2124

Table 5 Simulation results
using interval type-2 fuzzy
systems

Synthetic image FOM Error

Sphere 0.9599 0.0401

Peaks 0.9645 0.0355

Doughnut 0.9535 0.0465

Table 4 Fuzzy rules 1. If (DH is LOW) and (DV is LOW), then (E is
BACKGROUND)

2. If (DH is MIDDLE) or (DV is MIDDLE), then (E is EDGE)

3. If (DH is HIGH) or (DV is HIGH), then (E is EDGE)
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6.3 Simulation Results for Optimizations of an Interval
Type-2 Fuzzy Logic System by CS

In another test, the parameters of the antecedents of the IT2-FLS were optimized by
CS algorithm, the simulation results of these are shown in Table 6. For these
simulations, we used the same parameters of design: consequents and fuzzy rules
presented in Sect. 6.2. For the development of this test, ten experiments with the CS
algorithm were executed, for each image presented in Table 2.

In order to achieved better performance in the experiments, the principal
parameters of CS algorithm were varied, such as the number of nests (Nest),
probability of nest loss (Pa), and the number of iterations (I). For the number of
nests, we used values between 15 and 30, but the best results were obtained with 25
nests. The parameter Pa varied from 20 to 35 and the iterations used values between
5 and 100 achieve good results with 10 iterations. In summary, the values that we
proposed for this case of study are Nest = 25, Pa = 30, and I = 10.

In Table 6, the average of the ten simulations obtained for each image of Table 2
are presented, we show the values of FOM and ERROR obtained for the three
images.

Based on test performance in Sects. 6.1, 6.2, and 6.3, a comparative analysis was
made. In Table 7, the average of the FOM and ERROR of the sphere, peaks, and
doughnut images obtained in the results of Tables 4, 5, and 6 is presented.

In the results of Table 7, we can note that the FOM and ERROR values were
better using the optimization of IT2-FLS by CS, with a FOM of 0.9650 and an
ERROR equal to 0.0350, and this improved the results achieved by the
non-optimized IT2-FLS whose FOM was 0.9593 and ERROR 0.0407; in contrast,
the results obtained by the traditional Sobel edge detector were lower than both
fuzzy detectors.

Table 6 Antecedents
optimization using cuckoo
search

Interval type-2 fuzzy logic system

Synthetic image FOM Error

Sphere 0.9619 0.0381

Peaks 0.9663 0.0337

Doughnut 0.9667 0.0333

Table 7 FOM and error of Sobel operator, non-optimized Sobel + IT2-FLS, and
Sobel + IT2-FLS optimized using CS

Edge detector Algorithm FOM Error

Sobel 0.7671 0.2329

Sobel + IT2-FLS 0.9593 0.0407

Sobel + IT2-FLS CS 0.9650 0.0350
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The visual edge detection for the Sobel, Sobel + IT2-FLS, and optimized
Sobel + IT2-FLS are shown in Table 8; graphically, we cannot see the difference in
the detected edges; for that reason, the metric (7) described in Sect. 4 was applied.

An example of the input membership functions DH and DV of the IT2-FLS after
the optimization by CS is shown in Fig. 6. This membership functions corre-
sponding to the sphere image.

7 Conclusions

In summary, in this work several simulations results were presented, the objective
was to obtain the design parameters of the antecedents of an interval IT2-FLS. For
the optimization, the bio-inspired algorithms CS were applied.

In the results of Table 7 when the CS algorithm is applied to optimize the design
parameters of the antecedents of an IT2-FLS, better results are obtained, in contrast
to the non-optimized IT2-FLS. On the other hand, the results obtained with the
non-optimized IT2-FLS were better than the traditional Sobel operator.
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Comparing the Properties
of Meta-heuristic Optimization Techniques
with Various Parameters on a Fuzzy
Rule-Based Classifier

A. Tormási and L.T. Kóczy

Abstract In this paper, the results of meta-heuristic optimization techniques with
various parameter settings are presented. A formerly published Fuzzy-Based
Recognizer (FUBAR): A fuzzy rule-based classification algorithm was used to
analyze and evaluate the behavior of the used meta-heuristic optimization algo-
rithms for rule-base optimization. Besides the reached accuracy, the execution time,
the CPU load of the algorithms, and the effects of the shapes of the fuzzy mem-
bership functions in the initial rule-base are also investigated.

1 Introduction

The classification problems and related areas are well researched, with
well-developed methodology as much in theory as in applications; however, some
special problems cannot be solved with traditional methods or their evaluation
requires unacceptable amount of resources. In such situations, computational
intelligence techniques such as artificial neural networks [1], fuzzy systems [2–7],
and meta-heuristic algorithms [8–12] may provide an alternative solution or
remarkable improvement with acceptable compromises and better resource con-
sumption [13–20].

Gesture or single-stroke (“unistroke”) and multi-stroke character and handwrit-
ing recognition are a special and very complex subarea of classification problems,
in which the input—based on imprecise data with high amount of noise—can be
grouped into a finite number of classes (“alphabet”).
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These kinds of problems cannot be solved with closed mathematical formulas;
the most general methods are usually resource consuming as a result of robustness
and complex geometrical transformations such as trapezoid correction and rotation.
The ideal recognition algorithm should work on portable devices with an acceptable
recognition rate [21]. Most of the commercial products could not satisfy the users’
requirements in accuracy and response time.

One of the first successful recognizers was the Apple Newton’s handwriting
recognizer [22], which uses an artificial neural network; the other great system was
the Palm’s Graffiti [23], and it uses a single-stroke alphabet, which reduces the
complexity of the problem and gives the possibility to deal easily with the seg-
mentation with their devices input interface. The solution requires from the user to
learn the simplified symbol set. The method could reach 91 % accuracy according
to the results in [24]. The Graffiti was a great recognition system in its time with
acceptable compromises and special advantages. The second version of the Palm’s
recognizer, the Graffiti 2, which was a slightly improved version of the original
system supporting multi-stroke letters, could reach only 86.03 % accuracy as
presented in [25].

Some new recognition methods such as $1 [26], $N [27], and $P [28] reached
impressive results in accuracy and resource requirements as well—compared to
other methods found in literature.

Fuzzy-Based Recognizer (FUBAR) is a family of single-stroke [19, 29–34] and
multi-stroke [20] recognition algorithms. The method uses Takagi–Sugeno infer-
ence method [4] to recognize the symbols and stores the knowledge in fuzzy
rule-bases. A better accuracy requires determining a quasi-optimal initial rule-base
for the system.

The results of meta-heuristic optimization techniques applied on the rule-base of
multi-stroke FUBAR showed that these methods can significantly increase the
recognition rate of the system [35]. These results motivated a deeper investigation
of the properties of these meta-heuristic methods presented in this paper.

The basic concepts of the used meta-heuristic algorithms are summarized after
the introduction, in Sect. 2. A brief conceptual summary of the FUBAR algorithms
is in Sect. 3. The details of the test environment and the settings are in Sect. 4. The
results are presented in Sect. 5; conclusions and future directions are in Sect. 6.

2 Meta-heuristic Optimization Techniques Used

The concept of each meta-heuristic optimization algorithm included in the exper-
iment is summarized in the following subsections. The knowledge in stored in the
membership functions of the rule antecedents; the accuracy of the system could be
increased with the slight modification of these membership functions. The algo-
rithms were modified to use multiple populations as a result of the characteristics of
the rule-base optimization problem.
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2.1 Bacterial Evolutionary Algorithm

The bacterial evolutionary algorithm (BEA) [9] is inspired by the evolutional
processes of bacteria. Each bacterium in the population represents a solution in the
problem space.

The first step of the algorithm is the bacterial mutation. Each bacterium is
selected individually and cloned a maximal number of times. Each randomly
selected allele of the clones is modified randomly, and the modified allele of the
alternative bacterium (or the original one’s) with the best result is copied to all other
clones; this step is repeated until all the alleles were not selected.

The second step of the algorithm is the gene transfer (infection), in which the
population is sorted by the goodness of the bacteria and divided into two subsets;
the set of good and the set of bad bacteria. A randomly selected allele of a bac-
terium selected randomly from the group of good bacteria is copied to a randomly
selected bad bacterium. This step is repeated until the algorithm reaches the max-
imum number of infections.

The steps of the algorithm are repeated until it reaches the maximum number of
generations or satisfies other termination conditions (like 100 % result).

2.2 Imperialist Competitive Algorithm

The imperialist competitive algorithm (ICA) [10] uses the analogy of politics and
strategy instead of biological systems. The countries are representing the solutions.

The countries can be categorized into the group of conquerors and the group of
colonies. The conquerors are the ones with higher strength (aggregated fitness of
the empires and colonies) and the colonies are the ones with low results. The
strength of the conqueror countries could be increased by the assimilation of
colonies.

In the revolution step, the colonies may rise up against the other countries.

2.3 Particle Swarm Optimization Algorithm

The particle swarm optimization (PSO) [11] uses the simplified model of the
dynamics of movements of various animal swarms (or particles).

The solutions in the search domain are represented by the particles; each particle
has a position and a speed vector. The evolution of the population does not use
evolutionary operators unlike in genetic algorithms.

The orientation and the speed of each particle are influenced by all other par-
ticles. An individual particle moves toward the particle with the best local or global
solution and influenced by its personal best position.
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2.4 Big Bang Big Crunch Algorithm

The big bang big crunch algorithm (BBBC) [12] models the concept of the big bang
big crunch theory from physics. The population is determined randomly. The
solutions in the space are called points; the fitness functions are calculated indi-
vidually. The position of the “black hole” represents the center of gravity for the
population; it is determined by the coordinates of points weighted with their fitness.

The position of the best point in the population and the position of the popu-
lation’s “black hole” are used to determine the center of the search domain in the
next generation. These steps are repeated until the maximum number of generations
(big bang big crunch cycles) or other termination condition is not satisfied.

This algorithm has special properties compared to the previously described
methods; the dimensions of the search domain are handled separately, which means
the execution time increases linearly by the increase of the dimensions and narrows
the search domain remarkably fast. It is also important to highlight a great disad-
vantage of the algorithm: It easily converges to local optimum solutions.

3 Properties of the Fuzzy Rule-Based Classifier Used

The system used during the evaluation is a multi-stroke FUBAR algorithm [20].
The algorithm is able to classify 26 different letters. The concept is detailed and
properties are investigated of various FUBAR algorithms were investigated in
formerly published works [19, 29–35].

It uses a list of x and y coordinates in chronological order to describe input
strokes. The features extracted from the input stroke are the width/height ratio of the
stroke and the average number of fuzzified points in the rows and columns of a
fuzzy grid [29] (a grid in which the boundaries of columns and rows are defined by
a fuzzy set) drawn around the stroke.

The knowledge is stored in the rule-base of the system. The properties (features)
of the input strokes are described with fuzzy sets in the antecedents of the fuzzy
rules; the outputs of the rules are representing the degree of matching between the
input stroke and the one stored in the rule. The FUBAR method uses a Takagi–
Sugeno method for the inference. The algorithm returns with the letter assigned to
the rule with the highest matching value.

4 Test Environment and Parameter Settings

The parameters describing the candidate solutions (genes in the case of BEA) are the
rule antecedents with the break points of the trapezoidal membership functions. The
fitness functions of the algorithms—representing the goodness of a solution—were
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to reach the maximal average recognition rate for 26 different symbols with 60
(training) samples per symbol.

The methods were used to determine only the initial rule-base, which means that
it does not contain any details about the user-specific writing styles.

The size of the population was 10 in each algorithm, and the maximum number
of cycles (generations) was 50 to 100—each time increased by 10. The evaluation
of the fitness values of solutions in a given population was processed on 24 threads
in parallel.

Three different kind of initial rule-bases were used for the tests: (1) In the first
case, each membership function starts as a triangle, with the height of 1 and the
triangular membership functions could be modified to trapezoidal ones during the
optimization, (2) in the second kind, the membership functions had a value of 1 in a
single point and 0 in all other, which could be also extended to trapezoid mem-
bership functions, and (3) in the third case, none of the points of the trapezoidal
membership functions was given.

Two kinds of results are presented for each algorithm. The first one is based on
the 60 (training) samples per letter, which is used to determine the (quasi)optimal
representation of the fuzzy sets describing letter features. These results are able to
show how many generations were required to reach the given accuracy. It was
shown in [35] that it is possible to reach 100 % recognition rate for the same
training sets; by knowing these values, it is also possible to determine how suc-
cessful the training was (higher results are the better). The second kinds of results
are based on 120 (validation) samples per letters (provided by test subjects) eval-
uated with the FUBAR algorithm using the optimized initial rule-base. The vali-
dation test shows the general (not user-specific) accuracy of the system, since the
samples were collected from distinct users. These results can be compared to the
results for the validation samples; it shows that how general is the knowledge
extracted from the training (or validation) samples. Both types of results should be
considered to determine the behavior of the used optimization algorithms for the
given problem.

However, the results shown below are not to represent the capabilities of the
FUBAR systems (it was not the aim of the research); it shows how well is the
meta-heuristic techniques with certain parameter settings to determine the ideal
rule-base.

4.1 Hardware and Software Environment

The experiments were executed on a PC assembled with eight-core CPU (3.6 GHz),
4 GB RAM. The operating system was a Microsoft Windows 8 (64 bit) and the
software was implemented in Java programming language and used with Oracle
Java 7.0.170 runtime environment.
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4.2 Parameter Settings of Bacterial Evolutionary Algorithm

The maximum number of clones per bacteria and the maximum number of infec-
tions in a generation were set to 10.

Each allele of the clones should be modified according to the original algorithm,
but as a result of its execution time it was limited to 10 alleles. Each allele could be
modified once per cycle and the modifications with the same result as before the
modification were not accepted.

4.3 Parameter Settings of Imperialist Competitive Algorithm

The number of imperialists was set to 9 and the number of revolutions was set to 10
in the ICA. The assimilation factor of the algorithm was set to 0.5.

4.4 Parameter Settings of Particle Swarm Algorithm

The maximum velocity of the particles was set to 0.6; the learning constants C1 was
set to 4.0, while C2 was 3.0.

4.5 Parameter Settings of Big Bang Big Crunch Algorithm

The BBBC algorithm’s beta parameter was set to 0.5 and the iterations was set to 10
with linear population.

5 Results

The goal of the investigation was not to determine an optimal rule-base for the
FUBAR recognizer, but to reach the best possible solution with meta-heuristic
optimization algorithms for the given parameters and compare the results. However
that was shown, it is possible to find a rule-base, which is able to reach 100 %
accuracy for the training samples [35]. The investigated properties are the reached
accuracies for the training samples—60 samples for each of the 26 symbols—,the
validation samples—120 samples per symbol—and the execution time.

Each algorithm was executed ten times with the same parameter settings.
The best and average results of these test runs are detailed below in this section.
The average accuracy was calculated according to the number of mistakes for the
training and the validation samples (the lower is the better).
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The accuracy of the system for each type of the initial rule-bases was 0 % in
each case.

5.1 Execution Time and CPU Load of the Algorithms

The execution time of the algorithms is represented in the number of generations
evaluated in a second. The results of the investigated meta-heuristic techniques for
the previously described parameters in each case were alike. The results are the
followings:

1. BEA: 0.0667 generation/second
2. ICA: 0.667 generation/second
3. PSO: 1 generation/second
4. BBBC: 4 generation/second

The CPU load of the algorithms was between 87 and 99 % in all cases; the
results include the processor time required by the GUI of the application.

5.2 Results from Triangular Membership Functions

The results of the optimization algorithms using triangular membership functions in
the antecedents of the initial rule-base are presented in this section. The best results
of various meta-heuristic algorithms for the 60 training samples are shown in
Table 1.

The results showed that the ICA algorithm reached the best recognition rate for the
training samples in all cases. The second best results slightly below the best ones were

Table 1 Best results of meta-heuristic algorithms for the training set from triangular membership
functions

Number of generations Accuracy of meta-heuristic optimization techniques

BEAa (%) ICAb (%) PSOc (%) BBBCd (%)

50 3.85 83.01 53.33 82.56

60 3.85 80.58 56.09 76.09

70 3.85 83.46 61.54 80.32

80 3.85 86.35 60.9 83.65

90 3.85 84.62 61.54 79.23

100 3.85 99.29 59.29 84.55

Italics Best result(s) reached by the given algorithm
Bold Best overall (considering all algorithms with all various number of generations) result
Underline Best result(s) reached in the given number of generations
aBacterial evolutionary algorithm
bImperialist competitive algorithm
cParticle swarm optimization
dBig bang big crunch algorithm
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achieved with the BBBC, while the PSO performed significantly worse. The BEA
algorithm could not perform considerable results. The best result was achieved in 1
generation of 50 with BEA, in 92 generations of 100 with ICA, in 50 generations of
70 (and 84 of 100) with PSO, and in 99 generations of 100 with BBBC.

The best results of various meta-heuristic algorithms for the 120 validation
sample set are shown in Table 2.

The best average recognition rate was achieved with the ICA algorithm for the
validation set.

5.3 Results from Single Discrete Point Membership
Functions

Discrete membership functions, which have a single point with the membership
value 1 (and 0 in others) in the antecedents, were used as initial rule-base in this
experiment. The results of the optimization algorithms are detailed in this subsec-
tion. The best results of various meta-heuristic algorithms for the 60 training
samples are shown in Table 3.

The results showed that the BBBC algorithm reached the best recognition rate
(19.23 %) for the training samples. In this particular case, the BEA and ICA algo-
rithms were not able to reach any increase in the recognition rate starting from the
initial rule-base. The best result was achieved in 45 generations of 50 (51 of 60 and 58
of 70) with PSO and in 5 generations of 50 (38 of 60 and 4 of 80) with BBBC.

The best results of various meta-heuristic algorithms for the 120 validation
sample set are shown in Table 4.

The best average recognition rate for the validation set (19.13 %) was achieved
with the BBBC algorithm.

Table 2 Best results of meta-heuristic algorithms for the validation set from triangular
membership functions

Number of generations Meta-heuristic optimization technique

BEAa (%) ICAb (%) PSOc (%) BBBCd (%)

50 3.85 79.49 51.31 79.58

60 3.85 78.4 54.97 70.74

70 3.85 78.81 60 76.54

80 3.85 81.96 57.88 80.9

90 3.85 82.15 59.17 76.09

100 3.85 96.03 57.47 79.36

Italics Best result(s) reached by the given algorithm
Bold Best overall (considering all algorithms with all various number of generations) result
Underline Best result(s) reached in the given number of generations
aBacterial evolutionary algorithm
bImperialist competitive algorithm
cParticle swarm optimization
dBig bang big crunch algorithm
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5.4 Results Without Initial Membership Functions

None of the break points in the antecedents’ membership functions was predeter-
mined for this set of tests. Each solution of the algorithms had to determine the
trapezoidal membership functions from scratch. The highest average recognition
rates of various meta-heuristic algorithms for the 60 training samples are shown in
Table 5.

The results showed that the ICA algorithm reached the best recognition rate for
the training samples; in some cases, the BBBC algorithm performed the same or

Table 3 Best results of meta-heuristic algorithms for the training set from singleton membership
functions

Number of generations Meta-heuristic optimization technique

BEAa (%) ICAb (%) PSOc (%) BBBCd (%)

50 0 0 11.54 19.23
60 0 0 11.54 19.23
70 0 0 11.54 15.38

80 0 0 7.69 19.23
90 0 0 3.85 15.38

100 0 0 3.85 15.38

Italics Best result(s) reached by the given algorithm
Bold Best overall (considering all algorithms with all various number of generations) result
Underline Best result(s) reached in the given number of generations
aBacterial evolutionary algorithm
bImperialist competitive algorithm
cParticle swarm optimization
dBig bang big crunch algorithm

Table 4 Best results of meta-heuristic algorithms for the validation set from singleton
membership functions

Number of generations Meta-heuristic optimization technique

BEAa (%) ICAb (%) PSOc (%) BBBCd (%)

50 0 0 11.51 19.13
60 0 0 11.54 18.85

70 0 0 11.47 15.35

80 0 0 7.69 18.75

90 0 0 3.85 15.29

100 0 0 3.85 15.1

Italics Best result(s) reached by the given algorithm
Bold Best overall (considering all algorithms with all various number of generations) result
Underline Best result(s) reached in the given number of generations
aBacterial evolutionary algorithm
bImperialist competitive algorithm
cParticle swarm optimization
dBig bang big crunch algorithm
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better results. The best result was achieved in 44 generations of 100 with BEA, in
90 generations of 90 with ICA, in 69 generations of 100 with PSO, and in 88
generations of 90 with BBBC.

The results of various meta-heuristic algorithms with the greatest accuracy for
the 120 validation sample sets are shown in Table 6.

The best average recognition rate was achieved with the ICA algorithm for the
validation set. Similarly to the results for the training set, the BBBC algorithm was
able to reach better results in some cases.

Table 5 Best results of meta-heuristic algorithms for the training set from undefined membership
functions

Number of generations Meta-heuristic optimization technique

BEAa (%) ICAb (%) PSOc (%) BBBCd (%)

50 3.85 72.24 % 57.05 % 77.24 %

60 3.85 76.73 % 51.99 % 80.51 %

70 3.85 78.53 % 56.92 % 79.49 %

80 3.85 76.22 % 49.94 % 76.03 %

90 57.69 83.91 % 53.78 % 82.37 %

100 61.47 80.71 % 65.38 % 76.47 %

Italics Best result(s) reached by the given algorithm
Bold Best overall (considering all algorithms with all various number of generations) result
Underline Best result(s) reached in the given number of generations
aBacterial evolutionary algorithm
bImperialist competitive algorithm
cParticle swarm optimization
dBig bang big crunch algorithm

Table 6 Best results of meta-heuristic algorithms for the validation set from undefined
membership functions

Number of generations Meta-heuristic optimization technique

BEAa (%) ICAb (%) PSOc (%) BBBCd (%)

50 3.85 69.97 55.8 72.53

60 3.85 73.43 51.86 77.21

70 3.85 76.12 54.36 75.99

80 3.85 72.24 49.17 74.81

90 56.89 81.79 51.7 78.56

100 60.58 76.83 63.97 73.85

Italics Best result(s) reached by the given algorithm
Bold Best overall (considering all algorithms with all various number of generations) result
Underline Best result(s) reached in the given number of generations
aBacterial evolutionary algorithm
bImperialist competitive algorithm
cParticle swarm optimization
dBig bang big crunch algorithm
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6 Conclusion and Future Work

It is important to highlight that this research was not about reaching the highest average
recognition rate with the FUBAR system by optimizing the rule-base parameters. The
aim of the work was to investigate the properties of the presented optimization methods
for the given (model identification) problem with certain parameters.

In [20, 29, 30, 35], it was shown that the FUBAR algorithms could reach over
97 % average recognition rate for 26 multi-stroke and over 99 % accuracy for 26
single-stroke letters. The user acceptance threshold for handwritten recognition was
determined in 97 % [36]; this means that the users consider the system unusable (or
uncomfortable) if it operates with lower accuracy.

The investigation of the behavior of meta-heuristic methods in rule-base iden-
tification is important for the FUBAR methods and other complex fuzzy systems. If
the initial rule-base of a FUBAR method reaches a better accuracy than with
another rule-base, then it provides better user experience also. The presented results
may give a better perspective on the algorithms used in rule-base identification and
it also can be used as a learning phase for adapting to user-specified writing styles to
increase the accuracy further.

For the big amount of data to process in systems such as HandSpy [37], the used
algorithms should reach high average recognition rate, while keeping the compu-
tational cost as low as possible. The functionalities of HandSpy could be extended
by combining it with FUBAR methods and meta-heuristic optimization.

The used meta-heuristic techniques were applied to optimize the initial rule-base
—determined statistically from the training set and modified randomly—of the
multi-stroke FUBAR [35]. The membership functions (fuzzy sets) in the antecedent
part of the rules are changed (slightly modified or tuned) during the optimization.
These changes do not have any effect on the computational cost or time of the
recognizer; it modifies only the description of the template alphabet stored as fuzzy
rules; however, it could be modified to apply changes to the rules based on the
samples originated from the user, which way the knowledge stored in the system
would be optimized to match the given person’s writing style.

The results showed that the various meta-heuristic optimization techniques have
significantly different results and execution time for the presented problem. In some
cases, the algorithms could not reach as good results with a higher number of
generations as with a lower one; this reflects the nondeterministic behavior of the
algorithms and their properties causing a convergence to local optimum solutions.

The BBBC algorithm had the fastest processing of generations (4 generation/s)
and BEA had the highest processing time (0.067 generation/s). The best accuracy
was achieved with the ICA algorithm starting from triangular membership functions
in 99 generations. The second best algorithm was the BBBC, and it reached the
highest increase in average recognition rate considering the processing time.

The presented results are interesting compared to the ones included in [35],
where the initial rule-bases were predetermined statistically from the training set
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before the optimization process. However, further analyses are required for a more
detailed view of the algorithms.

The work will be continued with extending the experiments to various popu-
lation size and various algorithm-dependent parameter values.

After the detailed investigation of the algorithms and their possible extensions,
some improvements might be presented; the first idea is to analyze the behavior of
the BBBC algorithm with a new operation in the algorithm, which may prevent it
from converging to local optimum. The basic idea is to add an entity (“anomaly” in
physics analogy), which randomly modifies and has an effect on the center of
gravity for the given cycle.
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A Neural Network with a Learning Vector
Quantization Algorithm for Multiclass
Classification Using a Modular Approach

Jonathan Amezcua, Patricia Melin and Oscar Castillo

Abstract This work describes a learning vector quantization (LVQ) method for
unsupervised neural networks for classification tasks. We work with a modular
architecture of this method, so we can classify three classes per module. We also
work with three different databases, the arrhythmia database from MIT-BIH, which
contains 15 different classes, a character database from UCI with 26 different
classes, and finally a vehicle silhouettes database also from UCI with 4 different
classes.

Keywords LVQ � Clustering � Neural networks � Classification

1 Introduction

Classification tasks consist of assigning objects to only one of many predefined
categories, and it is a general problem that encompasses many diverse applications.
Spam detection in e-mail messages, categorization of cells as benign or malignant,
and classification of galaxies based on their shape are some examples of these
tasks [1].

The input data for a classification task are a collection of records. Each record is
characterized by a tuple (x, y) where x is a set of attributes and y is a special attribute
designated as the class.

Some classification models are very useful for different purposes; the most used
are the descriptive model and predictive model. There are different techniques to
develop these classification models, and each one uses its own learning algorithm to
identify a model which best fits the relationship between the set of attributes and the
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class to which the input data belong. The model generated by the learning algorithm
must both fit the input data and also correctly predict the class of records that do not
belong to the set of input records [1].

In this work, we used unsupervised neural networks with a learning vector
quantization (LVQ) algorithm, as a classification technique using a modular
approach for classification of the MIT-BIH arrhythmia dataset [2] with 15 classes
and a letter recognition dataset from UCI [3] with 26 classes, and we also worked
with 4 classes of the UCI vehicle silhouettes dataset [4] with a monolithic neural
network with the LVQ algorithm.

2 Neural Networks

An artificial neural network (ANN) is a system composed of many simple pro-
cessing elements connected in parallel, whose function is determined by the net-
work structure, the force on the connections, and the processing performed by
elements in the nodes.

Each processing element in the network (neuron) is represented as a node. The
connections provide a hierarchical structure that, trying to emulate the physiology
of the brain, seeks new processing models to solve specific problems of the real
world [5]. What is important in neural network development techniques is its useful
behavior to learn, recognize, and enforce relationships between objects and object
frames of the real world. In this sense, ANNs are used as tools that can be used to
solve difficult problems [2].

Figure 1 shows an artificial neuron. Input values are combined to form an
individual global entry. This is achieved by an input function, which is computed
from the input vector. The input function is defined as follows:

inputi ¼ ini1 � wi1ð Þ � ini2 � wi2ð Þ � � � � � inin � winð Þ ð1Þ

where * represents an appropriate operator (max, sum, product, etc.), n is the
number of inputs to neuron Ni, and wi represents the weight.

Fig. 1 Artificial neuron
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The input values are multiplied by the weights previously entered to the neuron.
Therefore, weights that generally are not restricted change the influence measure
over the input values. That is, they allow a large input value to have only a small
influence, if these are small enough.

Another important function in a processing unit is the activation function.
Biologically, a neuron can be active or inactive; that is, it has an activation state.
Artificial neurons also have different activation states, some of which only two
states, as well as biological; however, others may take any value within a given set.

The activation function computes the state of activity of the neuron, trans-
forming the global entry (minus a threshold, Өi) into an activation state, whose
range is typically between 0 and 1 or between −1 and 1. This is because a neuron
can be totally inactive (0 or −1) or active as well (1).

The last element needed by an artificial neuron is an output function. The
resulting value of this function is the output of the ith neuron (outi); thus, the output
function determines which value is transferred to the associated neurons. If the
activation function is below a certain threshold, no output is passed to the subse-
quent neuron. Any value is not allowed as an input to a neuron; therefore, the
output values are within the range [0, 1] or [−1, 1]. They can also be binary {0, 1}
or {−1, 1}.

Neural networks, with their remarkable ability to derive meaning from com-
plicated or imprecise data, can be used to extract patterns and detect trends that are
too complex to be noticed by humans or other computer techniques. A trained
neural network can be thought of as an expert in the category of information that
has been analyzed [6, 7].

Neural networks are mainly used in four ways: models of biological nervous
systems, artificial intelligence, real-time adapter processes, or to implement simple
hardware control applications, such as robotics, data analysis, and pattern recog-
nition [6, 8, 9].

2.1 Modular Neural Networks

An artificial neural network is modular if the computation performed by the net-
work can be decomposed into two or more modules [10]; this means that each
network is transformed into a single module that can be combined with other
modules, which are integrated together by an integrating unit. Modular neural
networks have also a biological background: Natural neural systems are composed
of a hierarchy of networks built of elements specialized for different tasks. In
general, combined networks are more powerful than flat unstructured ones [11].
Figure 2 shows a classic architecture for a modular neural network.
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Some features of modular neural networks are as follows:
Robustness: A modular approach of an artificial neural network can have more

strength and adds fault tolerance capabilities. Damage to one part of the system can
result in a loss of some of the capabilities of the system, but overall, the system can
still function partially [12].

Complexity reduction: The complexity of a monolithic neural network dramat-
ically increases when the dimensionality of the data increases as well. In contrast,
the modular neural networks can avoid the complexity issue because specialized
modules can learn smaller tasks, although the overall task is more complex and
difficult [13, 14].

Learning: With modular neural networks, the modules can be trained in an
individual way, and then, they can be integrated by an integrating unit [10].

Scalability: This is an important feature of modular neural networks. Modular
neural networks present an architecture for the addition of modules which can store
any new information to train without having to train all modules [10].

Computational efficiency: If the system can be divided into independent sub-
tasks, and possibly in parallel, then the computational effort is further reduced [13].
A modular neural network can learn a set of assignments faster than a monolithic
neural network. A modular neural network can learn a set of assignments faster than
a monolithic neural network, and this is because each module in the modular neural
network has to learn smaller sets of information [15, 16].

2.2 Learning Vector Quantization

LVQ is an adaptive data classification method based on training data with a desired
class of information. However, a supervised training method, LVQ, also applies
unsupervised data clustering techniques to preprocess the dataset and obtain cluster
centers [13].

Fig. 2 Architecture for
modular neural networks
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The LVQ learning algorithm involves two steps. In the first step, an unsuper-
vised learning data clustering method is used to locate the several cluster centers
without using class information. Once the clusters are obtained, their classes must
be labeled before moving to the second step of supervised learning. Such labeling is
achieved by the so-called voting method. The clustering process of LVQ is based on
the general assumption that similar input patterns generally belong to the same
class [13].

In the second step, class information is used to fine-tune the cluster centers to
minimize the number of misclassified cases. First, a weight vector (or cluster center)
w that is closest to the input vector x must be found. If x and w belong to the same
class, w moves toward x; otherwise, w moves away from the input vector x [13].

Figure 3 shows a representation for LVQ, where the input dimension is 2 and the
input space is divided into six clusters. The first two clusters belong to class 1,
while the other clusters belong to class 2.

After learning, the LVQ network method classifies an input vector by assigning
it to the same class as the output unit that has the weight vector (cluster center)
closest to the input vector [13].

3 Proposed Models

In this section, we describe the databases that have been considered and also the
LVQ network architectures for each dataset.

Fig. 3 LVQ representation
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3.1 Case Study

As a first stage of this work, we considered two classes from the arrhythmia dataset
to work with an LVQ network and observe how its works with the distinct
parameters of the method. The cardiac cycles 115 and 109 were taken to work with
a monolithic LVQ network. Each cycle contains 100 records of which 70 were
taken for training and the other 30 records for testing.

For this case, 15 experiments were performed; good results were achieved with a
learning rate of 0.1, which is the default learning rate of the method. In experiments
with more accurate learning rate, the method was slower and the results were not
significantly improved.

With the observed behavior of the parameters of this set of experiments, we
started working with the vehicle silhouettes dataset.

3.2 Vehicle Silhouettes Dataset

This dataset is from UCI [4], consisting of 4 classes with 18 attributes for each
class. This dataset has the purpose of classifying a vehicle based on data extracted
from the silhouette of the vehicle. Main idea here is to use a monolithic LVQ
network to work with the 4 classes of the dataset.

For this dataset, we used 177 records, in which 70 % of the records (124) was
used to train the LVQ network and the 30 % (53) was for testing. Figure 4 shows
the architecture we used for this dataset.

Fig. 4 LVQ network
architecture for the vehicle
dataset
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In Fig. 5, we can see how the data for the vehicle silhouettes dataset are dis-
tributed. This algorithm was difficult for the LVQ network to achieve good results,
and this is because, as is shown in Fig. 5, some data are widely dispersed, even
those belonging to the same class.

3.3 Letter Recognition Dataset

This dataset is also from UCI [3], consisting of 26 classes. The objective is to
identify each of a large number of black-and-white rectangular pixel displays as one
of the 26 capital letters in the English alphabet. Character images were based on 20
different fonts, and each letter within these 20 fonts was randomly distorted to
produce a file of 20,000 unique stimuli. Each stimulus was converted into 16
primitive numerical attributes which were then scaled to fit into a range of integer
values from 0 through 15.

We take 700 records from each class to perform the experiments. Four ninety
(70 %) records of each class was taken to train the LVQ network and 210 records
for testing. Figure 6 shows the architecture used for these experiments, with 5
modules, with each of the first 4 modules containing 5 classes and the fifth module
6 classes. In the integrating unit, we used the winner-take-all method to obtain a
classification result [17].

The combination of classes in each module for this architecture was performed
randomly. Figure 7 shows how is the data distribution for this letter recognition
dataset.

Fig. 5 Data distribution for
the vehicle silhouettes dataset
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3.4 Arrhythmia Dataset

This dataset was obtained from MIT-BIH. It contains 48 half-hour excerpts of
two-channel ambulatory ECG recordings, obtained from 47 subjects studied by the
BIH Arrhythmia Laboratory. Twenty-three recordings were chosen at random from
a set of 4000 · 24-h ambulatory ECG recordings collected from a mixed population

Fig. 6 LVQ network architecture for the letter recognition dataset

Fig. 7 Data distribution for the letter recognition dataset
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of inpatients (about 60 %) and outpatients (about 40 %) at Boston’s Beth Israel
Hospital; the remaining 25 recordings were selected from the same set to include
less common but clinically significant arrhythmias that would not be well repre-
sented in a small random sample [2, 18, 19].

For this dataset, we have a total of 15 classes and 100 records for each class. For
each record, 76 V were taken; we have 70 % of the records of each class for
training and 30 % for testing.

For this dataset, a preprocessing step was necessary. The extraction of records
was carried out using a tool provided by MIT-BIH called PhysioNet_ECG_
Exporter.m, this tool graphically shows the representation of arrhythmias and also
allows to obtain the range of values with which you want to work, and as we
mention above, for this research we extracted 100 records [2].

We developed a LVQ network architecture with 5 modules to work with this
dataset. Once again, the combination of classes for each module of this architecture
was done randomly. The classes that were considered are as follows:

• Normal
• LBBB
• RBBB
• PVC
• Fusion paced and normal
• Paced
• Nodal
• Fusion ventricular and normal
• Atrial
• Ventricular flutter wave
• Paced maker fusion
• Aberrated APC
• Blocked APC
• Atrial escape
• Fusion PVC

The challenge in working with this database was to properly combine classes in
each module, since this process was done manually [20]. Figure 8 shows the LVQ
network for the arrhythmia dataset, and we have three classes per module and a
winner-take-all method as our integrating unit [17].

Figure 9 shows the data distribution in each module for this architecture of the
arrhythmia dataset. As shown, the data in each class are similar; also there is some
grade of overlap between classes. This is an important issue of the algorithm LVQ
neural networks, because the more similar the data, the more complicated the
method.
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4 Experimental Results

This section shows the results obtained from the experiments described above, and
for each of the databases, a total of 15 experiments were performed.

Fig. 8 LVQ network architecture for the arrhythmia dataset
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4.1 Case Study Results

Table 1 shows the results obtained from our case study, and 15 experiments were
performed.

As can be noted in the above table, the best results were obtained in the last 5
experiments, not only achieving the best classification rate, but also the shortest
possible time.

4.2 Vehicle Silhouettes Dataset Results

Below in Table 2 are the results of the vehicle silhouettes dataset. Once again, 15
experiments were performed, having the experiment 4 as the best result.

For this set of experiments, we used a default learning rate of 0.1 for the first 10
experiments and a learning rate of 0.01 for the last five experiments.

4.3 Letter Recognition Dataset Results

In Table 3, we show results for letter recognition dataset, and same as above, 15
experiments were done.

As we mentioned earlier, for this set of experiments, we used an architecture
with 5 modules; we also used a learning rate of 0.1 for all modules.

Table 1 Case study results Experiment Epochs Clusters Time Class
(%)

1 200 10 00:01:31 98.33

2 200 12 00:01:28 98.33

3 200 14 00:01:33 96.66

4 400 14 00:03:02 98.33

5 300 16 00:02:20 98.33

6 440 16 00:03:35 100

7 207 18 00:01:38 100

8 500 18 00:04:07 98.33

9 500 20 00:04:07 98.33

10 124 18 00:00:58 100

11 4 16 00:00:07 100

12 33 14 00:00:20 100

13 35 12 00:00:23 100

14 28 10 00:00:13 100

15 40 8 00:00:27 100
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Table 2 Vehicle dataset results

Experiment Epochs Clusters Time Class (%)

1 1000 20 00:29:59 88.67

2 1000 18 00:29:14 89.62

3 800 18 00:24:21 87.73

4 800 16 00:24:25 91.98

5 700 15 00:21:45 85.84

6 700 14 00:19:59 88.20

7 600 13 00:15:41 83.96

8 500 12 00:14:06 82.07

9 500 15 00:14:13 84.90

10 500 18 00:14:49 86.79

11 500 18 00:14:59 89.15

12 600 16 00:17:07 88.67

13 600 18 00:18:08 90.09

14 800 18 00:24:19 90.56

15 1000 20 00:26:39 91.98

Average 88.01

Table 3 Letter recognition dataset results

Experiment Time Epochs per module Clusters per module Class (%)

1 18:54:20 2000 65 99.23

2 18:58:01 2000 65 99.04

3 19:05:17 2000 65 98.66

4 18:53:52 2000 65 98.66

5 18:41:32 2000 65 99.23

6 18:45:02 2000 65 99.04

7 18:51:14 2000 65 98.66

8 18:51:11 2000 65 98.66

9 18:53:52 2000 65 98.95

10 18:37:54 2000 65 98.57

11 18:51:56 2000 65 97.80

12 18:48:37 2000 65 99.14

13 18:48:28 2000 65 99.04

14 22:08:14 2000 65 98.57

15 22:04:01 2000 65 97.80

Average 98.74
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4.4 Arrhythmia Dataset Results

Table 4 shows the results obtained from the arrhythmia dataset experiments. The
best result for this set of experiments was obtained experiment 5, achieving a
100 % of classification and the shortest time. For this set of experiments, we have a
learning rate between 0.1, 0.01, and 0.0001.

5 Discussion and Future Research

This work introduced an unsupervised neural network method with a LVQ algo-
rithm for multiclass classification using a modular approach. As we have shown, we
were working with a maximum of three classes per module and the method
achieved good results. However, datasets are an important aspect to consider when
working with this classification method, as getting the best classification results is
not certain as you increase the number of classes per module.

As future work, we will experiment with the MIT-BIH arrhythmia dataset and a
modular architecture, having not only three classes per module, but also increasing
the number of classes per module.

Table 4 Arrhythmia dataset
results

Experiment Time Epochs Clusters Class
(%)

1 00:18:53 81 30 98.88

2 00:21:35 108 30 98.88

3 00:22:06 114 30 100

4 00:14:36 58 30 98.88

5 00:13:13 56 30 100

6 00:16:09 67 30 98.88

7 00:20:40 76 30 98.88

8 00:16:30 69 30 98.88

9 00:13:48 57 30 98.88

10 00:19:53 82 30 98.88

11 00:20:00 74 30 98.88

12 00:15:17 79 30 98.88

13 00:15:49 56 30 98.88

14 00:15:50 35 30 100

15 00:20:12 77 30 98.89

Average 99.10
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Interval Type-2 Fuzzy Possibilistic
C-Means Clustering Algorithm

E. Rubio, Oscar Castillo and Patricia Melin

Abstract In this paper, we present the extension of the fuzzy possibilistic C-means
(FPCM) algorithm using type-2 fuzzy logic techniques, with the goal of improving
the performance of this algorithm. We also performed the comparison of this
proposed algorithm against the interval type-2 fuzzy C-means (IT2FCM) algorithm
to observe whether the proposed approach performs better than this algorithm. The
proposed extension was realized considering both of the weight exponents (fuzzy
and possibilistic), m and η, as interval fuzzy sets.

Keywords Fuzzy sets � Fuzzy C-means � Possibilistic C-means � Interval type-2
clustering algorithm

1 Introduction

Clustering algorithms are used widely in different areas of research, such as pattern
recognition [1], data mining [2], classification [3], image segmentation [4, 5], data
analysis, and modeling [6]. Clustering algorithms arise due to need and to find data
groups that share similar characteristics in a given data set; currently, there are
several fuzzy clustering algorithms such as fuzzy C-means (FCM) [1], possibilistic
C-means (PCM) [7], fuzzy possibilistic C-means (FPCM) [8], and possibilistic
fuzzy C-means (PFCM) [9] among others, the popularity of the fuzzy clustering
algorithms is due to the fact that allow to a datum belongs to different data clusters
into a given data set.

However, these methods are not able to handle uncertainty in a given data set
during the process of data clustering; due to this problem, the FCM and PCM have
been extended using type-2 fuzzy logic techniques [10, 11], and the improvement
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of these algorithms was called interval type-2 fuzzy C-means (IT2FCM) [12, 13]
and interval type-2 possibilistic C-means (IT2PCM) [14] These extensions have
been applied to the creation of membership functions [15, 16], classification [17],
and image processing [18, 19].

In this work, we present the extension of the FPCM using type-2 fuzzy logic
techniques to provide this method with the capability of handling a higher degree of
uncertainty.

2 Overview of Interval Type-2 Fuzzy Sets

Type-2 fuzzy sets are an extension of the type-1 fuzzy sets proposed by Zadeh in
1975; this extension was designed to describe uncertainty effectively in situations
where the available information is uncertain. These sets include a secondary
membership function to model uncertainty of type-1 fuzzy sets [10, 11].

A type-2 fuzzy set in the universal set X is denoted as ~A and can be characterized
by a type-2 fuzzy membership function l~A ¼ ðx; uÞ as:

~A ¼
Z
x2X

l~AðxÞ=x ¼
Z
x2X

Z
u2Jx

fxðuÞ=u

2
64

3
75=x; Jx � 0; 1½ � ð1Þ

where Jx is the primary membership function of x, which is the domain of the
secondary membership function fxðuÞ.

The shaded region is shown in Fig. 1a and it is normally called footprint of
uncertainty (FOU). The FOU of ~A is the union of all primary memberships that are
within the lower and upper limits of the interval of membership functions and can
be expressed as:

FOUð~AÞ ¼
[
8x2X

Jx ¼ ðx; uÞju 2 Jx � 0; 1½ �f g ð2Þ

The lower membership function (LMF) and upper membership function
(UMF) are denoted by l~A

ðxÞ and �l~AðxÞ and are associated with the lower and upper

bound of FOUð~AÞ, respectively; that is, the UMF and LMF of ~A are two type-1
membership functions that bound the FOU as shown in Fig. 1a. By definition, they
can be represented as:

l~A
ðxÞ ¼ FOUð~AÞ8x 2 X ð3Þ

�l~AðxÞ ¼ FOUð~AÞ8x 2 X ð4Þ
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The secondary membership function is a vertical slice of l~A ¼ ðx; uÞ as shown in
Fig. 1b. Type-2 fuzzy sets are capable of modeling uncertainty, where type-1 fuzzy
sets cannot. The computation operations required by type-2 fuzzy systems are
considerably and, undesirably, large; this is due to these operations that involve
numerous embedded type-2 fuzzy sets which consider all possible combinations of
the secondary membership values [10, 11]. However, with the aim of reducing the
computational complexity, interval type-2 fuzzy sets were proposed, where the
secondary membership functions are interval sets expressed as:

~A ¼
Z
x2X

Z
u2Jx

1=u

2
64

3
75=x ð5Þ

Figure 1c shows the membership function of an interval type-2 fuzzy set. The
secondary memberships are all uniformly weighted for each primary membership of
x. Therefore, Jx can be expressed as:

Fig. 1 a Type-2 membership function, b secondary membership function, and c interval
secondary membership function
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Jx ¼ ðx; uÞju 2 l ~A
ðxÞ; �l~AðxÞ

h in o
ð6Þ

Moreover, FOUð~AÞ in (2) can be expressed as:

FOUð~AÞ ¼
[

8x2X ðx; uÞju 2 l ~A
ðxÞ; �l~AðxÞ

h in o
ð7Þ

As a result of this, the computational complexity using interval type-2 fuzzy sets
is reduced only to calculate simple interval arithmetic.

3 Fuzzy Possibilistic C-Means Algorithm

The FPCM algorithm is a combination of the FCM and PCM algorithms proposed
by Pal et al. in 1975. This algorithm produces both memberships and possibilities,
along with the usual point prototypes or cluster centers for each cluster. This
clustering method is also an iterative algorithm which uses the necessary condition
to achieve the minimization of the objective function Jm;g represented by the fol-
lowing equation [8]:

Jm;gðU; T;V ;XÞ ¼
Xc
i¼1

Xn
k¼1

ðliðxkÞm þ siðxkÞgÞ � d2ik ð8Þ

Subject to the constraints m[ 1; g[ 1; 0� liðxkÞm, siðxkÞg � 1 and

Xc
i¼1

liðxkÞ ¼ 1 ð9Þ

Xn
k¼1

siðxkÞ ¼ 1 ð10Þ

where the variables in (8) represent the following:

• n is the total number of patterns in a given data set.
• c is the number of clusters, which can be found from 2 to n − 1.
• X are data characteristics, where X ¼ x1; x2; . . .; xnf g � Rs

• V are the centers of the clusters, where V ¼ v1; v2; . . .; vnf g � Rs

• U ¼ liðxkÞ is a fuzzy partition matrix, which contains the membership degree of
each data set xk to each cluster vi.

• T ¼ siðxkÞ is a typicality partition matrix, which contains the membership
degree of each data set xk to each cluster vi.

• dik is the Euclidean distance between each data xk of the data set and the centers
vi of clusters.
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• m is the weighting exponent for fuzzy partition matrix.
• η is the weighting exponent for typicality partition matrix.

The corresponding centers of the clusters and membership degree to each
respective data to solve the optimization problem with the constraints in (8) are
given by Eqs. (11), (12), and (13), which provide an iterative procedure. The aim is
to improve a sequence of fuzzy clusters until no further improvement in
Jm;gðU; T;V ;XÞ can be obtained.

vi ¼
Pn
k¼1

liðxkÞm þ siðxkÞgð Þ � xk
Pn
k¼1

liðxkÞm þ siðxkÞgð Þ
ð11Þ

liðxkÞ ¼
Xc
j¼1

dik
djk

� � 2
m�1

 !�1

ð12Þ

siðxkÞ ¼
Xc
j¼1

dik
djk

� � 2
g�1

 !�1

ð13Þ

Equations (11), (12), and (13) are an iterative optimization procedure. The aim is
to improve a sequence of fuzzy clusters until no further improvement in
Jm;gðU; T;V ;XÞ can be made. The FPCM algorithm consists of the following steps:

1. Given a preselected number of clusters c and a chosen value for m, initialize the
fuzzy partition matrix and typically the partition matrix with constraint in (9)
and (10), respectively.

2. Calculate the center of the fuzzy cluster, vj for i = 1, 2,…, c using Eq. (11).
3. Use Eq. (12) to update the fuzzy membership liðxkÞ.
4. Use Eq. (13) to update the typically membership siðxkÞ.
5. If the improvement in Jm;gðU; T ;V ;XÞ is less than a certain threshold (ε), then

stop; otherwise, go to step 2.

4 Interval Type-2 Fuzzy Possibilistic C-Means Algorithm

The interval type-2 FPCM algorithm is a proposed extension of the FPCM algo-
rithm using type-2 fuzzy logic techniques. This algorithm produces in the same way
that FPCM algorithm both membership and possibility uses weights as exponents
m and η for the fuzziness and possibility, respectively, which may be represented by
a range rather than a precise value; that is, m = [m1, m2], where m1 and m2 represent
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the lower and upper limits of weighting exponents for fuzziness and η = [η1, η2],
where η1 and η2 represent the lower and upper limits of weighting exponents for
possibility.

Because the m value is represented by an interval, the fuzzy partition matrix
liðxkÞ must be calculated for the interval [m1, m2]; for this reason, liðxkÞ would be
given by belonging interval [l

i
ðxkÞ, �liðxkÞ] where l

i
ðxkÞ and �liðxkÞ represent the

lower and upper limit of the belonging interval of datum xj to a clustering vi,
updating the lower and upper limits of the range of the fuzzy membership matrix
can be expressed as:

l
i
ðxkÞ ¼ min

Xc
j¼1

dik
djk

� � 2
m1�1

 !�1

;
Xc
j¼1

dik
djk

� � 2
m2�1

 !�1
8<
:

9=
; ð14Þ

liðxkÞ ¼ max
Xc
j¼1

dik
djk

� � 2
m1�1

 !�1

;
Xc
j¼1

dik
djk

� � 2
m2�1

 !�1
8<
:

9=
; ð15Þ

Because the η value is represented by an interval, fuzzy partition matrix siðxkÞ
must be calculated for the interval [η1, η2]; for this reason, siðxkÞ would be given by
the belonging interval [siðxkÞ, �siðxkÞ] where siðxkÞ and �siðxkÞ represent the lower
and upper limit of the belonging interval of datum xj to a clustering vi, updating the
lower and upper limits of the range of the fuzzy membership matrix can be
expressed as:

siðxkÞ ¼ min
Xc
j¼1

dik
djk

� � 2
g1�1

 !�1

;
Xc
j¼1

dik
djk

� � 2
g2�1

 !�1
8<
:

9=
; ð16Þ

�siðxkÞ ¼ max
Xc
j¼1

dik
djk

� � 2
g1�1

 !�1

;
Xc
j¼1

dik
djk

� � 2
g2�1

 !�1
8<
:

9=
; ð17Þ

Updating the positions of the centroids of clusters should take into account the
degree of belonging interval of the fuzzy and possibilistic matrices, resulting in a
range of coordinates of the positions of the centroids of the clusters. The procedure
for updating cluster prototypes in IT2FPCM requires calculating the centroids for
the lower and upper limits of the interval using the fuzzy and possibilistic mem-
bership matrices; these centroids for will be given by the following equations:

vi ¼

Pn
j¼1

l
i
ðxjÞþ siðxjÞ

� �m1

xj

Pn
j¼1

l
i
ðxjÞþ siðxjÞ

� �m1
ð18Þ
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�vi ¼

Pn
j¼1

�liðxjÞþ�siðxkÞ
� �m1xj

Pn
j¼1

�liðxjÞþ�siðxkÞ
� �m1

ð19Þ

The centroid calculation for the lower and upper limits of the interval results in
an interval of coordinates of positions of the centroids of the clusters. Type
reduction and defuzzification use the type-2 fuzzy operations. The centroids matrix
and the fuzzy partition matrix are obtained by the type reduction as shown in the
following equations:

vj ¼
vj þ�vj
2

ð20Þ

liðxjÞ ¼
l
i
ðxjÞþ �liðxjÞ

2
ð21Þ

Based on all this, the IT2 FCM algorithm consists of the following steps:

1. Establish c, m1, m2.

2. Initialize randomly centroids for the lower and upper bounds of the interval.
3. Calculating the update of the fuzzy partition matrices for lower and upper bound

of the interval using Eqs. (14) and (15), respectively.
4. Calculating the update of the possibilistic partition matrices for lower and upper

bounds of the interval using Eqs. (16) and (17), respectively.
5. Calculate the centroids for the lower and upper fuzzy partition matrix using

Eqs. (18) and (19), respectively.
6. Type reduction of the fuzzy partition matrix and centroid, if the problem

requires using Eqs. (20) and (21), respectively.
7. Repeat steps 3–5 until j~Jm;gðtÞ � ~Jm;gðt � 1Þj\e.

This extension on the FPCM algorithm is intended to realize that this algorithm
is capable of handling uncertainty and is less susceptible to noise.

5 Results of the Implementation of the IT2FPCM
Algorithm

The IT2FPCM algorithm was tested with the data set of the Iris Flower, which is
comprised of 150 instances and 4 attributes (sepal length, sepal width, petal length,
petal width) of each sample; this data set contains 3 different classes of flowers
(setosa, versicolor, virginica) for each type of flower are 50 instances.
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Table 1 shows the mean by class of the Iris flower data set; these data are needed
to know how accurate are the defuzzification of centers found by the IT2FPCM
algorithm.

Table 2 shows the defuzzification of centers found IT2FPCM algorithm using
like parameters m = [1.5, 2.5] and η = [1.5, 2.5].

Table 3 shows the defuzzification of centers found IT2FPCM algorithm using
like parameters m = [1.3, 2.3] and η = [1.1, 2.5].

Table 4 shows the defuzzification of centers found by the IT2FCM algorithm
using the value of m = [1.5, 2.5].

Table 5 shows the defuzzification of centers found by the IT2FCM algorithm
using the value of m = [1.3, 2.3].

Observing the above tables, we do not notice if the IT2FPCM algorithm is better
than IT2FCM algorithm for this reason in the Table 6 and we show the calculation
of the norm of the difference between the matrix of class centers data set of Iris
flower shows and defuzzification of the centers found by the algorithms above
mentioned for lower and upper limit:

CM� CFPCMk k ð21Þ

Table 1 Mean by class of
the Iris flower data set

Sepal length Sepal width Petal length Petal width

5.006 3.418 1.464 0.244

5.936 2.770 4.260 1.326

6.588 2.974 5.552 2.026

Table 2 Defuzzification of
centers found for lower and
upper limits using the
IT2FPCM algorithm

Sepal length Sepal width Petal length Petal width

5.004 3.403 1.484 0.251

5.893 2.763 4.373 1.404

6.778 3.055 5.649 2.056

Table 3 Defuzzification of
centers found for lower and
upper limits using the
IT2FPCM algorithm

Sepal length Sepal width Petal length Petal width

5.004 3.406 1.481 0.249

5.893 2.760 4.377 1.409

6.794 3.059 5.665 2.060

Table 4 Defuzzification of
centers found for lower and
upper limits using the
IT2FCM algorithm

Sepal length Sepal width Petal length Petal width

5.004 3.406 1.481 0.249

5.893 2.760 4.377 1.409

6.794 3.059 5.665 2.060
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CM� CPCMk k ð22Þ

where

• CM: Mean by class of the Iris flower data set.
• CFCM: Defuzzification of centers found for lower and upper limits using

IT2FCM algorithm.
• CFPCM: Defuzzification of centers found for lower and upper limits using

IT2FCM algorithm.

6 Conclusions

IT2FPCM is an extension of the FPCM algorithm implemented with type-2 fuzzy
logic tools concepts this in order that this is capable of handling uncertainty and is
less susceptible to noise, this algorithm was tested using the Iris flower data set to
observe whether the algorithm proposed was better than the IT2FCM and a com-
parison between both algorithms was performed.

The comparison was performed based on the norm calculated between the real
centers of the Iris flower data set, and the defuzzification of the centers found by the
ITFCM and IT2FPCM algorithms, where in Table 6 we can observe that the
proposed algorithm is slightly better than IT2FCM, worth noting that the param-
eters used are not the optimal for both algorithms.

Table 5 Defuzzification of
centers found for lower and
upper limits using the
IT2FCM algorithm

Sepal length Sepal width Petal length Petal width

5.004 3.406 1.480 0.250

5.892 2.758 4.376 1.409

6.794 3.060 5.667 2.060

Table 6 Results of the norm
of the difference between the
matrix of class centers data set
of Iris flower and
defuzzification of the centers
found by IT2FCM and
IT2FPCM algorithms

IT2FCM IT2FPCM

Parameters Norm Parameters Norm

m1 = 1.5 0.23521965 m1 = 1.5 0.23512046

m2 = 2.5 m2 = 2.5

η1 = 1.5

η2 = 2.5

m1 = 1.3 0.235218752 m1 = 1.3 0.235193466

m2 = 2.3 m2 = 2.3

η1 = 1.1

η1 = 2.5
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To find the optimal parameters for both algorithms used in this work we can use
optimization algorithms like PSO, GSA, and GA; these were used in order to
improve the performance of the interval type-2 clustering algorithms.
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Part VI
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Fuzzy-Based Mechanisms for Selection
and Recommendation Processes

Ronald R. Yager and Marek Z. Reformat

Abstract Everyday, the users use the Web for things of their interest. They expect
to find items that precisely, to the highest possible degree, match the items they are
looking for. Quite often this is not enough, they would like to be exposed to things
that provide them with some novelty. Systems that support users in their search
activities provide them with some kind of variation, but it is not a controlled
process. Diversity is accidental—the systems try to estimate what items users may
like based on similarities between users, users’ activities, or on explicitly specified
preferences. The users do not have any influence on conditions governing formation
of lists of suggested items. In this paper, we assert that application of fuzziness in
systems supporting users in their search activities will allow the users to overlook
and control mechanisms that identify alternatives and options suggested to them, as
well as to influence selection of individuals that constitute groups providing sug-
gestions. We focus on two applications of fuzzy methods that ensure controllable
selection processes and illustrate benefits of fuzzy-based processing of available
information. Firstly, we concentrate on social networks. A methodology for
selecting groups of individuals that satisfy linguistically described requirements
regarding the degree of matching between users’ interests and collective interests of
groups is presented. Secondly, we offer a novel recommending approach that
provides users with a fuzzy-based process aiming at construction of lists of sug-
gested items. This is accomplished via explicit control of requirements regarding
rigorousness of identifying users who become a reference base for generating
suggestions. A new way of ranking items rated by multiple users based on
Pythagorean fuzzy sets (PFS) and taking into account not only assigned rates but
also their number is described.
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1 Introduction

Users utilize the Web for multiple purposes. In the context of social networks, they
hope to find other individuals or groups of individuals that have similar interests. In
the context of entertainment or retail, they hope to find items of interest or potential
interest. To support their activities, they use multiple methods and tools including
search engines and recommender systems [1, 2].

Social-oriented systems allow their users to be involved in the process of adding
to the content of Web and sharing it with others. The users can easily leave their
observations and opinions on the Web and allow others to see them and express
their own options about the same digital items, called hereafter Web resources.
Some social services, such as Delicious (del.isio.us), Furl (furl.net), Flickr
(flickr.com), and CiteULike (citeulike.org), allow users to annotate and categorize
Web resources. The process of labeling—annotating—resources performed by
users is called tagging [3]. At the same time, users’ activities on the Web are easier
to monitor. Analysis and processing of these activities can allow for determining
users’ characteristic features and building users’ profiles.

Recommender systems, for the other hand, provide the users with items that
represent a best possible match to their interests. The two most popular recom-
mender schemas are collaborative and knowledge-based approaches [4, 5]. In the
former approach, items are being suggested based on the items seen, bought, or
simply rated by other users who seen, bought or rated, in the past, the same items as
the user who is looking for recommendations. In the knowledge-based approach,
the user provides her preferences and constrains, and recommended items match
these requirements to the highest possible degree.

However, if users want to find other users or groups of users with similar sets of
interests, or want to be provided with different items, the existing supporting sys-
tems are not very satisfying. Any deviation from “perfectly” matched users or items
seems to be accidental. The user does not have any control over “a degree of
matching,” “extensions,” or “additions.” The processes of search and recommen-
dation are controlled directly via the user’s preferences, or by history of the user’s
activities. For recommender systems, an important issue is processing of multiple
ratings associated with a single item. It is always a question how to balance the
ratings themselves with their number, and how to combine them to obtain a single
score identifying goodness of an item.

The chapter focuses on the application of fuzzy sets [6] to construct users’ sig-
natures and to aggregate them in order to create groups’ signatures. Further, these
signatures constitute the basis of the proposed methodology to support the user in her
process offinding compatible groups of users. The methodology is designed in a way
that the user who is looking for groups with similar interests governs the selection
process in a human-like way using linguistic terms representing her requirements
and precision of the search process. We also propose application of fuzziness to
address the issue of the user’s control of a selection process in a collaborative
recommender system, as well as to determine a single score describing an item based
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on multiple ratings. The user controls a selection process via explicitly shaping
composition of a group of users whose items and ratings constitute a reference base
for building a list of suggested items. The process of calculating a single score is
based on Pythagorean fuzzy sets (PFS) proposed in [7, 8].

The outline of the chapter is as follows. Section 2 contains a short introduction
to important aspects required for finding users and groups of users: cardinality of
fuzzy sets; and building a ranking of items: PFS. Section 3 is dedicated to a process
of identifying pertinent individuals or groups. It begins with a short description of
tagging systems and then continues with an explanation of creating user and group
signatures. The process of identifying suitable individual and groups of users is
fully presented. The section ends with a real-world example. An overview of the
process of building a list of suggestions is presented in Sect. 4. This section also
describes the user-controlled process of building a group of users, and a process of
creating a ranking of items. A real-world example using the Netflix competition
database is presented too. The paper is summed up with a conclusion section.

2 Fuzzy Mechanisms Required for Selection Processes

The proposed methodologies for identifying the most suitable friend and item are
based on cardinality of fuzzy sets and PFS. A method of determining cardinality of
a fuzzy set includes an input from the user in a form of a statement indicating the
user’s perception of minimum membership value that an element should have to be
treated as a member of set. This concept allows the user to control “specificity” of a
set, i.e., up to what degree elements should belong to a set to be recognized as
members of this set by the user. The concept of PFS is described next. It introduces
a measure of commitment together with its strength and direction. A value of
strength could represent a number of inputs, while direction could be used to
determine overall polarity of input—should it be positive or negative. Such inter-
pretation is used in the process of building a ranking of items.

2.1 Fuzzy Sets Cardinality

Cardinality of fuzzy sets can be determined in a number of different ways [9]. Let us
assume we want to determine cardinality of a fuzzy set A. Because elements belong
to the set to a degree the cardinality of this set is done based on α-cuts of A for
different values of α. For example, if we preform α-cut for α = 0.5, then we can
determine cardinality of the obtained set in a standard way counting elements with
the membership value not less than 0.5.

Here, we propose a modification of this simple approach. Our modification
involves an input from the user—a quantity called membership requirement. This
is a fuzzy set, called hereafter MemberReq, defined on the universe of discourse
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〈0,1〉 representing the user’s perception of what membership values an element
should have to be treated as a member of a set. Examples of different sets: Strict,
Moderate, and Relaxed are shown in Fig. 1. The user does not need to understand
the concept of fuzzy sets; she provides only a linguistic term representing her level
of “strictness” in determining the level of similarity—the so-called similarity
regime.

For the purpose of determining cardinality the above-defined fuzzy set
MemberReq is “interpreted” in the following way: values from the universe of
discourse ofMemberReq are treated as values of α used for α-cuts. So, right now the
set Strict indicates the user’s rigorous requirements regarding α values, i.e., the user
considers as valid only α-cuts for α of 0.8 and higher. For example, the α = 0.9 has
a membership value of 0.5 and this means the user’s level of acceptance of an α-cut
for α = 0.9 is equal to 0.5.

This allows us to create a fuzzy set, called Cardinality, representing user’s
perception of cardinality in the context of user’s acceptable levels of α’s for α-cuts.
The set is

CardinalitymemberReqðAÞ ¼
lðaiÞ
cardai

set I 

set II

Fig. 1 Examples of fuzzy
sets for membership
requirement: Relaxed,
Moderate, and Strict. These
two sets of membership
requirements are used in the
case study (Sect. 3.6)
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where μ(αi) represents the acceptance of value α determined by the user (via
MemberReq set), and card is the cardinality obtained for α-cut of the set A. In other
words, this set represents user’s degrees of acceptance of cardinalities calculated for
different α-cuts performed on a given fuzzy. The value of cardinality is obtained via
defuzzification [10, 11].

2.2 Pythagorean Fuzzy Sets

The PFS have been proposed by Yager in [7, 8]. It is a class of new non-standard
fuzzy sets. A membership grade of PFS can be expressed as follows: r(x) called the
strength of commitment, and d(x) called the direction of commitment, for each x
from the domain X. Both of them are in the range from 0.0 to 1.0. Here, r(x) and d
(x) are linked with a pair of membership grades AY(x) and AN(x). AY(x) represents
support for membership of x in A, while AN(x) represents support against mem-
bership of x in A. The relations between all these measures are follows:

A2
Y xð ÞþA2

NðxÞ ¼ r2ðxÞ
AY xð Þ ¼ r xð Þ � cosðhÞ
AN xð Þ ¼ r xð Þ � sinðhÞ

where

h ¼ arccos
AY ðxÞ
rðxÞ

� �

and

h ¼ 1� dðxÞð Þ � p
2

The value of r(x) allows for some lack of commitment. Its value is in the unit
interval and the larger r(x) is the stronger the commitment is, and the less the
uncertainty it represented. The value of direction of commitment d(x), on the other
hand, can provide an interesting insight into relations between AN(x) and AY(x). For
θ = 0, i.e., when there is not AN(x) part, the value of d(x) = 1 and this means that
there is no “negative” comments and the commitment direction is fully positive.
When both AY(x) and AN(x) are equal, the angle θ = π/4 and the value of d(x) = 0.5
indicating a natural direction of commitment. The other boundary condition is when
only AN(x) is present, and there is no AY(x)—in this case, d(x) = 0.0 representing a
lack of positive direction of commitment. As you can see the value of d(x) is
“detached” from the number of comments, it only depends on the ratio of com-
ments. It is a very interesting feature of PFS that is used in the proposed approach.
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2.3 Fuzzy Sets and Aggregation

Fuzzy set theory [6] aims at handling imprecise and uncertain information in var-
ious domains. Let D represents a universe of discourse. A fuzzy set F with respect
to D is defined by a membership function μF: D → [0,1], assigning a membership
degree μ(d) to each d 2 D. This membership degree represents the level of
belonging of d to F. The fuzzy set can be represented as pairs:

F ¼ lðd1Þ
d1

;
lðd2Þ
d2

; . . .

� �

For more information on fuzzy sets and systems, please consult [10, 11].
Aggregation of different pieces of information is a common aspect of any system

that has to infer a single outcome from multiple facts. An interesting class of
aggregation, called ordered weighted averaging (OWA) [12] operators, is a
weighted sum over ordered pieces of information. In a formal representation, the
OWA operator, defined on the unit interval I and having dimension n (n argu-
ments), is a mapping Fw: I

n → I such that:

Fwða1; . . .; anÞ ¼
Xn
j¼1

ðwj � bjÞ

where bj is the jth largest of all arguments a1, a2,…, an, and wj is a weight such that
wj is in [0,1] and the sum of all wj is equal to 1. For more on OWA, please go to
[13].

3 Finding Pertinent Individuals or Groups of Interests
in Social Networks

The users of social networks provide information regarding their likes, as well as
opinions about items the network is dedicated to. Therefore, a lot of information is
available to create a description of users and groups of users. The approach pre-
sented below is based on application of fuzzy sets and relations as a means of
defining users’ profiles based on such information.

3.1 Social Network and Tagging

Importance and popularity of social networks result in analysis of different aspects
of the networks such as recommending friends or finding coherent groups of
individuals. The basic approaches to determine similarity between users are (based
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on [14]): link matching—analysis of graphs created based on social networks;
content matching—similarities of contents posted by the users; and content and link
matching—the content matching algorithm equipped with social links derived from
the structure of social networks.

For the content matching, the topic very much related to this chapter, we can
distinguish three ways of identifying a community a given user can join [15]. The
first one is via checking a directory of communities manually organized by topics.
The second one is based on a set of social ties or via recommendations, while the
third one is performed via a keyword and/or metadata search. One of the content
matching techniques is the topological tree method used to automatically identify
and organize social networking groups based on a simple query [15]. Detection of
compatibility between users based on “semantic” and “complementary” relations is
presented in [16]. Another content matching algorithm is fully based on the com-
parison of contents posted by users on the Web [14]. The approach is closely related
to finding documents of similar content in the information retrieval field. An
interesting approach to determine similarity between users is presented in [17]. The
authors look for “clones” within a large, sparse social graph, as well as patterns of
shared interests. A different approach to find similar users is considered in [18]. To
model similarity, the authors assume that each user has a vector of preferences, and
two users are similar if their preference vectors differ in only a few coordinates.

A growing involvement of users in building repositories of digital items and
being responsible for their maintenance brings a new approach to describing
resources. This new approach is called tagging. All items are described by anyone
who “sees” them and wants to provide his/her description and/or comment. This
approach becomes quite popular due to its simplicity, effectiveness, and enjoy-
ableness [19]. Tagging becomes a source of information that is used for a number of
research topics. For example, discovering changes in behavioral patterns of users
[20], or discovering regularities in user activities, tag frequencies, and kinds of tags
used [21], just to mention a few. Formally, a tagging system can be represented as a
tuple [22]:

Definition 1 A tagging system is a tuple TS = (U, T, R, Y) where U, T, and R are
finite sets with elements users, tags and resources, respectively, while Y is a relation
between the sets, i.e., Y is subset of U × T × R. A post is a triple (u, Tur, r) with
u 2 U, and r 2 R, and a non-empty set Tur = {t 2 T| (u, t, r) from Y}.

The relation (uk, ti, rj) means that the user uk assigned the tag ti to the resource rj.

3.2 User Signature

Social network users constantly interact with their peers, add new items and tags, as
well as tag items they experienced. One of the ways of looking at this activity is a
fragment of the 〈U, R, T〉 matrix that is related to a single user ui. Such a fragment
could look like the one presented in Table 1. This two-dimensional matrix
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represents all information about activities of the user ui. Any time, she uses a tag to
describe an item (resource), a trace is left in the matrix. A mark “x” is put at the
crossing of a specific tag and recourse to indicate user’s interest in this tag and
resource. If we sum up the cells (treating “x” as one) over a single row, we obtain
frequency of usage of a given tag—the column “tag frequency”; if we sum them up
over a column, we obtain a number of tags used by the user to describe a resource—
the row “tags/resource.” See Table 1 for sample values.

A closer look at the row “tags/resource” in Table 1 allows us to think about these
numbers as indicators of importance/attractiveness of resources for the user. The
idea of building a fuzzy set “Resource Attractiveness”—ResAttract for short—
seems to be natural. This is a set with membership functions representing a degree
of attention the user commits to each of the resources. There are multiple ways of
building such a fuzzy set. One of them is proposed below:

ResAttractu kðrÞ ¼ b1
r1

;
b2
r2

; � ;
bm
rm

; � ;
bM
rM

� �

Table 1 A slice of 〈U, R, T〉 matrix representing activates of the user ui, as well as a fuzzy
relation—her signature (values in the brackets)

Tag Res

r1 r2 r3 r4 r5 r6 r7 Tag freq TagPop

t1 x
(1/2)

x
(1/2)

2 2/4

t2 x
(1/4)

1 1/4

t3 x
(3/4)

x
(1/2)

x
(3/4)

x
(1/4)

4 4/4

t4 x
(1/2)

x
(1/2)

2 2/4

t5 x
(1/2)

x
(1/2)

2 2/4

t6 x
(1/2)

x
(1/2)

2 2/4

t7 x
(1/2)

x
(3/4)

x
(3/4)

3 3/4

t8 x
(1/4)

1 1/4

t9 x
(1/2)

1 1/4

Tag/res 4 3 3 2 3 2 1

Res
Attract

4/4 3/4 3/4 2/4 3/4 2/4 1/4
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where

bm ¼ # of tags used for rm by uk
max# of different tags used for a single recource by uk

The values of the proposed membership function are determined as a ratio of a
number of tags the user used for a given resource to a maximum number of tags the
user used to label a single resource among all resources labeled by the user. In other
words, the value assigned to a single resource expresses the user’s degree of
attention dedicated to this resource when compared to the most “popular” resource,
i.e., the resource with the highest number of labels given by the user.

A very similar procedure can be applied to the column “tag frequency” in
Table 1. Here, we create a fuzzy set “Tag Popularity”—TagPop for short. The
purpose of this fuzzy set is to assign to each tag a degree of its utilization, i.e., a
value that represents how often the user uses it among all tags. The membership
function is

TagPopu kðrÞ ¼
a1
t1
;
a2
t2
; � ;

an
tn
; � ;

aN
tN

� �

where

an ¼ # of times tn was used by uk
max# of resources tagged by ukwith a single tag

The procedure for calculating the values of a membership function an uses the
maximum number of resources tagged with a single tag. In general, it is possible to
use any reasonable number as the reference—for example, an average number of
resources tagged by a single tag. In such a case, we assume that any tag that is used
above average will have a membership value of one. This would represent an
“optimistic” approach to estimating tag popularity. In the example presented in the
paper, we use the formula above—more “pessimistic” view.

Both fuzzy sets defined TagPop and ResAttract describe user’s activities—de-
grees of her interest in resources (higher degree of membership of a fuzzy set
ResAttract more attention she dedicates to a resource), and degrees of her usage of
labels (higher degree of membership of a fuzzy set TagPop more often a given tag
is used). In order to capture both aspects of the user’s typical usage of resources and
tags we propose to build a fuzzy relation based on both sets. We will call this
relation UserSignature:

UserSignatureuk r; tð Þ ¼ ResAttractuk rð Þ � TagPopuk ðtÞ
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For a single resource ri and a single tag tj, the relation value is

UserSignatureuk ri; tj
� � ¼ minðResAttractuk rið Þ � TagPopuk ðtjÞÞ

This relation is interpreted in the following way: high values of the relation
indicate resources that are of interest for the user labeled with tags that the user
likes. In other words, this relation has the highest values for the case of the most
distinctive—unique for the user—resource/tag combinations. Based on the defini-
tion presented above and the examples of fuzzy sets we can build such a fuzzy
relation—values in the brackets in Table 1.

In general, we can perform some simple analysis of this user’s signature. For
example, we can project it on one of the dimensions—resources or tags—and study
user’s interest in resources and tags’ popularity once the influence of tags and
resources has been taken care of (via building the relation). If additionally, we make
α-cuts [10, 11] for different values of α, we can look at subsets of resources
representing different degrees of user’s interests, and subsets of tags representing
different degrees of popularity.

3.3 Finding Pertinent Individual

The relation UserSignature created for each user constitutes the user’s description.
Therefore, we assert that comparison of users is equivalent to comparison of their
UserSignature relations. The relations UserSignature are two-dimensional fuzzy
sets. We want to compare these fuzzy sets based on their elements. The similarity
measure we use here, analogous to the Jaccard index, is

intrstBsdCompðui; ujÞ ¼ jTðUserSignatureu iðr; tÞ;UserSignatureu jðr; tÞÞj
jUserSignatureu iðr; tÞj

where |.| represents set’s cardinality, a T-norm is used to determine the union of sets [9,
23]. The presented equation requires cardinality of a fuzzy set (Sect. 2.1). As it can be
observed, the intrstBsdComp between UserSignatures is done in the reference to the
UserSignature of the user who is trying to determine compatibility of other users to
her. Such a notion is quite natural—in reality if we try to determine our similarity to
another person we always compare everything to what we know about ourselves.

3.4 Group Signature

The process of determining interest-based compatibility between users can be also
applied to the process of determining interest-based compatibility between a single
user and a group, as well as between two groups.
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A group G contains a number of users (we assume here a binary membership,
i.e., a user belongs to a group or not, in general we can have a degree of mem-
bership to a group, any method suitable for determining users cliques can be applied
here). When each user is represented with her UserSignature, we can aggregate all
UserSignatures and obtain a GroupSignature:

GroupSignatureðr; tÞ ¼ AggregationOperu iGðUserSignatureu iðr; tÞ

where AggregationOper represents any aggregation operation. The operation that is
considered in the chapter is the OWA operator. The attractiveness of OWA comes
from its ability to combine pieces of information using linguistic quantifiers (LQ)
defining both range and degree of contribution of individual pieces toward the
overall value. Utilization of different LQ allows us to control the degree of exact-
ness of group’s description (the depth of analysis of users’ activities):

GroupSignatureðr; tÞ ¼ OWALQ
u i2GðUserSignatureu iðr; tÞ

and is performed on a single pair 〈resource, tab〉 basis.
For example, if we use the linguistic quantifier “max” we construct GroupSignature

in a very forgiving way—even resources/tags that are popular among a few users or
used by a very few users become a part of this group’s signature. This means a broad
and full description of the group—even pairs 〈resource, tag〉 with small interests (tiny
values of membership) become a part of signature representing the group.

The quantifier “min,” on the other hand, means we want to represent the users’
activities only via the most frequently used labels and most popular resources
across all users. This means that a group signature contains only pairs that are the
most popular among all members of the group. The signature is constituted only
with core pairs.

The “in the middle” case is obtained with the quantifier “most.” The group
signature obtained with this quantifier contains 〈resource; tag〉 pairs that are most
popular among the users.

3.5 Finding Pertinent Group

Once GroupSignature of a group is determined, we can compare it with the user’s
UserSignature in a similar way we do it for the case of two UserSignatures. The
interest-based compatibility is determined with the following formula:

intrstBsdCompUGðui;GÞ ¼ jTðUserSignatureu iðr; tÞ;GroupSignatureðr; tÞÞj
jUserSignatureu iðr; tÞj
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The process of determining cardinality of fuzzy sets can be done with different
membership requirements (different α-cuts). When this is combined with different
approaches for determining a group signature, the user can identify different ways
of comparing herself to a group.

Some possible variations of membership requirements and aggregation of sig-
natures of group members give the following scenarios of identifying compatibility
between the user and a group:

Relaxed and max (broad): The user wants to explore, she wants to find new
things and looks for novelty, the user “compares” herself to all members of the
group; however, the user does not require that majority of the group has to “fit” her
interests, even single individuals who have very similar signatures would make the
group look like a good match;

Strict and min (focus/core): The user is very focused and looks for a group that
has interests very similar to her, a group signature reflects common interests of all
users; therefore, a group the user is looking for is quite coherent in the interests that
match hers to the highest possible level;

Moderate and most (majority): The user is open for novelty but does not want
to “go” too far with newness; The user is okay if not all members are interested in
the same things, but most of them are, at the same time, okay if only a few group
members like things she does.

Presented above three possible scenarios describing different needs and
requirements of the user shows flexibility of the proposed approach, as well as its
ability to become a truly human-centric method of finding interest groups.

3.6 Case Study

The presented case study embraces a single scenario where the user is trying to find
whether an existing group of users is a good fit for her. We use a small fraction of
the tag cloud from the www.thelibrarything.com. The slices representing five
“experienced” uses—A, B, C, D, and E, and a “novice” user—T—have been pulled
out from the cloud. Figure 2 illustrates resources—authors—that are tagged by the
experienced users. For example, the user A has tagged ten different authors: Borges,
Cervantes, Calvino, Alighieri, Marquez, Neruda, Hamsun, Merwin, McEwan, and
Rushdie. At the same time, we can say the users A, B, C, and D tagged the author
Gabriel Garcia Marquez, while A, B, and D tagged Salman Rushdie. These five
users constitute a group.

There are 28 different tags that have been used by the users. Some of them are as
follows: fiction, twentieth–twenty-first-century novel, translation, and European
literature. The user A is most active in the group, while the user T does not have a
lot of tags and only few resources. A closer look at the user’s T activities indicates
her inclination toward fiction.

The determination process is performed for two sets of membership require-
ments: Strict, Moderate, and Relaxed (Sect. 2.1), Fig. 1. The set I represents a very

208 R.R. Yager and M.Z. Reformat

http://www.thelibrarything.com


demanding needs. Even for the Relaxed requirement, a membership value of 0.5 is
accepted only to the degree 0.167. The acceptance level of 0.5 is set for the
membership value of 0.7. The set II is different, for the Relaxed requirement
membership values of 0.5 and 0.7 are accepted to the degrees of 0.5 and 0.7,
respectively. The calculated values of interest-based compatibility for the user T for
both sets of membership requirements are presented in Table 2.

For the group signature created with the operator max, and for the set I of
membership requirements, the compatibility between T and the group is not higher
than 0.542 (for the requirement Relaxed). These values are similar to the ones
obtained for the compatibility between the user T and the user A (not reported in the
paper). This seems justified by the fact that the user A is the most active one and the
group signature reflects the fact that interests of all other users are “subsumed” by
the interests of the user A. For the set II, the values for Strict and Moderate
membership requirements are similar to the ones obtained for the user-to-user
comparison (T-to-A, not shown here), but for the Relaxed requirements the value of
compatibility equals 0.940 and is higher than for the user-to-user. This indicates
that when the group is represented by the signature taking into account any book or
tag used by its members, the group “subsumes” the user A.

The results for the comparison of the user T with the group when the group’s
signature is obtained using min-operator are quite different. For the set I—the
values of interest-based compatibility are all zero except the Relaxed requirement,

Fig. 2 Users A, B, C, D, and E together with resources representing authors tagged by them

Table 2 Interest-based compatibility between a user and a group

User T Membership requirements

Strict Moderate Relaxed

Set I Set II Set I Set II Set I Set II

Versus group (max) 0.000 0.438 0.300 0.617 0.542 0.940

Versus group (min) 0.000 0.000 0.000 0.118 0.042 0.400
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but even then its value is only 0.042. The compatibility looks a bit better when the
set II is used. In this case, the value for the Relaxed requirement is equal to 0.400.

All this means that the user T and the group are interest-based compatible in the
broad sense. The group would fit the needs of the user T when she looks for novelty
and wants to explore, as well as find new books to read. On the other hand, when
the user T is focused and is looking for a group with core interests similar to hers,
the group is not a very good fit.

4 Construction of Item Suggestion Lists

One of the most common utilization of the Web is a search for variety of items.
Users look for suggestions what to buy, see or where to go, just to name a few of
types of items for which they seek suggestions. In this section, we propose a new
approach for ranking items evaluated by multiple users. The fuzzy-based method
allows the user to determine in a linguistic way a group of users whose evaluations
are taken into consideration when a ranking list is created.

4.1 Recommending or Suggesting

When a list of suggested items is provided to the user, it would be good to see some
variety of items shown to the user. This would resemble a true browsing process—
the user “roughly” knows what she wants and tends to wander around looking for
things that could be of interest for her. Of course, the user is doing it with all her
“background” knowledge regarding what she likes, but at the same time, she lets
herself to be adventurous. In order to mimic such behavior, we propose the fol-
lowing procedure that ensures a more human-like experience in finding variety of
items that could have potential interest to the user.

The first step is to determine a group of users that have evaluated the same items
(for example movies) in a similar way as the user who looks for suggestions. The
similarity is controlled by the user and reflects her way of determining a level of
matching between her evaluations and evaluations of other individuals who expe-
rienced (watched) the same items (movies) as she. So far, we envision three possible
ways of identifying similarity of items (movie) evaluations: (a) strict—evaluations
have to match to the highest possible degree; (b) strict on high—positive evaluations
have to match to the highest possible degree; however for the negative evaluations,
the user is forgiving, in other words, the user wants to see a list of suggestions
created based on users who agree with her in the case of the positive evaluations and
could have different opinions in the case of negative evaluations; and (c) strict on
low—the opposite to the above one, i.e., the user wants to see a list of suggestions
created based on users with whom she agrees regarding the negative evaluations, and
relaxes her requirements for matching positive evaluations. This process will lead to
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creation of a list of users with similar—up to the user’s requirements—preferences
regarding items (movies). Each user’s preference pattern is determined by aggre-
gation of all matching scores across of all items (movies) overlapping between the
user and a potential member of a group.

The second step is to identify a list of items that have not been experienced by
the user who looks for suggestions, but common to all the users from the group. It is
the simplest step—it involves finding a common set of items among all items
experienced by the members of the group identified in the first step.

The third step is to rank all selected items. The ranking of items has to take into
consideration two components: quantitative—a number of ratings for each item;
and qualitative—a distribution of positive and negative ratings.

4.2 Building Base of Related Users

In order to provide any suggestions, we need to have a pool of users who somehow
resembles or have similar interests to the user who is looking for suggestions.
Selection of such a group can be done in multiple ways, and in majority of situ-
ations such as process happens without any influence of the user. The approach we
propose here provides the user with a way of indicting how “close” members of
created group should be when compared with the user. The user governs this
process via providing linguistic terms identifying strictness of the comparison
between items rated by the user and items rated by members of a group being
created.

Any items rated by two users can be compared using different approaches. The
simplest one would be to check whether both ratings are the same. In such a case,
we would obtain a binary result—a perfect match or total mismatch. Quite often,
such a comparison is useful and it leads to finding a person who is very much like
the user, kind of “a mirror image of the user.” However, in the situation the user
would like to “expend” her set of items and “go beyond” its own comfort zone, i.e.,
find something more diverse—a different type of comparison is needed. The
approach presented here addresses such a need.

A proposed approach for comparison of ratings uses linguistic terms to control
flexibility of this process, i.e., how differences between ratings should be treated.
There are a number of different rating schemas, but without loss of generality we
assume for the rest of the paper that the ratings are in the range from 1 to 5, where 1
represents “do not like” and 5 “like very much,” with 3 indicating “neutral.” To
make the comparison of ratings controllable, we identify three terms describing
strictness of the comparison process:

– two-side-bounded evaluation: the comparison is very strict, both ratings—pos-
itive and negative—have to be matched to the highest degree;

– positive-side-bounded evaluation: the comparison is strict for positive evalua-
tions and relaxed for negative evaluations; in other words, the user is okay when
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her negative ratings are not considered very “seriously,” but positive ratings
have to be matched to the highest degree;

– negative-side-bounded evaluation: the comparison is opposite to the above one—
positive ratings do not have to match perfectly, but the negative ones have to be
respected.

Let us assume we have two items to compare: an item to which the comparison
is done—we called it a reference_item, and an item being compared—we called it
an other_item. The comparison procedure is as follows: (1) the rating Rref of the
reference_item is subtracted from the rating Rother of the other_item, (2) the
obtained difference is modified by an appropriate mapping representing the user’s
evaluation requirement, and the resulting value is a level of compatibility of two
ratings.

An implementation of terms controlling the evaluation process is done using
fuzzy sets. Let us define a universe of discourse D that is a range of differences
between ratings. A fuzzy set is a mapping

lLTerm : D ! ½0; 1�;

and the compatibility of ratings is

RateComp ¼ lLTermðRother � RrefÞ

where μLTerm is a fuzzy set associated with an appropriate linguistic term. Three
possible sets representing the described above terms are shown in Fig. 3.

Figure 3a represents a fuzzy set for the two-side-bounded evolution. It allows for
a small deviation of Rother from Rref: the perfect match gives the score of 1.0, while
a difference of 1.0 or −1.0 leads to the score of 0.5. Any other difference gives the

(a) (b)

(c)

Fig. 3 Examples of fuzzy sets representing three linguistic terms: two-side-bounded (a), positive-
side-bounded (b), negative-side-bounded (c)
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score of 0.0. A fuzzy set for the negative-side-bounded evaluation, Fig. 3b, gives
the score of 1.0 for the perfect match. However, it “penalizes” the situation when
the difference Rother − Rref is positive, what ensures that the user’s low ratings are
well matched. On the other hand, when the difference Rother − Rref is negative, i.e.,
when Rother is smaller than Rref, the evaluation is more forgiving—there is no
requirement for a good match for the user’s high ratings. A fuzzy set presented in
Fig. 3c for the positive-side-bounded evaluation reflects the inverse behavior to the
negative-side-bounded case.

A group is built in a process of selecting users who have a similar pattern of
rating items to the user who looks for suggestions. Using different comparison
fuzzy sets, we obtain different groups of users. Each of these groups contains users
who match the user (our reference user) differently. This effect is desirable because
this means that each group contains a slightly (not totally) different set of users. And
a different set of users leads to a different set of items—therefore, suggestions
provided by each group can be a bit different.

In a nutshell, the process of creating a group of users can be described via the
following algorithm:

Another human-like aspect of creating a group is a linguistic-based control of an
aggregation process (line 7). In the proposed approach, we use linguistic-based
OWA [23]. Any linguistic quantifiers can be applied to calculate a rating com-
patibility measure.

Example To illustrate the process, let us take a look at a very simple situation
where we have the Uref and another user—Ui, and both of them ranked the same
five items. Their ratings are in Table 3 column 1 and 2, respectively.

The difference between ratings is shown in column 3. This difference is used as
the input to three different linguistic terms introduced in the previous section: two-
side-bounded—the obtained values are in column 4; positive-side-bounded—col-
umn 5; and negative-side-bounded—column 6. It can be easily observed that the

INPUT: Mref movies rated by the user Uref
ULall a list of users
{Mi} a set of movies rated by each user (Ui) from the list ULall

OUTPUT:  G a list of users constituting a group

1 Select Users who ranked the Same Movies as Uref, i.e., Mi contains Mref

2 Create a list of Selected Users: ULother

3 for each user Ui from ULother

4  for each movie from Mref

5   Compare Ratings: calculate score and store it
6  rof
7 Create Rating Compatibility measure: aggregate scores
8 rof
9 Sort Users from ULother based on Rating Compatibility measures

10 Create group G: select top 25 percent from sorted ULother 
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two-side-bounded term is very strict, the positive-side-bounded term “forgives”
when there is a mismatch for items ranked high by Uref, and the negative-
side-bounded term “forgives” when the mismatch happens for items which the Uref

ranked low.
The application of OWA with the linguistic quantifier MOST leads to a small

compatibility score of 0.04 in the case of the two-side-bounded evaluation. For the
negative- and positive-side-bounded evaluation, the score is the same 0.15.

4.3 Creating List of Possible Items

The group generation process ends up with a group of users who rank items in a
way that resembles the user’s way, i.e., it could “tightly” resemble the user’s
rankings for both positive and negative rankings, or just one of them. At the same
time, many of these users ranked items that have not been experienced/ranked by
the user yet, and a set of these items is a starting point for building a suggestion list.

In general, multiple users from the group can rank, in the scale from 1 (worst) to
5 (best), a single item. It means that a single item can have multiple rankings. The
proposed approach is taking into consideration two aspects in order to determine a
single score representing a degree of attractiveness to the user. These two aspects
are as follows: overall combined ratings provided by the users from the group; and
a number of users who provided these ratings. Such calculated degree of attrac-
tiveness is used to sort items and provide a list of suggestions to the user. In the
proposed method, we use PFS to identify the final ranking of suggestions.

4.4 Ranking of Items

A process of building a ranking starts with determining a score, called degree of
attractiveness, for a single item. The process comprises a number of steps.

Table 3 Illustration of a proposed method for composing a group of users

Uref Ui Difference
Ri–Rref

Two-side Positive-side Negative-side

Ratings Rating compatibility

5 1 −4 0 0.25 0

4 2 −2 0 0.5 0

3 3 0 1 1 1

2 4 2 0 0 0.25

1 5 4 0 0 0.5
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The first step is to build PFS for a single item. In order to do this, we perform a
mapping from the users’ ratings into AY(x) and AN(x) values. It happens in the
following way:

– Ratings 5 and 4 are mapped into 1.0 and 0.5, and the sum of them is assigned to
AY(x).

– Ratings 1 and 2 are mapped into 1.0 and 0.5, and the sum of them is assigned to
AN(x).

– Rating 3 is natural and is not mapped at all.

Based on obtained values of AY(x) and AN(x), we calculate values r(x)—strength
of commitment, and d(x)—direction of commitment. This is performed for all
movies. We find rmax and normalize all r(x). Now, the maximum r(x) is 1.0, and all
other ones are in the range from 0.0 to 1.0.

The next step is to calculate a score—an attractiveness value. And this is done
using a single transformation of d(x) and r(x). If we represent a PFS in polar
coordinates (Fig. 4), we can think of an area bounded by the axe AN(x), r(x), and a
fragment of the circle circumference connecting AN(x) and the tip of the r(x)—a
thick line in Fig. 4a. Such defined fragment of the circle represents simultaneously
two things: a level of commitment (normalized rnorm(x)) and a direction of com-
mitment—in this particular case more commitment means smaller angle θ and
larger the circle fragment. The formula representing this relationship is

score1 ¼ r1 � a1 ¼ r1
p
2
� h1

� 	

and knowing that

h1 ¼ 1� d1ð Þ � p
2

so

score1 ¼ r1d1
p
2

As we can see the attractiveness is simply a product of r(x) (strength commit-
ment) and d(x) (direction of commitment), the π/2 is a simple constant that can be
omitted for in the comparison process. If we calculate score for another PFS,
Fig. 4b, we can compare both PFSs.

With such defined attractiveness of an item, ranking of items rated by the users
for a determined group is a simple sorting process. As the result, we obtain a list of
suggestions.

Example As in the case of building a group of users, also here we present a simple
example that explains how five items with multiple ratings are compared and
eventually ranked. Let us assume the ratings as shown in Table 4, column 1.
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Table 4 contains all intermediate results; however, we focus on the last four
columns: rnorm—normalized strength of commitment, d—direction of commitment,
as well as score and rank. As we can see the strongest commitment has Item-5, the
weakest has Item-2. In the case of direction of commitment—the most positive has
Item-3 and Item-4, and the most negative is Item-5. Overall, the score, a product of
rnorm and d, indicates Item-4 as the most suitable suggestion, with Item-3 as the
second (even if it has only two ratings but both positive), and Item-1 as the third
(quite a number of ratings but evenly split between positive and negative).

4.5 Netflix Example

In order to illustrate the proposed method in a real-world scenario, we have applied
it to building a list of suggested movies. For this purpose, we use Netflix data that
have been used in Netflix competition [24]. The database of movies and ratings
contains a total of 17,770 movies and 480,190 users.

We have created a user Uref who wants a suggestion list created from Netflix
movies. We assume that the Uref have seen the fifteen movies. A sample of these
movies and their rating are presented in Table 5.

Group Building Process The first step is to determine a group of users who “fit”
the Uref requirements regarding compatibility of movie ratings. We used all three
terms introduced in Sect. 4.2. As the result, we obtained three groups of users:

(a) (b)

Fig. 4 PFSs in polar coordinates: a single PFS (a), and two PFS with different r(x) and d(x) (b)

Table 4 Illustration of a proposed method for ranking items with multiple ratings

Ratings AY AN r rnorm d Score Rank

Item-1 5, 4, 3, 2, 1 1.5 1.5 2.1213 0.6975 0.50 0.3486 3

Item-2 5, 3, 1 1.0 1.0 1.4142 0.4650 0.50 0.2325 4

Item-3 5, 4 1.5 0 1.5000 0.4932 1.00 0.4932 2

Item-4 5, 4, 4, 4, 3, 2 2.5 0.5 2.5495 0.8383 0.87 0.7293 1

Item-5 4, 3, 2, 2, 1, 1 0.5 3.0 3.0414 1.0000 0.11 0.1100 5
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– group T-SB: obtained with the two-side-bounded term; it contains 2 users (their
userIDs 1578801 and 647979), and a number of movies rated by the users is
4972;

– group N-SB: obtained with the negative-side-bounded term: a number of users
in the group is 6, and a number of different rated movies is 11034;

– group P-SB: obtained with the positive-side-bounded term: the group is the
largest, it includes 8 users, and a number of different movies to be selected from
is 17540.

Generation of Recommendations: The movies associated with each of the groups,
and not seen by the Uref, have been used to create the suggestion lists. Due to the
space limitations, only top three movies, their scores, and some statistics are shown:

– group T-SB: top movies are Akira Kurosawa’s Dreams, The Good, and the Bad
and the Ugly, Chariots of Fire; a total of 562 movies have a score above 0.5,
including 235 with a perfect score of 1.0;

– group N-SB: top movies are The Lord of the Rings: The Fellowship of the
Ring: Extended Edition, Lord of the Rings: The Return of the King, and Star
Wars: Episode IV: A New Hope; in this case 421 movies obtained a score above
0.5, including 8 with 1.0;

– group P-SB: top movies are Lord of the Rings: The Return of the King, Lord of
the Rings: The Fellowship of the Ring, and Lord of the Rings: The Two Towers;
a total of 130 movies with a core above 0.5, only 3 with 1.0 score.

Please note that the recommendations generated based on the group T-SB
contain the highest number of movies, and almost half of them have a perfect score.
The fact that the Uref is very strict here shows that only two users from 480190
watched the same movies and rated them in the same way. Therefore, the sug-
gestions do not have a huge “base”—only two users have rated each movie. This
explains a high number of movies with a perfect score, and somehow diverse set of
recommendations.

For the recommendations built using the other two groups, N-SB and P-SB, the
situation is different: more users match the movie ratings made by Uref, so the lists
of suggestions seem to include movies that appear to be a good fit to Uref interests.
There are a much smaller number of movies with the perfect score, but this can be

Table 5 A sample of movies
and their ratings

Movie Rating

Title ID

Star Trek: Voyager: season 7 10141 5

Star Trek: insurrection 12513 5

Star Trek: the next generation: season 1 10666 5

The sound of music 12074 2

The Exorcist 2: the heretic 9387 2

The Exorcist 16793 1

Night of the living dead 9940 1
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explained by the fact that it is more difficult to find consensus among a larger
number of users.

5 Conclusion

The increasing perception of the Web as a new social platform has introduced a
need for methods and tools that support users’ search for other users or user groups
that share, at least partially, their interests. In the paper, we propose to use two
fuzzy sets as representations of users. One of these sets is built out of all tags used
by the user to annotate resources. It represents popularity of tags and is called
TagPop. Another fuzzy set is built out of all resources that are annotated by the
user. This set represents importance or attractiveness of resources to the user. This
set is called ResAttract. If both fuzzy sets are created for a single user and combined
as a relation, a fuzzy-based description of the user is generated. These descriptions
of users—UserSignatures—can be used to determine similarity between them.

We propose a measure of interest-based compatibility of a single user to another
user. This measure is a ratio of cardinalities of two fuzzy sets. In order to make this
feasible, we introduce the concept of cardinality of a fuzzy set that involves an input
from the user—a quantity called a membership requirement. This membership
requirement is a fuzzy set representing user’s perception of what membership
values an element should have to be treated as a member of a set. Based on these
membership requirements, cardinality values of fuzzy sets are determined. The
chapter also proposes the method to aggregate signatures of all users that are
members of a single group and create a group signature. The aggregation process is
governed via the OWA operator with linguistic quantifiers provided by the user.
Using the proposed approach for determining compatibility between users, a level
of interest-based compatibility between the user and a group is determined.

The paper reports on preliminary experimental studies. It includes a real-
world-based case study using the data from the Web site www.librarything.com.
This Web site contains a collection of books and a multitude of users who annotate the
books with variety of tags. From this system, we have picked a number of users and
performed an experiment for determining interest-based compatibility between a single
user and a group.

We envision a series of experiments addressing the construction of fuzzy sets
ResAttract and TagPop; however, the limited space and a need for a thorough
explanation of the proposed approach have forced us to leave it for the future work.

The users’ anticipations regarding what can be found on the Web exceeds initial
expectations of finding items that represent a perfect match to what the users already
know. On many occasions, the users want to be exposed to more variety of items,
items that go beyond their core interests. The recommendation systems try to
provide the user with diversity of suggested items, but it is done without the users’
input.
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Further, we introduce two novel techniques that lead to construction of alternative
versions of lists of recommended items. One of them allows the user to control a
process of identification of groups of users that are used as the reference for created an
initial list of possible suggestions. The other technique is applied to a process of
generating rankings of times. It combines multiple ratings and generates a single score
that reflects both a number of ratings and their values.

The new methods have been used to generate lists of suggested movies using
Netflix database.
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Association Measures on Sets
with Involution and Similarity Measure

I. Batyrshin

Abstract The methods of construction of non-statistical association measures on
the sets with involution operation and similarity measure are proposed. The
Pearson’s correlation coefficient is obtained as a particular case of the class of
association measures associated with Lukasiewicz t-conorm. Examples of associ-
ation measures on [0, 1] and on the set of fuzzy sets are considered.

1 Introduction

The association measures are widely used in data analysis. They can measure direct
or inverse relationships between data. The inverse relationships can have different
nature: “high” versus “small” values of variables, “increasing” versus “decreasing”
patterns of time series, similarity with a statement or with its negation in fuzzy
logic. The examples of association measures are the Pearson’s correlation coeffi-
cient [1, 2] playing fundamental role in statistical data analysis, the local trend
association measure and its variations [3, 4] used in analysis of time series shape
associations and a measure of correlation of membership functions considered in
[5]. Recently, a problem of construction of time series shape association measures
defined as functions satisfying some reasonable properties was discussed in [6] and
the methods of construction of such measures using distance-based similarity
measures have been proposed in [7]. The results of [7] have been extended in [8] on
a set with involution, and the methods of generation of association measures pro-
posed in [7] have been extended here using the pseudo-difference operations
associated with t-conorms. It was shown [7, 8] that the sample Pearson’s correlation
coefficient can be constructed as a particular case of the family of association
measures related to Lukasiewicz t-conorm.
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This work is based on the paper [9] with the same name presented on 4th World
Conference on Soft Computing, Berkeley, California, 25–27 May 2014. It extends
the results of [7, 8] on general case of non-statistical association measures as
functions defined on a set with involution and similarity measure and satisfying the
properties similar to the properties of Pearson’s correlation coefficient. It considers
some problems appearing in unified definition of non-statistical association mea-
sures on such different domains such as the set of time series, the set of truth or
probability values [0, 1] and the set of fuzzy sets. Some new results in this area can
be found in [10–15].

The paper has the following structure. Sect. 2 discusses the desirable properties
and possible definitions of association measures on the set with involution.
Section 3 considers some definitions of basic concepts of fuzzy logic used further in
the paper. Section 4 considers the general methods of construction of association
measures by means of similarity measures and pseudo-difference operations asso-
ciated with t-conorms. The methods proposed in this section are used in Sect. 5 and
in Sect. 6 for the construction of examples of association measures on [0, 1] and on
the set of fuzzy sets with discrete domain. The conclusions and discussions are
given in the last section.

2 Definition of an Association Measure

As a prototype in the definition of association measure, consider the sample
Pearson’s correlation coefficient:

corrðx; yÞ ¼
Pn

i¼1 xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 xi � �xð Þ2 �Pn

i¼1 yi � �yð Þ2
q ; ð1Þ

taking values in [−1, 1]. Note that this function does not defined for x = const and
y = const and one can restrict himself calculating corr(x, y) only when x, y ≠ const.
For the completeness of the definition, corr(x, y) can be redefined properly for x,
y = const. The correlation coefficient has the following properties fulfilled for all x,
y ≠ const:

corrðx; yÞ ¼ corrðy; xÞ; ð2Þ

corrðx; xÞ ¼ 1; ð3Þ

corrðx;�yÞ ¼ �corrðx; yÞ; ð4Þ

corrð�x;�yÞ ¼ corrðx; yÞ; ð5Þ
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corrðx;�xÞ ¼ �1; ð6Þ

corrðx; xÞ� corrðx; yÞ: ð7Þ

(5) follows from (4) and (2); (6) follows from (4) and (3); and (7) follows from (3)
taking into account corr(x, y) 2 [−1, 1]. Hence, the properties (5)–(7) follow from
(2)–(4). These properties can be considered as basic properties of the correlation
coefficient. Note that (6) and (3) [and hence, (4) and (3)] are contradictory when
x = −x, so we need to avoid such contradictions between possible axioms of
association measures.

The correlation coefficient plays fundamental role in statistical data analysis.
However, in time series data mining [3, 4, 16–20] in the analysis of similarity and
associations between shapes of time series, the correlation coefficient is not a best
choice for association measure. For example, suppose that X is a set of real-valued
time series x = (x1, …, xn) with −x = (−x1, …,−xn). Consider the modified
benchmark example of synthetic time series from [4, 14, 21] given in Table 1.
Figure 1 depicts the charts of these time series with all values multiplied by 10.

The time series x and y have the similar shapes, and it can be supposed that the
reasonable shape association measure should have sufficiently high positive A(x,
y) > 0 and negative A(x, −y) < 0 values, but we have for them corr(x, y) = corr(x,
−y) = 0. The better choice for a measure of time series shape associations gives the
local trend association measure [3, 14] based on moving approximation transform
(MAT). MAT transforms time series x = (x1, …, xn) into a sequence
MATk(x) = (a1, …, an−k+1) of slope values (local trends) of simple linear regres-
sions, fi = ait + bi, of time series values (xi, …, xi+k−1), i 2 {1, …, n − k + 1} in
sliding window of size k. Suppose that x = (x1, …, xn) and y = (y1, …, yn) are the
two time series and MATk(x) = (ax1, …, axm), MATk(y) = (ay1, …, aym), k 2 {2,
…, n − 1}, m = n − k + 1 are their MATs. The following function is called a
measure of local trend associations (LTA):

ltakðx; yÞ ¼
Pm
i¼1

axi � ayiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1

a2xi �
Pm
j¼1

a2yj

s ; k 2 f2; . . .; n� 1g: ð8Þ

This measure, for example, for time series given in Table 1 and Fig. 1 for
window size k = 2 gives value lta2(x, y) = 0.53 that corresponds to our perception
about positive association between the shapes of time series x and y, because they

Table 1 Example of three
synthetic time series with corr
(x, y) = corr(x, −y) = 0

I 1 2 3 4 5 6 7 8 9 10

X 10 8 5 6 9 15 20 25 18 14

Y 20 12 1 2 4 5 6 7 4 2

−y −20 −12 −1 −2 −4 −5 −6 −7 −4 −2
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are synchronously moving up and moving down. For time series x and −y, this
measure gives dually negative association value lta2(x, −y) = −0.53. In [4], it was
considered a modification of this method when slope values axi in (8) are replaced
by sign(axi) 2 {−1, 0, 1} values. The modified in such form association measure
(8) for benchmark example from Table 1 gives values as lta2(x, y) = 1, lta2(x,
−y) = −1. Both measures satisfy the properties (2)–(4):

ltakðx; yÞ ¼ ltakðy; xÞ; ð9Þ

ltakðx; xÞ ¼ 1; ð10Þ

ltakðx;�yÞ ¼ �ltakðx; yÞ: ð11Þ

These measures are not defined if all slope values are equal to 0.
In [6], a time series shape association measure is defined for all x, y ≠ const, as a

function taking values in [−1, 1] and satisfying the properties:

Aðx; yÞ ¼ Aðy; xÞ; ð12Þ

Aðx; xÞ ¼ 1; ð13Þ

Fig. 1 Example of three synthetic time series with values from Table 1 multiplied by 10. Time
series: x and y (from above), x and −y (from below). We have: corr(x, y) = corr(x, −y) = 0
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Aðx;�xÞ ¼ �1; ð14Þ

Aðx;�yÞ ¼ �Aðx; yÞ: ð15Þ

Aðxþ q; yÞ ¼ Aðx; yÞ for all real values q: ð16Þ

In many applications, also the following property can be required:

Aðpx; yÞ ¼ Aðx; yÞ; if p[ 0: ð17Þ

The general method of construction of shape association measures satisfying
these properties has been proposed in [7]. It contains the following components:
(1) a time series standardization F(x); (2) a dissimilarity measure D(F(x), F(y));
(3) a transformation of D into a similarity measure SIM; and (4) a transformation of
SIM in an association measure A. Each component should satisfy some conditions
to obtain finally a shape association measure A satisfying considered above prop-
erties. This approach gives possibility to define a wide range of association mea-
sures. For example, the correlation coefficient (1) can be obtained using the
following components:

FðxÞi ¼
xi � �xffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
j¼1 xj � �x

� �2q ; �x ¼ 1
n

Xn
j¼1

xj ð18Þ

Dðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
i¼1

FðxÞi � FðyÞi
�� ��22

s
; ð19Þ

SIMðx; yÞ ¼ 1�D2ðx; yÞ=4 ¼ 1� 1
4

Xn
i¼1

FðxÞi � FðyÞi
�� ��2; ð20Þ

ASIMðx; yÞ ¼ SIMðx; yÞ�SIMðx;�yÞ: ð21Þ

In [8], it was shown that (21) can be considered as a pseudo-difference operation
associated with Lukasiewicz t-norm, and the sample Pearson’s correlation coeffi-
cient can be considered as a member of the family of association measures related
to Lukasiewicz t-conorm.

In [5], it was considered a measure of correlation of membership functions f (in
the case of finite domain):

cðf1; f2Þ ¼
1� 4

H

P
x2U

f1 xð Þ � f2 xð Þ½ �2; if H 6¼ 0

1; if H ¼ 0

(

H ¼
X
x2U

2f1 xð Þ � 1½ �2 þ
X
x2U

2f2 xð Þ � 1½ �2:
ð22Þ
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This measure was constructed as a measure satisfying some properties similar to
(2)–(7) where instead of −f1 it is used 1 − f1. The properties (2)–(4) have the
following form:

c f1; f2ð Þ ¼ c f2; f1ð Þ; ð23Þ

c f1; f1ð Þ ¼ 1; ð24Þ

c f1; 1�f2ð Þ ¼ �c f1; f2ð Þ: ð25Þ

The Pearson’s correlation coefficient, the local trend association measure and the
measure of correlation of fuzzy sets aimed to measure different things: the rela-
tionships between the values of two variables, the relationships between the local
trends of time series and the relationships between the membership functions. But
all these measures satisfy similar properties and it would be interesting to study
general methods of construction of functions satisfying these properties.

In [8], the methods of construction of an association measure proposed in [7]
were extended on a set X with involution N and the transformation of SIM into
A was based on pseudo-difference operation associated with some t-conorm. The
involution N depending on the set X can be defined as involutive negation, an
involutive complement, the multiplication on −1, etc. The association measure was
defined in [8] as a function taking values in [−1,1] and satisfying the properties:

Aðx; yÞ ¼ Aðy; xÞ; ð26Þ

Aðx; xÞ ¼ 1; ð27Þ

AðNðxÞ; xÞ 2 f1;�1g; ð28Þ

AðN xð Þ; yÞ ¼ �Aðx; yÞ; if AðNðxÞ; xÞ 6¼ 1: ð29Þ

The last two properties have been introduced to avoid the contradiction similar
to the contradiction between properties (3) and (6) discussed above for the corre-
lation coefficient. For example, for the fixed points of involution N, we have N
(x) = x and A(N(x), x) = A(x, x) = 1, whereas the desirable property of the asso-
ciation measure is A(N(x), x) = −1. Below we propose corrected and simplified
version of this definition.

Consider a set X with an involution N:X → X, such that for all x from X it is
fulfilled:

NðNðxÞÞ ¼ x: ð30Þ

N(x) will be referred to as a reflection of x. We suppose that N is not an identity
function, i.e. N(x) ≠ x for all x from X. Denote FP a set of fixed points of N, i.e. the
elements of X such that N(x) = x. If FP is not empty, denote its elements by xFP.
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Consider some examples:

1. The set X = [0, 1] with the involutive negation N(x) = 1 − x containing one
fixed point xFP = 0.5.

2. The finite chain X = (a0, a1, …, am), with negation N(ak) = am−k, for all k = 0,
1, …, m. FP is empty if m is an odd number.

3. X is a set of fuzzy sets x:U → [0, 1] with involutive complement N defined by N
(x(u)) = 1 − x(u) for all u from U. We have one fixed point xFP such that
xFP(u) = 0.5 for all u from U.

4. X is a set of real-valued n-tuples x = (x1, …, xn) with involution N(x) = −x,
where −x = (−x1, …, −xn), xFP = (0, …, 0).

5. De Morgan’s lattice can have more than one fixed point.

The following properties will be considered as the desirable properties of the
association measure:

Aðx; yÞ ¼ Aðy; xÞ: ðsymmetryÞ ð31Þ

Aðx; xÞ ¼ 1: ðreflexivityÞ ð32Þ

AðNðxÞ; yÞ ¼ �Aðx; yÞ: ðinverse relationshipÞ ð33Þ

As it was mentioned for correlation coefficients, the properties (32) and (33) are
contradictive, in this case for fixed points of N. For fixed point xFP from (33), it
follows: A(N(xFP), y) = A(xFP, y) = −A(xFP, y) that gives

AðxFP; yÞ ¼ 0 for all y 2 X and all xFP 2 FP; ð34Þ

AðxFP; yFPÞ ¼ 0 for all xFP; yFP 2 FP; ð35Þ

AðxFP; xFPÞ ¼ 0 for all xFP 2 FP: ð36Þ

Anti-reflexivity (36) of fixed points contradicts with reflexivity (32). Several
definitions of association measure can be proposed to avoid this contradiction.

Definition 1 Suppose X is a set with an involution N and FP is a set of fixed points
of N. A function A:X × X → [−1, 1] will be called:

1. an association measure of type 1 if (31) and (33) are fulfilled for all x, y from
X and (32) is fulfilled for all x 62 FP.

2. an association measure of type 2 if (31) and (32) are fulfilled for all x, y from
X and (33) is fulfilled for all y 2 X and all x 62 FP.

Alternatively, as an association measure we will consider further in this paper a
function defined only on the set without fixed points X\FP. (The more general
approach considered in [15]). If it will be necessary, the values A(xFP, y) of asso-
ciation measure for all xFP 2 FP and all y 2 X can be additionally defined
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depending on an agreement or an application. Such association measure, considered
below, can be extended on association measure of type 1 or type 2.

Definition 2 Suppose X is a set with an involution N, FP is a set of fixed points of
N and XN = X\FP. An association measure on XN is a function A:XN × XN → [−1,
1] satisfying (31)–(33) for all x 2 XN.

Note that for all x 2 XN, it is fulfilled N(x) ≠ x.
An association measure defined by definition 2 has the following properties.

Proposition 1 The association measure satisfies for all x, y 2 XN, the following
properties:

AðNðxÞ; xÞ ¼ �1; ð37Þ

AðNðxÞ;NðyÞÞ ¼ Aðx; yÞ; ð38Þ

AðNðxÞ; yÞ ¼ Aðx;NðyÞÞ: ð39Þ

In the following section, we consider association measures related to similarity
measures defined on X.

Definition 3 A similarity measure on X is a function SIM:X × X → [0, 1] satis-
fying for all x, y from X the properties:

SIMðx; yÞ ¼ SIMðy; xÞ; ð40Þ

SIMðx; xÞ ¼ 1: ð41Þ

Note that from the definitions given above, it follows that an association measure
of type 2 is a similarity measure on X.

We will say that an association measure A is related to a similarity measure SIM
if the following relationships between these measures are fulfilled:

Aðx; yÞ[ 0; if SIMðx; yÞ[ SIMðx;NðyÞÞ; ð42Þ

Aðx; yÞ\0; if SIMðx; yÞ\SIMðx;NðyÞÞ: ð43Þ

The condition (42) means that the association between x and y is positive if x is
more similar to y than to its reflection N(y). Conversely, (43) means that the associ-
ation between x and y is negative if x more similar to the reflection N(y) of y than to y.

Section 4 discusses the methods of construction of association measures (defined
by Definition 2) using similarity measures such that relations (42) and (43) are
fulfilled. Generally, these methods are the modified versions of the methods pro-
posed in [7, 8]. The novel methods of construction of similarity measures that can
be used in the generation of association measures are considered. The following
section gives a short introduction to known results from fuzzy logic that will be
used further.
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3 Some Basic Definitions

Remember some definitions and results from [22–31] that will be used further.
A t-conorm is a function S:[0, 1]2 → [0, 1] satisfying for all a, b, c 2 [0, 1] the

properties of commutativity, associativity monotonicity and the boundary
condition:

Sða; 0Þ ¼ a: ð44Þ

From the definition of t-conorm, it follows for all a2[0,1]:

Sð1; aÞ ¼ Sða; 1Þ ¼ 1; Sð0; aÞ ¼ a: ð45Þ

An element a 2 ]0, 1[ will be referred to as a nilpotent element [24] of S if
there exists some b 2 ]0, 1[ such that S(a, b) = 1. A t-conorm S has no nilpotent
elements if and only if from S(a, b) = 1 it follows a = 1 or b = 1.

Consider simplest t-conorms:

SMða; bÞ ¼ maxfa; bg; ð46Þ

SLða; bÞ ¼ minfaþ b; 1g; ð47Þ

SPða; bÞ ¼ aþ b�ab: ð48Þ

The maximum (46) and the probabilistic sum (48) have no nilpotent elements
but the Lukasiewicz t-conorm (47) has.

Let S be a t-conorm. A S-difference is defined by [26]:

a� b
S

¼ inf c 2 ½0; 1�jSðb; cÞ� af g ð49Þ

for any a, b in [0, 1].
Let S be a t-conorm. The pseudo-difference associated with S is defined by [26]:

að�ÞSb ¼
a� b

S
; if a[ b

� b� a
S

� �
; if a\b

0; if a ¼ b

8>><
>>:

ð50Þ

for any a, b in [0, 1]2. Equivalently

að�ÞSb ¼ signða� bÞðmaxða; bÞ�S minða; bÞÞ: ð51Þ
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The following pseudo-differences are associated with t-conorms SM, SL,
respectively:

að�ÞMb ¼
a; if a[ b
�b; if a\b
0; if a ¼ b

8<
: ; ð52Þ

að�ÞLb ¼ a� b: ð53Þ

For SP, we have:

a �ð ÞPb ¼
a�b

1�minða;bÞ ; if a 6¼ b

0; if a ¼ b

�
: ð54Þ

An aggregation function of 2 arguments is a function M:[0, 1]2 → [0, 1] that is
non-decreasing in each variable and that satisfies the boundary conditions:

Mð0; 0Þ ¼ 0; ð55Þ

Mð1; 1Þ ¼ 1: ð56Þ

4 Similarity and Association Measures

Proposition 2 A similarity measure SIM satisfies for all x, y from X the property:

SIMðNðxÞ;NðyÞÞ ¼ SIMðx; yÞ: ð57Þ

if and only if it satisfies:

SIMðNðxÞ; yÞ ¼ SIMðx;NðyÞÞ: ð58Þ

The properties (57) and (58) will be referred to as a cancellation of reflections
(CR for short) and permutation of reflections (PR for short), respectively.

Theorem 1a Suppose SIM is a similarity measure satisfying the cancellation of
reflections property (57) and S is a t-conorm then the function ASIM,S:
XN × XN → [−1, 1] defined for all x, y 2 XN by

ASIM;Sðx; xÞ ¼ 1; ð59Þ

ASIM;Sðx;NðxÞÞ ¼ �1;
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ASIM;Sðx; yÞ ¼ SIMðx; yÞð�ÞSSIMðx;NðyÞÞ; if y 6¼ x; y 6¼ NðxÞ ð60Þ

is an association measure on XN.

Definition 4 A similarity measure SIM will be called strict reflexive if

SIMðx; xÞ[ SIMðx; yÞ for all x 6¼ y: ð61Þ
Theorem 1b Suppose SIM is a strict reflexive similarity measure satisfying
the cancellation of reflections property (57) and S is a t-conorm then the function
ASIM, S:XN × XN → [−1, 1] defined for all x, y 2 XN by

ASIM;Sðx; yÞ ¼ SIMðx; yÞð�ÞSSIMðx;NðyÞÞ; ð62Þ

is an association measure if one of the following is fulfilled:

1: SIMðNðxÞ; xÞ ¼ 0; for all x 2 XN ð63Þ

2: the t�conorm S has no nilpotent elements: ð64Þ

Proposition 3 Suppose M is an aggregation function of two arguments and SIM is
a similarity measure, then the following function is defined for all x, y from X by

SIMMðx; yÞ ¼ M SIMðx; yÞ; SIM N xð Þ;N yð Þð Þð Þ ð65Þ

is a similarity measure satisfying the CR property (57). SIMM is strict if SIM is strict
and if M satisfies:

Mða; bÞ\1 if minða; bÞ\1: ð66Þ

In (65), one can use the simplest aggregation functions, for example:

SIMMðx; yÞ ¼ Min SIMðx; yÞ; SIM N xð Þ;N yð Þð Þð Þ; ð67Þ

SIMMðx; yÞ ¼ ðSIMðx; yÞþ SIMðN xð Þ;NðyÞÞÞ=2: ð68Þ

In [7, 8], the distance-based methods of construction of similarity measures
satisfying PR and CR properties that can be used in construction of association
measures have been introduced. The Proposition 3 gives the method of construction
of such similarity measures directly from any similarity measure by means of
suitable aggregation function. This proposition together with Theorem 1 gives
possibility to build association measures from similarity measures defined by
experts, from fuzzy equivalence or indistinguishability relations, etc. [24, 27–30].
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5 Association Measures on [0, 1]

An involutive negation [27, 31] on [0, 1] is a strictly decreasing function neg: [0,
1] → [0, 1] that satisfies the boundary conditions:

negð0Þ ¼ 1; negð1Þ ¼ 0: ð69Þ

and involutivity:

negðnegðaÞÞ ¼ a; for all a 2 ½0; 1�: ð70Þ

A strictly increasing function g from the unit interval onto itself is called an
automorphism of the unit interval [27]. Any automorphism satisfies boundary
conditions

gð0Þ ¼ 0; gð1Þ ¼ 1: ð71Þ

neg is an involutive negation if and only if there exists an automorphism g of
[0,1], such that for all a2[0,1], it is fulfilled [27, 31]:

negðaÞ ¼ g�1ð1�gðaÞÞ: ð72Þ

Such g is called a generator of neg. It is easy to see that the following functions
are strict similarity measures satisfying the cancellation of reflections property (57):

SIMðx; yÞ ¼ 1�jgðxÞ�gðyÞj; ð73Þ

SIMðx; yÞ ¼ 1�g�1jgðxÞ�gðyÞj: ð74Þ

Applying Theorem 1, we can construct from these similarity measures the
association measures defined on the set of non-fixed points of negation neg. For
fixed point xFP, we have g(xFP) = 0.5. As it was mentioned in Sect. 2, the values of
association measure A(xFP, y) can be defined depending on application or by
agreement.

For example, from Theorem 1b using pseudo-difference (54) for similarity
measures (73) and (74), we obtain:

A x; yð Þ ¼ g xð Þþ g yð Þ � 1j j � g xð Þ � gðyÞj j
max g xð Þþ g yð Þ � 1j j; g xð Þ � gðyÞj jf g ; ð75Þ

A x; yð Þ ¼ g�1ð g xð Þþ g yð Þ � 1j jÞ � g�1ð g xð Þ � g yð Þj jÞ
max g�1ð g xð Þþ g yð Þ � 1j jÞ; g�1ð g xð Þ � g yð Þj jf g : ð76Þ
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For Zadeh negation neg(x) = 1 − x generated by g(x) = x from (75), we obtain
the association measure:

A x; yð Þ ¼ xþ y� 1j j � x� yj j
max xþ y� 1j j; x� yj jf g : ð77Þ

For Yager negation

negðxÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� xpp

p
; p[ 0

generated by generator g(x) = xp from (76), we obtain the following association
measure:

A x; yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xp þ yp � 1j jp

p � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xp � ypj jp

p
max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xp þ yp � 1j jp

p
;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xp � ypj jp

p	 


For similarity measure (73) for Zadeh negation with g(x) = x applying
pseudo-difference (52) in Theorem 1b, we obtain:

Aðx; yÞ ¼ 1� x� yj j; if xþ y� 1j j[ x� yj j
xþ y� 1j j � 1; if x� yj j[ xþ y� 1j j

�
: ð78Þ

For this association measure, the condition

xþ y� 1j j ¼ x� yj j; ð79Þ

is fulfilled only when x or y is the fixed point. For this reason, the third line in (52)
when A(x, y) = 0 does not shown in (78).

For Zadeh negation applying pseudo-difference (53) associated with
Lukasiewicz t-conorm from Theorem 1a, we obtain the following association
measure:

A x; yð Þ ¼
1; if x ¼ y
�1; if x ¼ NðyÞ
xþ y� 1j j � x� yj j; otherwise

8<
: ð80Þ

Another way to build association measures on [0, 1] is to use one of the dozens
of similarity or equivalence relations defined on [0, 1] (see, e.g. [30] for the different
types of fuzzy equivalences on [0, 1]). If it does not satisfy to CR property (57),
then it can be transformed to similarity measure satisfying (57) by means of suitable
aggregation function as it was proposed in Proposition 3.
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Consider for example the biresiduation of product t-norm TP [30]:

EP x; yð Þ ¼ minðx; yÞ
maxðx; yÞ : ð81Þ

Transform this similarity measure into similarity measure satisfying CR property
(57) as follows:

SIMP x; yð Þ ¼ 1
2

EP x; yð ÞþEP N xð Þ;N yð Þð Þð Þ: ð82Þ

Using in (82) the negation of Zadeh N(x) = 1 − x, we can represent (82) in the
form:

SIMP x; yð Þ ¼ x 1� xð Þþ yð1� yÞ
2ðmax x; yð Þ � xyÞ : ð83Þ

To build by methods given in Theorem 1 an association measure related to this
similarity measure, we need to use SIMP(x, N(y)) that can be represented as follows:

SIMP x;NðyÞð Þ ¼ x 1� xð Þþ yð1� yÞ
2ðmax x; 1� yð Þ � xð1� yÞÞ : ð84Þ

The similarity measure (83) is strict, so we can use Theorem 1b and build an
association measure by (62) using pseudo-difference operation (−)S associated with
some t-conorm S without nilpotent elements. We can use in (62) the
pseudo-difference operation (52) associated with t-conorm SM (46) and we will
obtain the following association measure:

A x; yð Þ ¼ x 1� xð Þþ y 1� yð Þ
2 max x; yð Þ � xyð Þ ; if maxðx; 1�yÞ�xð1�yÞ[maxðx; yÞ�xy;

A x; yð Þ ¼ � x 1� xð Þþ yð1� yÞ
2ðmax x; 1� yð Þ � xð1� yÞÞ ;

if maxðx; 1�yÞ�xð1�yÞ\maxðx; yÞ�xy:

Note that the condition max(x, 1 − y) − x(1 − y) = max(x, y) − xy is fulfilled
when x or y is the fixed point of negation N(x) = 1 − x, i.e. x = 0.5 or y = 0.5, and
by definition 2 we do not define association value in these points. But if we agree,
we can redefine the values A(0.5, y) = 0 for all y from [0,1] that proposed by
pseudo-difference operation (−)S.
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6 Association Measures of Fuzzy Sets

The value of association between two sets can be considered as a normalized
integration of association values between elements of these sets. Consider a set of
fuzzy sets x:U → [0, 1] defined on a finite domain U = {u1, …, un}. Fuzzy set
x can be considered as a sequence x = (x1,…, xn), xi 2 [0, 1], i = 1,…, n. Based on
the methods of construction of association measures proposed in [7], we can use in
generation of association measure on the set of fuzzy sets with finite domain the
following similarity measure:

SIMðx; yÞ ¼ 1� 1
n

Xn
i¼1

gðxiÞ � gðyiÞj j2

where g(x) is a generator of involutive negation on [0, 1]. From Theorem 1 for A(x,
y) = ASIM,P(x, y) and generator g(x) = x, we obtain:

Aðx; yÞ ¼
Pn

i¼1ð2xi � 1Þð2yi � 1Þ
maxðPn

i¼1 xi � yij j2;Pn
i¼1 xi þ yi � 1j j2Þ :

As it is supposed from definitions, we have A(x, y) = 1 if y = x, and A(x,
y) = −1, if y = N(x), i.e. the association measure can be considered as a measure of
relationship between fuzzy set and their complement.

7 Conclusions

The paper discusses the possible definitions of an association measure on the set
with involution, and, as an example, on [0, 1] with involutive negation. It is
proposed to consider association measures on the sets without fixed points of
involution and to define the values of association measures in these points by
additional agreement depending on application. The general methods of construc-
tion of association measures based on given similarity measure satisfying the
cancellation of reflections (CR) property are considered in Theorem 1 that extend
the methods first introduced in [7, 8]. In this paper, we propose also the simple
method (Proposition 3) of construction of similarity measures satisfying CR from
similarity measures not satisfying this property. It gives possibility to construct
dozens of association measures from fuzzy equivalences and similarity measures
studied in literature (see, e.g. [24, 27–30]). Another method to construct similarity
measures satisfying CR is to obtain them from a dissimilarity measure (or metric)
used together with data transformation [7, 8]. This condition gives possibility to
extend the set of transformations often applied in data standardization [7] and to use
generators of negations (on [0, 1]) in construction of association measures. Some
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examples of association measures constructed by proposed methods on [0, 1] and
on a set of fuzzy sets are considered.
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Two-Phase Memetic Modifying
Transformation for Solving the Task
of Providing Group Anonymity

Oleg Chertov and Dan Tavrov

Abstract Nowadays, it has become a common practice to provide public access to
various kinds of primary non-aggregated statistical data. Necessary precautions
ought to be taken in order to guarantee that sensitive data features are masked, and
data privacy cannot be violated. In the case of protecting information about a group
of people, it is important to protect intrinsic data features and distributions. To do
so, it is obligatory to introduce a certain level of distortion into the dataset. The
problem of minimizing this distortion is a complex optimization task, which can be
successfully solved by applying appropriate heuristic procedures, e.g., memetic
algorithms. The task of determining whether a particular solution masks sensitive
data features is an ill-defined one and often can be solved only by expert evaluation.
In the paper, we propose to apply two-phase memetic algorithm to solve such tasks
of providing group anonymity, for which it is not always possible to define
appropriate constraints.

1 Introduction

A man is a social animal [1]. Most of our everyday actions depend on or are based
on how people treat them, especially the ones closest to us (or whose opinion is
most relevant to us). Such people constitute what may be called a “close circle”.

At the same time, a person may not always be eager to disclose information
about members of such a close circle. This reluctance may originate either from
some subjective views or from the nature of the circle (religious identity, profes-
sional community, income level, LGBT community, radical group, etc.).
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What we face here is a problem of concealing membership of a given respondent
in a certain group. This problem can be formulated as the task of masking certain
characteristics of a given respondent [2–4]. This task is usually called the task of
providing individual anonymity, where anonymity means [5] the property of a
subject to be unidentifiable within a set of other subjects. It is possible to set a
complementary task of providing group anonymity, where we need to conceal
information not about a single respondent, but about a group of respondents (e.g.,
we need to mask regional, age, or other kinds of distributions of a certain group).

The procedure for providing data anonymity should meet the following condi-
tions [6, p. 399]:

1. Disclosure risk is low or at least adequate to protected information importance.
2. Both original and protected data, when analyzed, yield close or even equal

results.
3. The cost of transforming the data is acceptable.

When providing group anonymity, preserving data utility in the sense of the
second requirement is an optimization task at least of the same complexity [7, p. 12]
as the well-known k-anonymization problem in the field of statistical disclosure
control, which is NP-hard [8]. Moreover, providing group anonymity can be viewed
as a constrained optimization problem, in which the search space consists of both
feasible and unfeasible solutions. The feasibility of a solution is interpreted as the
ability to mask sensitive data features in the modified dataset, and its optimality is
determined by the level of modified data utility.

In this paper, we propose to use memetic algorithms (MAs) [9], which are
usually implemented as evolutionary algorithms with incorporated local search
procedures [10, p. 173], sometimes called memes after the term introduced in [11,
p. 192]. A review of memetic algorithms for dealing with constrained optimization
problems presented in [12] shows the benefits of using MAs instead of conventional
heuristics.

There can be distinguished four [10] commonly used ways to handle the con-
straints in any evolutionary algorithm:

1. Using penalty functions that reduce fitness of infeasible solutions [13].
2. Using repair functions that convert infeasible solutions into feasible ones [14].
3. Restricting search to a feasible subspace of the search space by using specific

alphabet for problem representation [10, pp. 215–216].
4. Using decoder functions that map infeasible solutions into feasible ones, thus

transforming initial search space into another one [15].

In some cases, constraints on the solutions can be deduced from additional
considerations. For instance, the solutions might be restricted to the one preserving
specific data features such as high frequency [16] or periodic [17] components. It is
therefore possible to restrict search space to a well-defined subspace by using a
special form of solution representation in the memetic algorithm [18]. In general,
however, there are no specific requirements for the solution to meet, and using
penalty functions seems to be the most appropriate alternative.

240 O. Chertov and D. Tavrov



In practice, more often than not quality of a solution heavily depends on quality
of constraints. If they are too severe (the desired data distribution that masks
sensitive data features is known), the level of distortion introduced into the dataset
might become too high. On the other hand, if constraints are too mild, the solution
may not mask sensitive data features, even though the penalties are relatively small.

In general, when it is not clear what constraints should be introduced (different
constraints guide evolution in different directions, not necessarily leading to
obtaining optimal solutions), we propose to use a two-phase memetic algorithm for
solving the TPGA. At the first phase, it helps define appropriate constraints for the
solution, and at the second phase, it optimizes data utility loss caused by the
solution.

2 Theoretic Background

2.1 The Task of Providing Group Anonymity

Let the data for anonymizing be gathered in a depersonalized microfile M. Each
record ri, i ¼ 1; q, of this microfile contains values of attributes wj, j ¼ 1; g. The set
of all the values of wj is denoted as wj.

Let wvj , j ¼ 1; t, denote vital microfile attributes. Then, a vital value combination
V can be defined as an element of Cartesian product wv1 � wv2 � . . .� wvt . We will
denote a set of vital value combinations by V ¼ V1; . . .;Vlvf g. We call microfile
records whose attribute values belong to V vital records.

Let wp denote a parameter microfile attribute. Then, a parameter value P can be
defined as a value of this attribute, P 2 wp. We will denote a set of parameter values
by P ¼ P1; . . .;Plp

� �
. Parameter values can be used to divide the microfile M into

submicrofiles M1; . . .;Mlp .
Let us denote by GðV;PÞ a group of respondents whose distribution needs to be

protected when providing group anonymity. The group is thereby determined by
appropriately defined values of parameter and vital microfile attributes.

The task of providing group anonymity (TPGA) [19] lies in performing modi-
fication of M in order to mask sensitive data features. The generic scheme of
providing group anonymity according to single-stage approach to solving the
TPGA goes as follows:

1. Construct a (depersonalized) microfile M representing statistical data to be
processed.

2. Define groups of respondents to be protected Gi Vi;Pið Þ, i ¼ 1; k.
3. For each i from 1 to k:
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(a) Choose a dataset of arbitrary structure Xi M;Gið Þ called goal representation that
represents features of Gi in a way appropriate for their masking;

(b) Define a transformation A: Xi M;Gið Þ ! X�
i M�;Gið Þ called modifying transfor-

mation and obtain both a modified goal representation and modified microfile.
4. Prepare the modified microfile M� for publishing.

In this work, we will illustrate the two-phase modifying transformation based on
the most widely used goal representation, the quantity signal, in the form
q ¼ q1; q2; . . .; qlp

� �
, where qi is a total count of respondents in submicrofile Mi,

i ¼ 1; lp, whose vital attribute values belong to V.
Any modifying transformation A has to provide two kinds of data modification.

On the one hand, the quantity signal has to be altered in order to mask its sensitive
features according to restrictions imposed on all or some of its values. On the level
of microfile modification, this can be achieved by swapping the vital and non-vital
records between different submicrofiles. Records should be swapped in a pairwise
fashion to preserve the number of records in each submicrofile.

This brings us to the second kind of data modification. Swapping two records
between submicrofiles obviously introduces certain amount of distortion into the
microfile, which can be measured by the influential metric [7]

InfM r; r�ð Þ ¼
Xnord
p¼1

xp
r Ip
� �� r� Ip

� �
r Ip
� �þ r� Ip

� �
 !2

þ
Xncat
k¼1

ckv
2 r Jkð Þ; r� Jkð Þð Þ;

ð1Þ

where Ip Jkð Þ stands for the pth ordinal (kth categorical) influential attribute (at-
tribute whose distribution over parameter values is of interest for researchers), rð�Þ
stands for the operator returning the attribute value of the record r, v v1; v2ð Þ stands
for the operator, which is equal to a certain number v1 if its arguments belong to the
same category, otherwise v2, and xp and ck are nonnegative weights (the more
important is the attribute, the greater is the weight).

In other words, properly defined modifying transformation has to modify the
quantity signal to mask sensitive data features and, at the same time, minimize the
distortion introduced into the microfile in terms of (1).

2.2 Memetic Modifying Transformation and Individual
Representation

Since the task that needs to be solved by modifying transformation seems to be the
one that can be solved only by exhaustive search, we propose to use the modifying
transformation in the form of memetic algorithm introduced in [19] (memetic
modifying transformation, MMT):
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1. Create initial population P ¼ fUig of l randomly generated individuals,
i ¼ 1; l. Apply local search operator SðUiÞ 8i ¼ 1; l.

2. Calculate fitness function f ðUiÞ 8i ¼ 1; l.
3. If termination condition holds, stop. Continue otherwise.
4. Select k pairs of parents. Put them into set P0.
5. Apply recombination operator RðUi1 ;Ui2Þ to each pair hUi1 ;Ui2i from P0,

i1 2 1; k, i2 2 1; k, and i1 6¼ i2. Put the resulting offspring into population P00.
6. Apply mutation operator MðUjÞ 8Uj 2 P00, j ¼ 1; k.
7. Apply local search operator SðUjÞ 8j ¼ 1; k.
8. Calculate fitness function f ðUjÞ 8j ¼ 1; k.
9. Select among individuals from P [ P00 l fittest ones. Put them into P in place

of the current ones.
10. Go to step 3.

Each individual is a matrix U with Q rows and four columns with the following
elements:

1. Element of the first column ui1 8i ¼ 1;Q is an index of a submicrofile to remove
vital records from. The set of such submicrofiles needs to be defined by the user.

2. Element of the third column ui3 8i ¼ 1;Q is an index of a submicrofile to add
vital records to. The set of such submicrofiles also needs to be defined by the
user.

3. Element of the second column ui2 8i ¼ 1;Q is an index of the record from Mui1
to be removed.

4. Element of the fourth column ui4 8i ¼ 1;Q is an index of the record from Mui3
to be swapped with the one defined by ui2.

Number of rows can vary from individual to individual.

Let us denote by jUjðiÞ the total count of occurrences of index i in the first and

the third column of U. Then, for any index i in the first column, jUjðiÞ � qi.
Each particular pair hui1; ui2i (hui3; ui4i)8i ¼ 1;Q can occur in U only once.
Requirements mentioned above cannot be violated during the whole run of the

algorithm.
Each individual U uniquely defines both a modified quantity signal q� and a

precise sequence of pairwise swaps to be performed in order to modify the
microfile, thereby defining a solution to the TPGA.

2.3 Fitness Function for the MMT

In this work, we propose to use the fitness function as a product of three independent
terms:
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f ðUÞ ¼ !ðUÞ � UðUÞ �WðUÞ; ð2Þ

where !ðUÞ represents estimation of a TPGA solution quality from the minimizing
microfile distortion point of view, UðUÞ is a penalty function representing esti-
mation of TPGA solution quality from the masking sensitive quantity signal fea-
tures point of view, and WðUÞ is a penalty term against obtaining individuals with
too many rows. Since all three terms are of equal importance, their values lie in the
interval [0, 1].

We propose to use the following expression for the first term of (2):

!ðUÞ ¼ Cmax �
PQ

i¼1 InfM Mui1 ui2ð Þ;Mui3 ui4ð Þð Þ
Cmax

; ð3Þ

where Cmax is the greatest possible value of the cumulative influential metric and
MiðjÞ is the operator yielding the jth vector of the submicrofile Mi.

We also propose to use the following expression for the penalty function:

UðUÞ ¼
Ylp
j¼1

lj Uj jðjÞ
� �

; ð4Þ

where lj xð Þ, j ¼ 1; lp, is a restriction function that takes values in the interval [0, 1]
and expresses the degree of compatibility of the current value qj with the corre-
sponding restriction.

2.4 Other MMT Components

Operator RðUi1 ;Ui2Þ should be defined as a proper recombination operator applied
to two parent individuals Ui1 and Ui2 that yield two offspring individuals Uj1 and
Uj2 . It should be applied with a high probability pc. In this work, we propose to use
recombination operator introduced in [19] based on the “cut” and “splice” operator
[20]. It randomly generates two crossover points k1 2 0;Qi1½ � and k2 2 0;Qi2½ �, then
splits each parent at appropriate points, and exchanges the tails between them, thus
creating the offspring.

Operator MðUÞ should be defined as a proper mutation operator applied to the
individual U that yields the mutated one U0. In this work, we propose to use
operator introduced in [19], which is a superposition M ¼ M4 �M3 �M2 �M1 of
the following operators:

1. Operator M1 is applied with small probability pm1 to the first column of U as to
the permutation. Each pair hui1; ui2i needs to be preserved 8i ¼ 1;Q.

2. Operator M2 is applied with small probability pm2 to the third column of U as to
the permutation. Each pair ui3; ui4h i needs to be preserved 8i ¼ 1;Q.
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3. Operator M3 is applied with small probability pm3 to the second column of U as
to the vector of categorical values.

4. Operator M4 is applied with small probability pm4 to the fourth column of U as
to the vector of categorical values.

Operator SðUÞ in this work is defined as an operator applied to the individual U
that yields the modified one U0 according to the following procedure [19]:

1. Carry out steps 2–4 8i ¼ 1;Q.
2. Generate a uniformly distributed random number r 2 ½0; 1�.
3. If r� pmem, assign to ui4 the index of a record from Mui3 closest to the record ui2

from Mui1 in terms of (1).
If r[ pmem, assign to ui2 the index of a record fromMui1 closest to the record ui4
from Mui3 in terms of (1).

4. Go to step 2.

Other MMT components, such as selection, initialization, termination, and
population size, can be chosen individually for each TPGA at hand.

3 Two-Phase Memetic Algorithm

In this section, we will discuss the two-phase memetic algorithm for the TPGA, in
which sensitive data features to be masked are maximum values of the quantity
signal.

For a certain element of the quantity signal, two types of restriction functions are
defined:

1. Decreasing restriction functions, which are monotonically non-increasing
functions that tend to unity as the corresponding quantity signal value decrea-
ses to a particular value.

2. Increasing restriction functions, which are monotonically non-decreasing
functions that tend to unity as the corresponding quantity signal value increa-
ses to a particular value.

In most cases, we can determine only decreasing restriction functions for sub-
microfiles to remove vital records from. The choice of submicrofiles to add records
(without explicitly defining corresponding increasing restriction functions) can be
left to the evolutionary process itself [19]. However, the quality of the solution
heavily depends on the quality of the decreasing restriction functions. If the
restrictions are too severe (too many swaps need to be performed), the cumulative
metric (1) might become too great. On the other hand, if they are too mild, the
solution may not be feasible, since maximums may remain greater than other signal
values, even though their absolute values have decreased.
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In some cases, with the help of information from external sources, it may be
possible to choose submicrofiles to add vital records too, and define appropriate
increasing restriction functions. However, in general, when there is no additional
information other than present in the data at hand, it is not clear what submicrofiles
to choose and what restrictions to impose, because different restrictions guide
evolution in different directions, not necessarily leading to obtaining optimal
solution. In this work, we propose to apply MMT according to the following
procedure:

1. Based on analyzing the quantity signal q representing microfile M, define
suitable decreasing restriction functions for those signal elements that violate the
requirement of masking maximum signal values.

2. Apply the memetic algorithm as described in Sect. 2.2.
3. Classify individuals obtained into feasible solutions (compatible with decreasing

restrictions to a high degree and mask maximum signal values), subfeasible
solutions (compatible with decreasing restrictions to a high degree and do not
mask maximum signal values), and infeasible solutions (not compatible with
decreasing restrictions to a high degree).

4. Group all subfeasible solutions, for which it is possible to define the same
increasing restriction functions, in clusters. One solution may belong to several
clusters.

5. Choose the cluster with the smallest mean value of cumulative metric (1). If the
cluster contains less than l solutions (l is the population size in the algorithm),
then increase its size to l by duplicating solutions at random. If the cluster
contains more than l solutions, decrease its size to l by removing solutions at
random.

6. Apply memetic algorithm of step 2 to the set of solutions obtained on step 5 as
to the initial population.

The first two steps of this procedure constitute the first phase of the MMT, and
the other four ones constitute the second phase of the MMT.

4 Practical Results

4.1 General Description of the Task

To illustrate the application of the MMT to the real data based on task of providing
group anonymity, we decided to consider the following problem. Let us mask the
regional distribution of military active personnel in the state of Massachusetts (the
USA) according to the 5-Percent Public Use Microdata Sample File of the 2000 US
census [21]. The total of 141,838 records was taken for analysis.
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To define the group of military active personnel distributed by place of work, we
took “Military Service” as the vital attributes, its value “Active Duty” as the only
vital value, “Place of Work PUMA” (“Public Use Microdata Area”) as the
parameter attribute, and its values 25,010–25,120 with the step 10 (codes of
Massachusetts statistical areas) as parameter values.

Quantity signal q corresponding to the group is shown in Fig. 4 (solid line).
Signal elements 1, 2, …, 12 correspond to statistical areas 25,010, 25,020, …,
20,120, respectively.

4.2 The First Phase of the MMT

As we can see from the graph of the quantity signal (Fig. 4, solid line), anonymity
can be provided by reducing the value of the second, the seventh, the ninth, and the
twelfth signal elements. This leads us to the following decreasing restriction
functions (Fig. 1):

l2ðxÞ ¼
1; x� 20
1� 2 x�20

47

� �2
; 20� x� 43:5

2 x�67
47

� �2
; 43:5� x� 67

0; x	 67

8>><
>>:

l7ðxÞ ¼
1; x� 25
1� 2 x�25

5

� �2
; 25� x� 27:5

2 x�30
5

� �2
; 27:5� x� 30

0; x	 30

8>><
>>:

l9ðxÞ ¼
1; x� 25
1� 2 x�25

3

� �2
; 25� x� 26:5

2 x�28
3

� �2
; 26:5� x� 28

0; x	 28

8>><
>>:

l12ðxÞ ¼
1; x� 25
1� 2 x�25

13

� �2
; 25� x� 21:5

2 x�38
13

� �2
; 21:5� x� 38

0; x	 38

8>><
>>:

Indices of all the signal elements other than those restricted by functions from
Fig. 1 were chosen to appear in the third column of individuals in the MMT
population.
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Fig. 1 Decreasing restriction functions for the example: a for the second element, b for the
seventh element, c for the ninth element, and d for the twelfth element
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To minimize the distortion introduced into the microfile, we took “Sex,” “Age,”
“Hispanic or Latino Origin,” “Marital Status,” “Educational Attainment,”
“Citizenship Status,” and “Person’s Total Income in 1999” as the influential attri-
butes. We considered all these attributes to be categorical ones. To simplify the
matter, we chose the following parameters of (1): ck ¼ 1 8k ¼ 1; 7, v1 ¼ 1, v2 ¼ 0.
In this case, the metric (1) shows the number of attribute values to be altered during
one swap of the records between the submicrofiles.

To prevent individuals in the MMT from growing indefinitely, we used the
following penalty term (Fig. 2):

WexðUÞ ¼ 1
1þ e0:5ðQ�90Þ :

The fitness function (2), for example, is as follows:

f ex1ðUÞ ¼ 1099�PQ
i¼1

P7
k¼1 sign Mui1 ui2;Akð Þ �Mui3 ui4;Akð Þj j

1099
�

�
Y

j2f2;7;9;12g lj Uj jðjÞ
� �

�WexðUÞ;

where signð�Þ is a function yielding –1 if its argument is negative, 0 if it equals 0,
and 1 if it is positive; Ak , k ¼ 1; 7, is the kth influential attribute; Mj i;Akð Þ returns
the value of the attribute Ak of the ith record in submicrofile Mj.

We chose the swap mutation [22] as mutation operators M1 and M2, and the
random resetting mutation [10, p. 43] as mutation operators M3 and M4. We
decided to apply tournament selection [23] as an efficient and easy-to-implement
selection operator, with the tournament size 5.

The population was initialized by randomly generating matrices with different
numbers of rows. Elements of the first column were generated with probabilities
proportional to the values of the corresponding elements of q. Elements of the third
column were generated with probabilities proportional to the total numbers of
records in corresponding submicrofiles.

Fig. 2 Penalty term heavily
discriminating from obtaining
individuals with more than
100 rows

Two-Phase Memetic Modifying Transformation … 249



During the MMT run, we multiplied the mutation probabilities by the factor
of 10 whenever the standard deviation of the population fitness values dropped
below 0.03 [24].

Other MMT parameters were chosen to be l ¼ 100, k ¼ 40, pc ¼ 1,
pm1 ¼ pm2 ¼ pm3 ¼ pm4 ¼ 0:001, pmem ¼ 0:75.

We performed 30 independent runs of the MMT, terminating each run after
having obtained 1000 generations.

4.3 The Second Phase of the MMT

Among 3000 solutions obtained as the result of the first phase of applying MMT,
only 754 (25.133 %) are feasible ones. Two solutions with the lowest cumulative
metrics (1) are given in Fig. 4a (dashed–dotted and dotted lines). The mean
cumulative metric (1) is 57.901.

The majority of solutions are subfeasible ones (1837, or 61.233 %). We divided
them into several clusters, and the most prominent ones are shown in Table 1.

As deduced from Table 1, it is reasonable to choose solutions, for which values
of elements 8 and 10 should be increased, for the second phase. This leads us to the
following increasing restriction functions (Fig. 3):

l8ðxÞ ¼ l10ðxÞ ¼
0; x� 15
2 x�15

12

� �2
; 15� x� 21

1� 2 x�27
12

� �2
; 21� x� 27

1; x	 27

8>><
>>:

The fitness function (2) for the second phase is as follows:

f ex2ðUÞ ¼ 1099�PQ
i¼1

P7
k¼1 sign Mui1 ui2;Akð Þ �Mui3 ui4;Akð Þj j

1099
�

�
Y

j2f2;7;8;9;10;12g lj Uj jðjÞ
� �

�WexðUÞ:

Table 1 Clusters obtained after the first phase of MMT

Quantity signal elements to increase Cluster size Mean metric

1 and 6 78 45.436

3 and 6 84 46.048

3 and 10 26 46.269

4 and 6 43 48.488

6 and 8 183 46.519

8 and 10 101 44.238
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Among 3000 solutions obtained as the result of the second phase of applying
MMT, 2693 ones (or 89.767 %) are feasible ones. Two solutions with the lowest
cumulative metrics (1) are given in Fig. 4b (dashed and dotted lines). The mean
cumulative metric (1) is 47.873. In other words, it is sufficient to alter as few as
0.005 % of the microfile attribute values in order to provide group anonymity.

This result is better than the one obtained in [19], even though restrictions
imposed on the solution are stricter here.

Fig. 3 Increasing restriction
function for the eighth and
tenth signal elements from the
example

Fig. 4 Initial (solid line) and
modified quantity signals:
a feasible one with the metric
40 (dashed–dotted line),
feasible one with the metric
43 (dotted line), and
subfeasible one (dashed line),
and b the one with the metric
37 (dashed–dotted line) and
the one with the metric 38
(dotted line)
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5 Conclusions

Combining local search techniques with evolutionary algorithms to increase effi-
ciency of the latter ones has become a widely accepted practice. This idea can be
applied to solve real-life problems in quite diverse ways yielding results of varying
quality.

In the paper, we proposed the two-phase approach to applying memetic algo-
rithms that can provide results of a significantly better quality. During the first
phase, feasible solutions to the optimization task are obtained, and potential ways of
their improvement are discovered. During the second phase, more concise con-
straints can be formulated, leading to obtaining solutions of a better quality.

Experimental results presented in the paper prove the two-phase memetic
algorithm to be worthy of practical interest.

However, several issues need further investigation, for example, automatic
clustering of the results obtained after the first phase, enhancing algorithm effi-
ciency by choosing appropriate components and analyzing algorithm efficiency as a
function of its parameters.
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Querying Cyber-Networks Using Words

John T. Rickard and Allen E. Ott

Abstract Cyber-networks are characterized by two distinct types of nodes—de-
vices and users—and by voluminous interactions in real time. All computational
intelligence approaches to the analysis of these networks must deal with com-
plexities of these interactions and their high data rates. This paper describes a
computationally feasible approach to querying large cyber-networks using
word-based queries. The attribute memberships and connection strengths in these
cyber-networks are described granularly using appropriate vocabularies of words,
where the words themselves are modeled using interval type-2 (IT2) fuzzy mem-
bership functions (MF) on an appropriate scale. By employing precomputation and
storage of these word representations and queries, automated monitoring functions
in large cyber-networks can be performed in real time via simple arithmetic cal-
culations. We provide an illustrative example using data from a real cyber-network.

1 Introduction

The ability to model and query cyber-network activities is an important tool in
cyber security. Typical approaches to this problem describe these networks using
crisp attribute memberships and connection strengths between nodes, which may
consist either of individual users or network devices. In previous work [1], we
described an approach to perceptual computing in social networks, based on
Yager’s “Paradigm for Intelligent Social Network Analysis” (PISA) [2, 3]. This
work extended Yager’s results to the use of interval type-2 (IT2) membership
function (MF) representations of word vocabularies to describe attribute member-
ships and relationship strengths, which enable us to granulate this information to an
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adequate degree of precision for purposes of analysis while substantially reducing
the computational requirements.

In this paper, we extend this approach to the cyber security domain, which
involves some unique network constructs, and present examples to illustrate its
application. The extensions proposed herein uniquely explore the connections with
identifying both people and devices as nodes, and provide a means of addressing
the real time volume of link and attribute data within a cyber-network.

2 Type-1 Fuzzy Cyber-Networks

We first review some of the technical background for this paper [1–3]. In Yager’s
PISA model, a set X of nodes of a network is imbued with a collection of attributes
U on which a vector fuzzy set FðUÞ is defined. For example, two such attributes
might be the experience level and the computer science skills of a system user, and
elements of F might then include fuzzy sets for “amateur” and “high.” A fuzzy
relationship Rðx; yÞ : X � X ! 0; 1½ � represents the strength of the connection
between nodes x; y 2 X, where a node can be either a person or a device. Such a
relationship might describe, for example, the frequency of logging into a device
through an account on that device. Typically, many different relationships will be of
interest in characterizing a cyber-network, each of them having its own descriptive
matrix function Rðx; yÞ.

The triple X;F;Rh i is a fuzzy graph in which the nodes have fuzzy degrees of
membership with respect to different attributes and the links have fuzzy strengths of
relationship. Thus, an overall relationship R:F is defined such that

R:Fðx; yÞ ¼ Rðx; yÞ ^ FðxÞ ^ FðyÞ; ð1Þ

where the symbol ^ denotes a t-norm conjunction operator, typically the min
operator. Rðx; yÞ represents the direct link strength between a pair of nodes without
any intervening links. This is generalized through the composition operator
defined by

R2ðx; zÞ ¼ Rðx; zÞ�Rðx; zÞ, max
y 2 X
y 6¼ x; z

½Rðx; yÞ ^ Rðy; zÞ�; ð2Þ

where by convention, R0ðx; zÞ ¼ 0 and R1ðx; zÞ ¼ Rðx; zÞ. From these definitions,
we can recursively define

Rkðx; zÞ ¼ Rðx; zÞ�Rk�1ðx; zÞ ð3Þ

as the k-fold composition of Rðx; yÞ. Note that Rjðx; yÞ�Rkðx; yÞ for
j\k; 8x; y 2 X, since from (2) and (3), Rjðx; yÞ represents the greatest strength of
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connection between x and y involving paths of at most j links. Thus, the larger the j,
the more the possible paths between x and y are considered, including all paths of
length less than j.

The above definitions are extensible to type-1 fuzzy memberships for the ele-
ments of F and R, which are equivalently defined in terms of their corresponding a-
cuts Fa and Ra, e.g.,

Raðx; yÞ ¼ ðx; yÞ : Rðx; yÞ� af g; ð4Þ

and similarly for Fa. Rk
aðx; yÞ is computed by applying (3) to the left and right

endpoints of the corresponding a-cuts of Rðx; yÞ and Rk�1ðx; zÞ. This enables us to
represent imprecise knowledge of node memberships and link strengths, as com-
pared to crisp singleton values.

Next, we consider a path q ¼ x0; x1; . . .; xnf g between a set of nodes on X. The
path strength for each a-cut is defined by

STaðqÞ ¼ min
i

Ra xi�1; xið Þ; xi�1; xi 2 q; a 2 ½0; 1�; ð5Þ

while the path length is defined by

LaðqÞ ¼
Xn
i¼1

1
Ra xi�1; xið Þ; xi�1; xi 2 q; a 2 ½0; 1�: ð6Þ

Denoting a‘ as the left endpoint of an a-cut, we have STa‘ðqÞ ¼ 0 and similarly
LarðqÞ ¼ 1 if Ra‘ xi�1; xið Þ ¼ 0 for any a-cut of any node pair xi�1; xið Þ in q.

The measures STaðqÞ and LaðqÞ can in turn be used to describe such terms as
“strong path” or “short path” from which we define additional network features and
descriptions. Of particular interest in cyber-networks are a work group and the
centrality of a particular node. A work group Q might, for example, be defined as a
subset of users and network devices in X such that (1) all elements in Q are
connected by short strong paths and (2) no element not in Q is connected to any
element in Q by a strong path.

The kth-order centrality of a node xi may be defined as the normalized sum of the
strengths of the strongest paths between this node and all other nodes in the net-
work, i.e.,

Ca xið Þ ¼ 1
n� 1

Xn
j ¼ 1
j 6¼ i

Rk
a xi; xj
� �

: ð7Þ

Note that (7) provides a measure both for the centrality of a given user in a
cyber-network and for a given device on the network. Furthermore, one can restrict
the sums in (7) to calculate four different degrees of centrality appropriate to
cyber-networks: (1) between a given user and all other users; (2) between a given
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user and all network devices; (3) between a given network device and all users; and
(4) between a given network device and all other network devices. Each of these
centrality measures has its own importance relative to queries and automated
monitoring functions for cyber-networks.

The type-1 formulations of (4)–(7) can be extended to IT2 fuzzy sets, where
these sets are used to represent words that describe the attribute memberships and
relationship strengths. The use of IT2 fuzzy sets to describe these words captures
the imprecision in the meanings of such words. This computing with words
(CWW) approach originally was proposed by Zadeh [4] and advanced by Mendel
and Wu [5]. The latter authors make extensive use of the IT2 weighted average
aggregation operator, which they refer to as a “linguistic weighted average.” This
operator was later extended by Rickard et al. [6, 7] to the more general “linguistic
weighted power mean” (LWPM), where both the inputs xi and weights wi are
specified as IT2 membership functions MFs. Expressively, the LWPM is defined by

LWPMðx;w; pÞ ¼
Xn
i¼1

wix
p
i

,Xn
i¼1

wi

 !1
p

; ð8Þ

where x and w are vector variables with each element described by an IT2 MF, and
we use the term “expressively” to denote that (8) cannot be computed directly via
standard interval arithmetic on the a-cuts of the variables, since the wi appear in
both the numerator and the denominator.

A modified version of the enhanced Karnik–Mendel (EKM) algorithm for the
computation in (8) is provided in [6]. This EKM algorithm can be applied to any
mean-type operator, not just the LWPM. The algorithm yields an interval MF for
each value of a, so that the resulting IT2 MF can be calculated via the a-cuts of the
corresponding upper and lower MFs. A further extension to non-mean,
thresholding-type aggregation operators is described in a forthcoming pair of papers
[8, 9]. These aggregation operators account for “all-in” and “all-out”-type decisions
at threshold values controlled by a single parameter.

Particular choices of the exponent p ð�1� p� þ1Þ in the LWPM (8) pro-
duce some commonly used weighted mean-type aggregation operators, including
the min ðp ¼ �1Þ, harmonic mean ðp ¼ �1Þ, geometric mean ðp ¼ 0Þ, arithmetic
mean ðp ¼ 1Þ, root mean square ðp ¼ 2Þ and max ðp ¼ þ1Þ: The LWPM is a
t-norm only for the two cases p ¼ �1 (min) and p ¼ 0 (product). However, for
p\1, it provides an aggregation operator with a continuously variable degree of
conjunctiveness greater than 0.5, and for p� 0,

LWPMðx;w; pÞ ¼ 0 if any xi ¼ 0 ð9Þ

in (8). The analogous case holds for selecting the degree of disjunctiveness for
p[ 1, while the case p ¼ 1 (i.e., the weighted arithmetic average) is equally
conjunctive and disjunctive with degree 0.5. Thus, we may generalize the “^”
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operator in (1)–(3) to an importance-weighted conjunctive operator ^pðx; yÞ defined
using (8) as

^pðx;wÞ,LWPMðx;w; pÞ; p� 1; ð10Þ

where p� 0 preserves the desirable property in (9) for a conjunctive operator in this
application. Similarly, we denote the generalized disjunctive operator _pðx; yÞ by

_pðx;wÞ,LWPMðx;w; pÞ; p� 1: ð11Þ

LWPM operators can also be used to construct conjunctive or disjunctive partial
absorption operators [10, 11]. Conjunctive partial absorption operators enable us to
designate some of the input variables as mandatory, in the sense that a good score
in each of these inputs is necessary to produce an aggregate good score, while the
other inputs are simply desirable, in the sense that a good score in any of these
enhances the output score but is not necessary to achieve a good overall score.
Similarly, disjunctive partial absorption operators enable us to designate some of
the input variables as sufficient, in the sense that a good score in any one of these
variables produces an aggregate good score.

The general idea behind this style of CWW is to specify a vocabulary of
descriptive input and importance words, along with their corresponding IT2 MFs
defined, for example, on a scale of [0, 10] and then specify the type of inference
engine desired. Given this set of input and importance words, the engine computes
a corresponding output IT2 MF, which may then be used directly as computed, or it
may be granularly decoded (i.e., classified) into a word from an output vocabulary
via similarity computations with respect to the IT2 MFs representing these output
words.

A commonly used scalar similarity measure is the Jaccard similarity [12], for
which the similarity of an IT2 output set A to the ith output vocabulary word Bi in a
vocabulary B is defined by

simðA;BiÞ ¼
R
X dxmin �lAðxÞ; �lBi

ðxÞ� �þ R
X dxmin l

A
ðxÞ; l

Bi
ðxÞ

� �
R
X dxmax �lAðxÞ; �lBi

ðxÞ� �þ R
X dxmax l

A
ðxÞ; l

Bi
ðxÞ

� � ; ð12Þ

where �lAðxÞ and l
A
ðxÞ are the upper- and lower-bounding MFs (UMF and LMF,

respectively) of the IT2 MF of A and similarly for each Bi. The integrals in (12) are
approximated by summations in practice. Given this similarity measure, we then
define the matching function

xðA;BÞ ¼ argmax
i

sim A;Bið Þ ð13Þ

as the index of the vocabulary word in B having the highest similarity to A.
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In other instances, we may wish to determine the degree to which an output
IT2 MF satisfies a certain property, e.g., path shortness in a cyber-network. In these
cases, we use the subsethood measure to determine this degree of satisfaction.
Theoretically, the subsethood ssðA;BÞ of one IT2 fuzzy set A in another such set B
is described by an interval whose endpoints are computed algorithmically [13].
However, for the sake of simplicity, we employ a computationally simpler scalar
measure of this quantity as proposed by Vlachos and Sergiadis [14] and defined by

ssðA;BÞ ¼ 1�
R
X dx max 0; l

A
ðxÞ � l

B
ðxÞ

� �
þ R

X dx max 0; �lAðxÞ � �lBðxÞð ÞR
X dx lAðxÞþ

R
X dx �lAðxÞ

ð14Þ

Note that similarity is a symmetric relationship between its arguments, whereas
subsethood is not. Further note that the domain X in (12) and (14) need not
necessarily be one-dimensional. For example, we could compute the similarity
between two network processes in a three-dimensional workflow space consisting
of team attributes, connections to servers, and data flow between team members,
where the subject entities may be defined only imprecisely via IT2 fuzzy sets.

3 Querying Cyber-Networks Using Words

As pointed out in [1], it is relatively straightforward to extend the type-1 fuzzy
constructs described in Section II to the IT2 case by careful application of (4)–(7) to
both the UMF and LMF of the IT2 MFs describing the attributes and relationship
strengths of interest. There are a number of advantages to doing this.

First, it allows us easily to specify both attributes and relationship strengths in a
cyber-network using relatively static vocabularies of words rather than dealing with
a continuum of numerical values, which often change frequently with time and vary
widely across global network sites. While words clearly are less precise than crisp
quantitative values, human interpretation of numerical values is almost always in
terms of qualitative expressions that are considerably more granular. In such cases,
we might simply specify a set of overlapping IT2 MFs appropriate to a given
vocabulary, or alternatively construct vocabularies having word MFs derived from
polling of corresponding interval data from human subjects or historical network
record logs [15].

A second and major advantage to using word descriptions for attributes and
relationships is that they allow us to precompute and store many of the quantities of
interest in a cyber-network. For example, in place of computing the path strength of
a given path q as in (5), the suitably discretized a-cuts of the various combinations
of F:R xi�1; xið Þ for specified vocabularies for F and R can be precomputed and
stored and are then available for recall to select the IT2 MF having the minimum
defuzzified centroid for any adjacent nodes xi�1; xið Þ along the path q. The latter
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becomes the IT2 MF for the path strength, and its defuzzified value provides a
scalar value if desired. Then, the only computation required is to select the mini-
mum of n scalar values, where the number of links in the path is n. All else is simple
recall processing.

This strategy can be extended to precomputing and storing these results using the
operators ^pðx; yÞ and _pðx;wÞ defined in (10) and (11) for a range of incremental
degrees of conjunction/disjunction as defined by the andness of the operator as a
function of p [11]:

andnessðpÞ ¼
2� 3

R1
0

R1
0
dxdy xp þ yp

2

� �1
p; p 6¼ 0

2� 3
R1
0

R1
0
dxdy

ffiffiffiffiffi
xy

p
; p ¼ 0

8>>><
>>>:

ð15Þ

Consider the case where 7-word vocabularies are used for both F and R. Then,
we precompute 7 × 7 × 7 = 343 IT2 MFs for the possible combinations of F:R
relationship strengths between any pair of nodes and store the a-cuts, centroid
intervals, and defuzzified scalar values corresponding to these MFs. Extending this
to say 11 incremental degrees of andness between 0 and 1.0 in increments of 0.1,
with corresponding p values computed from (15), results in 3773 cases that must be
precomputed one time and stored. Given the flow of event records describing the
dynamics of a virtual cyber-network, this provides a highly desirable trade-off, even
in cases where relatively large vocabularies may be required.

Even greater simplification can be accomplished by granulating the results of the
above computations to a discrete vocabulary of node pair attribute/relationship
strengths, where we match each initially computed F:R xi�1; xið Þ IT2 MF to a word
from this vocabulary by selecting the word whose MF has the highest similarity
computed using (12). The k-fold composition ðk� 2Þ of relationship strengths
defined recursively for singleton values in (3) can similarly be granulated recur-
sively for IT2 MFs by matching Rk�1ðx; zÞ to its most similar word in the vocab-
ulary used for Rðx; zÞ and then selecting the vocabulary word for the composition
that is most similar to precomputed word pairs representing R2ðx; zÞ.

So for example, if we use a 7-word vocabulary for Rðx; zÞ, we would precompute
7 × 7 = 49 IT2 MFs representing each possible combination of word pairs and then
match each pair computation to the word in the vocabulary for Rðx; zÞ whose MF is
most similar. An additional desirable feature of this approach is that the MFs
resulting from these recursive computations do not “broaden,” as often happens in
successive computations involving IT2 MFs due to the compounding of impreci-
sion, since at each stage they are matched back to one of the original vocabulary
MFs.

A similar approach can be applied to path length calculations as in (6). In this
case, we precompute and store the a-cuts of the IT2 MFs corresponding to the
inverses of all possible combinations of F:R (and possibly andness values), along
with their centroid intervals and defuzzified values. Then, the only computation
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required on the fly to compute the length of a given path q is summation of the left
and right endpoints of the a-cuts for each node pair in the path (when the full
IT2 MF for path length is desired), or summation of the centroid interval endpoints
(when an interval path length is desired) or a simple summation of the defuzzified
scalar values (when the fastest possible computation is desired).

By employing the above approach, we can exploit the generality of IT2 repre-
sentations of attributes and relationships, which capture the inherent imprecision in
describing the mapping of activities to cyber-networks, without paying a potentially
infeasible price for on-the-fly computations involving these quantities in queries
and/or dynamic modeling for large virtual networks. This is equivalent to “quan-
tizing” the IT2 inference space into a rich, but discrete set of mappings, so that
arbitrary IT2 MFs for attribute values and relationship strengths and their inference
combinations in a cyber-network can be well approximated by a finite set of inputs
and outputs.

4 Examples

In this section, we consider a cyber-network whose nodes consist of a set of users
and a set of devices. The users are described by a set of attributes fi 2 F, with a
relationship R that characterizes the strength of connection with other users, e.g., the
frequency of communications via chat, e-mail, or sharepoint connections. In gen-
eral, the ith attribute for the jth individual is described by an IT2 MF ~lFi; j xð Þ
corresponding to a vocabulary word bi j 2 BF

i , where BF
i is the vocabulary chosen

for the ith attribute in F. Similarly, each element ri;j ¼ ½R�i;j of the relationship R

between user i and user j is described by an IT2 MF lRi jðxÞ corresponding to a
vocabulary word ci j 2 BR, where BR is the vocabulary chosen for the relationship.

For illustrative purposes, suppose that f1i is the attribute describing the experi-
ence level and f2i is the attribute describing the computer science skill of the ith user
and ri; j is the relationship strength of user i to user j, each described in words drawn
from their respective vocabularies BF

1 , B
F
2 , and BR shown in Table 1.

The corresponding trapezoidal MFs for the UMFs and LMFs are shown in
Table 2, where the five parameters of a trapezoidal function trapðx; h; lb; lt; rt; rbÞ
following its argument x are height, left bottom, left top, right top, and right bottom,
respectively. For illustration, we use the same set of MFs for each vocabulary.

Thus, for example, the ith user might have the attribute values f1i = “Considerable”
and f2i = “Average” in Table 2, represented by corresponding IT2 MFs ~lð5ÞðxÞ and
~lð4ÞðxÞ defined on the domain [0, 1]. The choice of [0, 1] as the domain enables us to
map the subjective judgments of experience level and computer science skill into unit
ranges appropriate to users on a given network.

Suppose now that the ith user is attempting to identify a set of network resources
capable of conducting a specific set of complex application tasks. He then may wish
to identify teams with strong connections to individuals having high computer
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science skills via at most k links. Let ~lSTðxÞ and ~lHCðxÞ be IT2 MFs for the classes
“strong path” and “high computer science skill,” defined on the [0, 1] domains of
path strength and computer science skill, respectively. In particular, let these MFs
be specified by

�lSTðxÞ ¼ trapðx; 1; 0:5; 0:85; 1; 1Þ
l
ST
ðxÞ ¼ trapðx; 1; 0:7; 0:95; 1; 1Þ

�lHCðxÞ ¼ trapðx; 1; 0:65; 0:85; 1; 1Þ
l
HC

ðxÞ ¼ trapðx; 1; 0:75; 0:9; 1; 1Þ

ð16Þ

Table 1 Vocabularies BF
1 , B

F
2 , and BR for the attributes experience level, computer science skill,

and relationship strength

Experience level Computer science skill Relationship strength Vocabulary MF

Novice (N) Very low (VL) None/very weak (NVW) ~lð1ÞðxÞ
Amateur (A) Low (L) Weak (W) ~lð2ÞðxÞ
Modest (M) Modest (M) Fairly weak (FW) ~lð3ÞðxÞ
Intermediate (I) Average (A) Casual (C) ~lð4ÞðxÞ
Considerable (C) Moderately high (MH) Moderately strong (MS) ~lð5ÞðxÞ
Substantial (S) High (H) Strong (S) ~lð6ÞðxÞ
Guru (G) Very high (VH) Very strong (VS) ~lð7ÞðxÞ

Table 2 Trapezoidal upper and lower mfs for vocabulary word mfs

Vocabulary MF Trapezoidal upper and lower MFs

~lð1ÞðxÞ �lð1ÞðxÞ ¼ trapðx; 1; 0; 0; 0:126; 0:472Þ
lð1ÞðxÞ ¼ trapðx; 1; 0; 0; 0:01; 0:143Þ

~lð2ÞðxÞ �lð2ÞðxÞ ¼ trapðx; 1; 0:001; 0:0114; 0:273; 0:434Þ
lð2ÞðxÞ ¼ trapðx; 0:03; 0:014; 0:176; 0:176; 0:2Þ

~lð3ÞðxÞ �lð3ÞðxÞ ¼ trapðx; 1; 0:014; 0:269; 0:557; 0:823Þ
lð3ÞðxÞ ¼ trapðx; 0:36; 0:366; 0:429; 0:429; 0:461Þ

~lð4ÞðxÞ �lð4ÞðxÞ ¼ trapðx; 1; 0:204; 0:402; 0:626; 0:827Þ
lð4ÞðxÞ ¼ trapðx; 0:36; 0:481; 0:512; 0:512; 0:563Þ

~lð5ÞðxÞ �lð5ÞðxÞ ¼ trapðx; 1; 0:413; 0:613; 0:824; 0:997Þ
lð5ÞðxÞ ¼ trapðx; 0:39; 0:673; 0:718; 0:718; 0:765Þ

~lð6ÞðxÞ �lð6ÞðxÞ ¼ trapðx; 1; 0:337; 0:774; 1; 1Þ
lð6ÞðxÞ ¼ trapðx; 1; 0:739; 0:98; 1; 1Þ

~lð7ÞðxÞ �lð7ÞðxÞ ¼ trapðx; 1; 0:592; 0:902; 1; 1Þ
lð7ÞðxÞ ¼ trapðx; 1; 0:877; 0:991; 1; 1Þ
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The jth users’ ðj 6¼ iÞ memberships STði; jÞ and HCðjÞ in these classes are cal-
culated using (14) as

STði; jÞ ¼ ss Rkðxi; xjÞ; ~lSTðxÞ
� �

HCðjÞ ¼ ss ~l2 jðxÞ; ~lHNWðxÞ
� �

:
ð17Þ

Thus, the degree c1ði; jÞ to which individual j ðj 6¼ iÞ satisfies this criterion can
be calculated using a singleton input LWPM in (8) and (10) with exponent p� 1 as

c1ði; jÞ ¼ ^p
STði; jÞ
HCðjÞ

� �
;

1
1

� �	 

: ð18Þ

The choice of p determines the degree of conjunction required for the satis-
factions of the two criteria “strong connection” and “high computer science skill.”
Different weight values can be used if one of these criteria is more important than
the other. Computing c1ði; jÞ for each j 6¼ i and ranking the results provide a list of
prospective network resources in order of their suitability.

Recall that the results for both Rkðxi; xjÞ and ~l2 jðxÞ in (17) have been precom-
puted and stored; therefore, it is only necessary at most to perform the subsethood
calculations. However, if the classes “strong path” and “high computer science
skill” are of general interest in queries, these subsethood calculations too can be
precomputed and stored for each combination of (word) values for the first argu-
ments, so that only recall processing and simple arithmetic calculations are required
to compute the values in (18).

For illustration, suppose we consider a network of six users, where individual #1
is the potential task lead. Assume the attribute vectors for experience level f1 and
computer science skill f2 are given by (see Table 1)

f1 ¼ I A C M G I½ �T
f2 ¼ M VL H L VH M½ �T ; ð19Þ

and the relationship strength matrix R is given by

R ¼

1 W C FW VS NVW
W 1 MS MS C FW
S FW 1 W NVW NVW
S MS W 1 FW C
C W C VS 1 W
FW MS NVW W S 1

2
6666664

3
7777775
; ð20Þ

where the diagonal “1s” correspond to singleton MFs at unity value and are not
involved in our computations. The corresponding vectors STðkÞ of degrees of
“strong connection” between node 1 and the remaining nodes for k ¼ 1; 2 and the
vector HC of degrees of “high computer science skill” are calculated from (17) as:
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STð1Þ ¼ 1 0 0:223 0:151 1 0½ �T
STð2Þ ¼ 1 0:151 0:223 1 1 0:151½ �T

HC ¼ 0:058 0 0:666 0 0:952 0:058½ �T :
ð21Þ

We note that for this example, STðkÞ ¼ STð2Þ for k[ 2. From (18) with p ¼
�0:72 (corresponding to an andness of 0.75) in (15), the vectors of criterion sat-
isfaction for node elements 2 through 6 for k ¼ 1; 2 are given by

c1ð1Þ ¼ � 0 0:347 0 0:975 0½ �T
c1ð2Þ ¼ � 0 0:347 0 0:975 0:086½ �T : ð22Þ

Thus, the potential task leader’s best candidate would be user #5, with user #3 a
distant second.

Now suppose that our potential task leader is leveraging a strategy that will
benefit particularly from more experienced network users. He might then wish to
query his cyber-network site with a desire for strong paths to more experienced
users, for whom high computer science skill is mandatory. In this case, let ~lMEðxÞ
be the IT2 MF for the class “more experienced user,” where the membership of
individual j in this class is given by

MEðjÞ ¼ ss ~l1 jðxÞ; ~lMEðxÞ
� �

: ð23Þ

We then would use a partial absorption operator [11] with the mandatory input
being HCðjÞ and the desired inputs being a conjunction (of specified degree p0)
between STðjÞ and MEðjÞ. This partial absorption operator computation involves 1)
a weighted partial disjunction (denoted r) of the mandatory and desired inputs
(using _pd ðx;wÞ with exponent pd � 1) followed by 2) a weighted partial con-
junction (denoted D) of the mandatory input with the result from 1) (using ^pcðx;wÞ
with exponent pc � 1).

In a type-1 fuzzy context, x1D x1rx2ð Þ necessarily is zero if x1 is zero, and for
nonzero x1, x1D x1rx2ð Þ � x1 is positive (respectively negative) when x2 is greater
(respectively less) than x1. The absolute difference x1D x1rx2ð Þ � x1j j is called the
reward when x2 is greater than x1 and is otherwise called a penalty [11]. We
construct the operator x1D x1rx2ð Þ from nested weighted power means as:

c2ðjÞ ¼ ^pc

HCðjÞ

_pd

HCðjÞ
^p0

STðjÞ
MEðjÞ
� �

;w0
	 
2

4
3
5;wd

0
@

1
A

2
664

3
775;wc

0
BB@

1
CCA; ð24Þ

where w0 is the importance weight vector for the two desired inputs and wd , pd , wc,
and pc are chosen to achieve the desired reward and penalty values as described in

Querying Cyber-Networks Using Words 265



[11]. Again, since the variables in the weighted power means in (24) have been
precomputed, only arithmetic operations must be performed to arrive at this result.

Let the more experienced user class MF correspond to that of S in Table 1 (i.e.,
~lð6ÞðxÞ), as shown in Fig. 1.

Setting a penalty of −25 % and a reward of +15 %, with p0 ¼ �0:72,
pd ¼ 5:802, and pc ¼ 0:619, we obtain from (24) the vectors of criterion satis-
factions for k ¼ 1; 2:

c2ð1Þ ¼ � 0 0:586 0:007 0:961 0:043½ �T
c2ð2Þ ¼ � 0 0:586 0:012 0:961 0:071½ �T : ð25Þ

Thus, while user #5 is still the best candidate, user #3 provides a reasonably
strong match to this query as well.

To further strategize his team composition, our potential task leader may wish to
know the strength of the centrality of the other users in the network. The IT2
centrality Cði ; kÞ of the ith user over a maximum of k links is calculated using (7)
on the upper and lower MFs of R. We then calculate the subsethood of Cði ; kÞ in
the set “strong path” having MF ~lSTðxÞ as in (17), i.e.,

STðCði; kÞÞ ¼ ss Cði; kÞ; ~lSTðxÞð Þ: ð26Þ

This yields the following vectors of centrality strengths CSðkÞ for k ¼ 1; 2, with
CSðkÞ ¼ CSð2Þ for k[ 2:

CSð1Þ ¼ 0:275 0:308 0:189 0:35 0:289 0:306½ �
CSð1Þ ¼ 0:505 0:436 0:397 0:585 0:559 0:589½ � ð27Þ

Thus, user #3 has the lowest strength of centrality of any of the users, which
depending on the nature of the task assignment may prove to be an advantage or
disadvantage to the team leader.

Fig. 1 IT2 membership
function of “more
experienced user”
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As a final query, the task leader may wish to know the degree to which users #2
and #5 constitute a work group to themselves. As defined above, this would be the
degree to which users #3 and #5 are connected by short strong paths, and no other
users are connected to them by a strong path. Performing this calculation yields a
degree of 0, indicating that these users are not an isolated workgroup.

5 Conclusion

We have extended the social network constructs of [1–3] to the perceptual com-
puting domain for cyber-networks using word representations of attribute mem-
bership and relationship strengths between users. In particular, we have identified
means for feasibly performing calculations using these constructs in large virtual
networks by precomputing and storing the combinations of attribute/relationship
words involved in the typically relatively small vocabularies required in
cyber-networks. We are presently working on the applications of these approaches
to dynamic network modeling using fuzzy cognitive maps.
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On the Concept of Big Data Analysis

A.B. Pashayev and E.N. Sabziev

Abstract The concept of analysis of the information in Big Data is offered. In the
proposed concept, it is introduced some universal set of values with the limited
number of words. All files (sources of information) projected into the universal set.
The search purpose was formed in terms of universal set. Then, search process was
performed in the universal set, i.e. in the set of projection of sources of information.
Such technology reduces the localization of searching information. Such approach
allows locate the required information within the framework of the traditional sizes
and makes possible further application of methods and algorithms of the infor-
mation processing for them.

1 Introduction

Intensive development of information technology and hardware systems led to
accumulation of large amount of digital data, such as text, audio, video data and
specific content.

The accumulated data are stored in files of different structure, e.g. doc, txt, bmp,
jpg, wav, mp3, rtf, mpg, flv etc, and each type has their source and purpose. For
instance, video data are mainly accumulated in the process of security monitoring of
areas and objects, video monitoring of traffic, video recording of sports events,
political events and mass festivities, as well as natural phenomena, progress of
science experiments, aerospace imaging of Earth and extraterrestrial space etc. [1].
The amount of accumulated data are so large that its processing is associated with
great difficulties. This is why new concept of Big Data was introduced in infor-
mation theory.
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Big data [2] is a collection of data sets so large and complex that it becomes
difficult to process using on-hand database management tools or traditional data
processing applications. The challenges include capture, curation, storage, search,
sharing, transfer, analysis and visualization. The trend to larger data sets is due to
the additional information derivable from analysis of a single large set of related
data, as compared to separate smaller sets with the same total amount of data,
allowing correlations to be found to “spot business trends, determine quality of
research, prevent diseases, link legal citations, combat crime and determine
real-time roadway traffic conditions”.

The challenge for large enterprises is determining who should own Big Data
initiatives that straddle the entire organization.

Obviously, acquisition and storing of such large amounts of data cannot be
justified without it being used for its designated purpose. In this regard, we should
undoubtedly point out that while searching for any kind of useful information, it is
important to know what data set can contain this information. For instance, if some
man is searched for in video data, then such information as data of the progress of
science experiments, aerospace Earth imaging data and scanning data for traffic on
expressways must be neglected. Thus, the data set to be processed can be narrowed
depending on the purpose in view.

Another side of the problem is that the same data can be used for different
purposes. For instance, a video file of a hockey match broadcast can be of interest to
the panel of judges investigating into the quality of the referee work in the match, to
the coaches analysing the tactics of the rival team, to the reporters reviewing the
most intriguing moments of the game, etc. The episodes of interest for different user
categories may or may not cross in some ways. Moreover, different episodes can
have different degrees of importance depending on the users interested in them. For
instance, conflicts among players are important to the referees after the game is
interrupted by a whistle, while for the coaches of the teams, those conflicts might
hold no interest whatsoever.

The aim of this paper was to investigate the possibilities of Big Data prepro-
cessing to facilitate further retrieval and processing of more useful information.

2 Problem Statement

As noted above, data retrieval and processing in Big Data are associated with
certain difficulties. This brings up the question: can desired data be organized in a
way such that it would be possible to use conventional processing methods
afterwards?

With regard to this question, we set the following objective:

– To develop data locating mechanism in Big Data based on search purpose

Assume that we search among all available files for a file containing the
information with the semantic context “young woman and man talking in the rain”.
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This can be a photograph, a fragment of a novel or a letter, a video clip, etc. To that
end, let us narrow down the variety of the files, among which the search will be
performed, by viewing all files with the following content: “young man”, “young
woman”, “rain” and “conversation”. Thus, the search area for the sought-for
information is identified.

Investigating the set problem, we propose decomposing the original task into
simpler ones as a possible solution. Thus, the original task is divided into the
following subtasks:

Task 1—Definition of universal set of values;
Task 2—Developing the mechanism of great ion of the image of the files on the

universal set of values;
Task 3—Developing the search mechanism based on the searching in the set of

universal values.
So, proposed concept is to introduce some universal set of values with the

limited number of words. All files (sources of information) projected into the
universal set. The search purpose was formed in terms of universal set. Then, search
process was performed in the universal set, i.e. in the set of projection of sources of
information. Such technology reduces the localization of searching information.

3 Universal Set of Values

In the present paper, we propose the concept of primary locating of the desired data.
For this purpose, the universal set of values is introduced. This set contains basic
concepts of human cognition and is limited quantitatively. In doing so, we can
formulate the purpose of search, using the elements of the universal set of values.

We should note that such limited word sets were introduced and successfully
applied for initial study of daily use vocabulary of foreign languages. For instance
[3], Basic English contains only 850 words.

This is a list of the 850 words grouped and listed by Ogden in The ABC of Basic
English (1932) [4]. These words all denote simple concepts commonly used in
everyday life.

Obviously, depending on the purpose of Big Data processing, this list of words
can be shortened or supplemented.

We suppose that the universal set of values will be something like “Basic
English core vocabulary”, introduced for the purpose of data processing. Let us
define the universal set of values more accurately.

Let the set M be so-called universal set of values. Thus, we have some set of
finite number of elements—values. Labels for fast search will be composed of these
elements later. Therefore, we believe that the general number of elements of the set
M will be limited by some reasonable number n, e.g. n� 1000.

For convenience in operation in the set M, we can introduce the indexing system
of elements numeration i ¼ 0; 1; . . .; n, where n is the number of the elements.
Denote the elements of M by ai.
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The numbering is proposed to make it possible, while implementing the offered
concept, to focus on operations on the elements of the set separated from the
meanings of specific words. The numbering sequence does not affect the progress
of further research. The elements can be numbered alphabetically, for instance.

4 Value Sentence

As noted above, different algorithms for data processing exist and are in devel-
opment now, which allow recognizing subjects, actions, etc. in files of different
structure. The features of such algorithms can certainly be expanded so that they
could determine the degree of importance of the attributes found in files and
expressed by the real number l within the range [0, 1].

For instance, let us consider a case of a football match broadcast. The broadcast
is recorded into a video file. It rains; the host team defeats the guest team. During
half-time, the camera captures a young man and a young woman peacefully dis-
cussing the match. In that case, the ranging can be as follows:

– Host 1
– Guest 1
– Host wins 1
– Rain 1
– Discussion 1
– Conversation 1
– Fight 0
– Young man 0.9
– Young woman 0.1
– Accident 0
– Money 0
– Airplane 0

etc.
Thus, the fuzzy nature of degree of importance in further may allow performing

operations above them that is appropriate to assess the importance of phrases or
sentences.

Definition A sequence of pairs of elements and the corresponding coefficients of
belonging ai 2 M;f li 2 ½0; 1�gi ¼ 0; 1; . . .; n is called a value sentence.

Note that the elements of M, which is the universal set of values, are determined
and numbered in advance. Therefore, the index i ¼ 0; 1; . . .; n uniquely determines
the element of the set M. Taking into account this fact, we can claim that the
sequence of numbers li 2 ½0; 1�f g, i ¼ 0; 1; . . .; n, determines the value sentence.

While a file is created (saved), it can be preprocessed. The degree of li has to be
determined for each value ai. Obviously, the values li can be different for the same
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values ai, depending on the expert method and determination algorithm. However,
they can be taken as basic given a certain share of admissible deviation.

Therefore, each data group (each file), with a certain “admissible accuracy”, can
be matched with some value sentence, which is the sequence lif g of the length n.
In that case, li ¼ 0 will mean that the value ai is absent in this file.

5 Big Data Sources

The main sources of Big Data are text data (content of web pages, e-mail, forums,
etc.), images and video files, as well as speech data. Signals of different nature, such
as seismic signals, space surveillance signals, machinery vibration signals, can also
act as data.

Different instruments designed for processing of all the aforementioned types of
data are available these days. Information technology is developing rapidly, and
new methods and tools for data processing emerge every day.

6 Cloud Computing

The analysis of the Big Data sources, as well as the instruments for processing of
Big Data components, demonstrates that they do not originate from the same source
but are rather distributed. Hence, it is reasonable to use Cloud technologies. In other
words, the resources can be combined in a same Cloud.

Different units (packages) of data processing are developed and maintained by
certain groups and stored on certain servers. Big Data sources are also distributed,
and the data are stored on different servers.

In accordance with the proposed approach, in a Cloud environment, the
incoming data will be preprocessed. In that case, the relevant software resources
from the Cloud environment can be involved, depending on the nature of the
incoming data. When a file is saved, a label to that file is created. The label is the
sequence of degrees of importance of the elements within the universal set of
values. Thus, alongside with every data carrier file, their labels will appear in the
Cloud environment.

During Big Data processing, the sentence of processing purpose will be created.
That sentence will be the sequence of degrees of importance of each element within
the universal set of values. Useful data will be located by comparing the search
sentence with the labels of the files. Such kind of search will tangibly reduce the
required resources, including the time for retrieving the required data. Then,
obtained data, which will be of usual size, can undergo further processing.
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7 Search Sentence

As described above, each file is given an additional attribute, a label consisting of
the sequence of words from the universal set of values. To form the purpose of
search, we need to build a sentence from elements of the universal set of values.
The search sentence can be formed using semantics or as a random sequence of
elements of the universal set of values.

Let us consider a case when the purpose of search is formed semantically.
Suppose that using elements of the universal set of values, we build a sentence in
English, which indicates the purpose of search. We can assign some coefficient of
importance m to each word, beginning with the first word of the sentence. The
coefficient decreases uniformly from 1 to 1=k, where k is the number of words in
the sentence. In that case, if some words recur in the sentence, we can identify them,
assigning the coefficient corresponding to the value of its first location in the
sentence.

Lets us consider the above example of search of the file containing information
on the young man and woman having a conversation in the rain. The search target
can be formulated by the following set of words: rain, young man, young woman
and conversation. The proposed algorithm will then assign the importance as
follows:

k ¼ 4;
rain  4=4 ¼ 1;
young man  3=4 ¼ 0:75;
young woman  2=4 ¼ 0:5;
conversation  1=4 ¼ 0:25.

Coefficient 0 is assigned to other words of the universal set M automatically.
Another way to form a search sentence is for the user to select a random

sequence of words from the universal set of values, assigning some coefficient of
importance m (within the range ½0; 1�) to each word.

In order to search for some required information, the search target is usually
formulated in a natural language. The proposed concept implies that a sentence
formulated in common language can be projected into some search sentence con-
tained in the universal set of values.

Take any element of the set M. Each element of the set M generates a class
consisting of all sentences, the projection of which matches that element. Any
sentence can be projected into the set M by identifying natural-language words with
similar meaning to one another. The task of identification can be given to experts.
Obviously, such identification is ambiguous and depends both on experts and
ambiguousness of semantic values of words. Nevertheless, a certain operational
projection can be determined.

Thus, any random set of words of a natural language can have a certain pro-
jection into the set M.

274 A.B. Pashayev and E.N. Sabziev



It should be noted that projection of all natural-language words into some set M
does not in fact depend on the language and is a clustering. Such a projection can be
built for the English language as well as for any other language.

Thus, the purpose of search will have the form of a sentence by means of
elements of some subset of the universal set of values with the coefficients of
importance m within the range ½0; 1�.

8 Search Algorithm

Let us consider some search sentence. According to the definition of the universal
set of values, each word (element) of that sentence has a unique number i and each
word of the sentence has a coefficient of importance mi. Thus, we have some
sequences, mi1 ; mi2 ; . . .; mikf g. Data search (location) in the set of labels within Big
Data will be based on this sequence.

Let us form a subset of search depending on the possible limitations such as file
type and date of creationetc. Obviously, each file of the set will have its label of the
proposed structure: li1 ; li2 ; . . .; lik

� �
.

Depending on the search target, different methods of data filtration can be
determined. In the following paragraphs, we describe the task of determining such
methods.

Assume that some element l0 ¼ l01; l
0
2; . . .; l

0
n

� �
, which is a search sentence, is

given. The task is to find in the set M � ½0; 1�n a subset of elements l ¼
l1; l2; . . .; lnf g that are close in a certain sense to the given sentence l0. To that

end, let us determine the binary relations in the setM. These relations can be regular
or fuzzy. Depending on the introduced relation, we can obtain some or other subset
of points close to l0. The definition of a relation (fuzzy relations) can be found, for
instance, in [5].

Let us provide some examples of relations that express different sets of elements
depending on the search target.

“Exact match”. For a given set of positive numbers ei, i ¼ 1; 2; . . .; n, the set
of “exact match” can be determined through the relation Eðl0Þ �
li � l0i
�� ��\ei; l;l0ð Þ 2 M�M

� �
. A reasonable selection of numbers ei, i ¼

1; 2; . . .; n can be the subject of a separate discussion.
Local match. It should be noted that usually, when search conditions are for-

mulated, mandatory filters are set. Therefore, “exact match” can significantly
narrow down the range of the sought-for elements (files). From this point of view, it
is reasonable to consider another relation determined in the set M�M:

L l0
� � � li � l0i

�� ��\ei; for l0i [ 0
� �

:
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Bottom coverage. The relation

T l0
� � � li� l0i ; l; l0

� � 2 M�M
� �

is a formalization of the “all greater than or equal to” request and generalizes the
classical inequality that divides the set M�M into two parts. Similar to the local
match, the relation “local bottom coverage” can be determined:

TL l0
� � � li� l0i ; for l

0
i [ 0

� �
:

Top coverage, local top coverage. Obviously, the following relations can be
considered

B l0
� � � li� l0i ; l; l0

� � 2 M�M
� �

and

BL l0
� � � li� l0i ; for l

0
i [ 0

� �
;

which will in a sense be in contrast to the relations T l0ð Þ and TL l0ð Þ, respectively.
Thus, the file search will be performed in the set of all their shortcuts. The files

will be highlighted, for which the relation generated in compliance with the search
target holds true.

In the absence of any coefficients in the search sentence, they will be regarded as
equal to unity.

9 Conclusion

Note, that there are various methods of searching information in Big Data. One of
them is the Google algorithm based on the search of given word or sequences of
words in the all Big Data and then arranged the sources by some mechanism [6].
Principally, Google algorithm focuses on finding data that contain the selected
words in the text file or web page, or in the captions to the illustrations, charts, etc.

The proposed approach is based on the search for a concept similar in content
(meaning) to the desired keyword. In addition, the search is process not direct in the
file. Each file is assigned some label and search process in the set of labels. The
labels can be created for any type of file (for both text and audio, photo and video
files, etc.). The proposed of ranking and filtering of data can significantly narrow
the range of the search, which will facilitate further search of the necessary
information.
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Interaction Using Qualitative Data

Vadim L. Stefanuk

Abstract To overcome some problems with deep understanding of fuzzy values,
certain learning finite automaton was put into a fuzzy environment. Previously,
such a device has been studied in the probabilistic environment, where the classic
technique of standard Markov chains was applicable. The new study became
possible due to several previous results by the present author, namely the axiomatic
of fuzzy evidence accumulation and the theory of generalized Markov chains. The
mathematical results, obtained in the paper, prove that the learning automaton has
the property of asymptotic optimality. We propose to use this property for mea-
suring membership functions in case of values analogous to singletons or point
functions. It is claimed that the obtained results might lead to a fuzzy value mea-
surement procedure resembling statistics developed in probability area.

Keywords Fuzzy environment � Probabilistic environment � Finite automata with
learning � Asymptotic optimality � Generalized Markov chain � Fuzzy singletons

1 Introduction

The exchange with quantitative information plays an important role in the inter-
action among people and technical devices. The temperature at home or in the
street, the cost of goods or services—without those precise figures our life would be
meaningless. In the theory of man–machine systems [1], the transmission of the
quantitative information in the form of dial or menu readings for various crisp
values does not create any problems.
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However, people commonly use for communication the qualitative information,
speaking on the temperature in the room in terms of high, low, comfortable, suit-
able, or reasoning on the cost of goods and services as expensive, cheap, and
reasonably priced. To support such qualitative information, various schemes have
been proposed, including fuzzy sets [1], gray numbers, and probability theory [2].

These schemes are commonly used in the flexible interfaces intended to establish
a man–machine contact, which satisfies “both sides.” Among various schemes, the
axiomatic of fuzzy set theory is the most developed and the most popular in
applications. Yet, the formal analysis shows that many problems are still not
completely resolved.

For instance, in fuzzy set theory by Zadeh [1], which is extensively used in the
area of expert systems [3, 4], the meaning of the fuzzy membership does not reach
the level of transparency comparable to that of probability schemes. The reason is
that the fuzzy set theory does not provide anything similar to the statistics in
probabilistic approach, which actually brings meaning to the probability and makes
it suitable for practical applications.

Another problem is the lack of well-understood mechanisms for defining fuzzy
membership values as well as the mechanisms for direct understanding of obtained
fuzzy values by a person. The use of natural language (NL) description does not
resolve the problem due to the lack of mathematical apparatus which allows going
from one NL expression to another using some formal tools. It is this problem that
probably led Prof. L.A. Zadeh to formulation of the well-established axiomatic
theory for fuzzy sets [1].

It is important to stress that though the probability theory has obtained certain
advantages due to the statistical support, this general problem is not removed
completely as statistic does not allow expressing such a vague consideration as
“probable,” very probable, end, etc. People do use the phrases with high proba-
bility, or it is improbable, the meaning of which is quite clear for the people. Yet, to
convey the meaning to technical systems, or to teach a technical system to use such
unclear expressions is still an open problem.

Our paper presents an attempt to find some solution to above-mentioned prob-
lems, using the mathematical model of a learning finite automaton, provided that it
is being put into the fuzzy environment [5].

Our formal analysis is based on the two previous results. The first is our axio-
matic for the problem of evidence accumulation [6].

This axiomatic has been used in our system SEISMO for prognosis of seismic
phenomena. In Fig. 1, we demonstrate the results obtained with SEISMO in case of
middle-term prediction of an earthquake.

The second important result is our generalization of the concept of Markov
chains [7]. Classic Markov chain describes probabilistic events that changed in
accordance with the Markov chain logic [8].
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There are a number of various generalizations in the literature for the classic
Markov chains; however, the presence of some probabilistic phenomena is always
assumed. Yet, our generalization is suitable for any chains with the Markov
property, and it does not necessary to assume the probabilistic character of the
values involved. To avoid misunderstanding in the paper, we will refer to our
generalization as the Markov-Stefanuk chain [7].

Our paper is organized in the following way.
Following the approach described in [6] in the first Chapter, an expression is

derived for summary fuzzy effect of two fuzzy values: current automaton state and
the penalty/reward obtained by the automaton. The mathematical expression has the
form different from the one proposed by Zadeh [1], but in fact agrees with his logic.
This expression simplifies the equations, describing the behavior of fuzzy system in
a fuzzy environment.1

Second Chapter considers the behavior linear tactic automaton, which was
introduced and studied by Tsetlin in a probabilistic environment, which penalize or
rewarding the automaton with fixed probabilities [9]. However in the second
chapter, it is being put into a fuzzy environment, which issues the rewards and
penalties with some fuzzy membership function. We demonstrate how from
assumed ergodicity of the generalized Markov chain [7] it becomes possible to
obtain formulas, relating fuzzy values of inner states of automaton with it actions in
the external fuzzy media.

In the third Chapter, the obtained formulas are used for inference some final
assertions on behavior of the linear tactic automaton (LTA). It is shown that in
accordance with our expectation, the character of LTA behavior does not essentially
changes due to transfer of LTA from probabilistic environment to the fuzzy one.

In the fourth Chapter, we present some discussion of membership function used
and why there is a possibility to work with fuzzy singletons. The fuzzy singletons
differ from the common singletons known from literature [11] as they open some new
possibility for defining values of unknown membership functions in a certain class.

18.12.91-25.12.91

25.12.91-01.01.92

01.01.92-08.01.92

08.01.92-15.01.92

15.01.92-22.01.92

22.01.92-29.01.92

29.01.92-05.02.92

05.02.92-12.02.92

12.02.92-19.02.92

19.02.92-26.02.92

26.02.92-04.03.92

04.03.92-11.03.92

Fig. 1 SEISMO:
middle-term forecast (the
week of the event)

1We obtained one particular version of T-norms that is well known in fuzzy set theory.
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In the fifth Chapter, it is shown that the obtained property of asymptotic opti-
mality opens, in principal, the possibility for measuring fuzzy singletons, i.e.,
singletons with arbitrary membership values.

In conclusion, it is discussed that the experimental verification of obtained
expressions meets some serious difficulty as unlike probability theory, where
statistics give certain grounds and the fuzzy set theory does not have theoretically
confirmed experimental base. For this reason, the results obtained and the steps
used in this process are today the only evidences of correctness of our analysis.
From the other side, the obtained results provide us with the hope for building some
analog of statistics, but oriented to the area of fuzzy systems.

For Markov-Stefanuk chain, it is possible to consider the ergodicity property and
to find final values in case this chain has one ergodicity class [7].

2 Collecting Evidences with Axiomatic Tools

Following the approach described in [7], an expression is derived for total fuzzy
effect of two fuzzy values: current automaton state and the penalty/reward obtained
by the automaton. The mathematical expression has the more “smooth” form,
which is different from the maximum expression proposed by Zadeh, but in fact
follows his theory logic. Our expression simplifies the equations, describing the
behavior of fuzzy system in a fuzzy environment.

Let us consider first very simple learning machine shown in Fig. 2. It is a finite
automaton, which has only two inner states (1, 2) and two external actions (1, 2).
This automaton is being put into some environment giving to it a feedback, which
consists from rewards or penalties, depending on the actions performed by the
automaton.

The upper part of this figure shows transition between its states, when it obtained
a penalty when it was in the state 1 (left state in this figure), performing action 1; or
obtained the penalty when it was in the state 1 (right in the figure), performing the
action 2.

The bottom graph shows transition between its states, when it obtained a reward
when it was in the state 1, performing action 1; or obtained the reward, when it was
in the state 1, performing the action 2.

Feedback: Penalty

Feedback: Reward

Fig. 2 The simplest learning
automaton with two actions
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2.1 Fuzzy Environment

When this automaton is in a fuzzy environment, it comes to its inner states in

accordance with some fuzzy scheme, when lð1Þ1 ðtÞ denotes the membership function
to the state 1, corresponding to the action 1 in the moment t = 1, 2, … . The same

way one may define lð2Þ1 ðtÞ—the membership function to the state 1 that corre-
sponds to the action 1 in the moments t = 1, 2, … .

Let kð1Þ is a fuzzy singleton meaning the penalty for the action 1 performed in
the state 1, and kð2Þ be a fuzzy singleton meaning the penalty for the action 2
performed in the state 2.

As the automaton does not change its state, when the feedback is neutral, it is
natural to consider that the singleton value ð1� kð1ÞÞ corresponds to the reward for
the action 1 performed in the state 1, and ð1� kð2ÞÞ is the reward for the action 2.

As the penalty/reward at the moment t defines the next time fuzzy states
lðiÞ

1
ðtþ 1Þ; i ¼ 1; 2;, one may be sure that lð1Þ

1
ðtÞ and lð2Þ

1
ðtÞ do not depend on the

feedback at the moment t. Hence, following Prof. L.A. Zadeh “the total fuzzy
value” is defined with the following classic expression:

f ðx; yÞ ¼ minfx; yg; where x¼lðiÞ
1
ðtÞ; y ¼ kðiÞ; i ¼ 1; 2: ð1Þ

However, this expression is difficult for analytic study of our automaton behavior.
Hence taking the axiomatic of evidence summarization from our publication [6], we
add two new axioms, concerning the total result, namely:

f ð0; 0Þ ¼ f ð1; 0Þ ¼ f ð0; 1Þ ¼ 0 ð2aÞ

f ð1; aÞ ¼ f ða; 1Þ ¼ a ð2bÞ

It is easy to see that these axioms are true for the above formula of L.A. Zadeh.
However, it is important for us that they are true also for the next expression for the
total sum:

f ðx; yÞ ¼ x� y; ð3Þ

where x = lðiÞ
1
ðtÞ; y ¼ kðiÞ; i ¼ 1; 2: Fig. 3 shows graphically the difference

between (1) and (3).

2.2 Ergodicity

It easy to see that the behavior of our simplest automaton is described with an
ergodic Markov-Stefanuk chain. The parameters of this generalized Markov chain
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are not known yet. Its ergodicity will be established later after the equality of flows
of the chain values will be demonstrated [7].

Due to the expected ergodicity, the final singleton meaning transition from the
left state to right state should be equal to the final singleton meaning transition from
right state of automaton to the left its state:

lð1Þ1 kð1Þ ¼ lð2Þ1 kð2Þ ð4Þ

Hence, if kð1Þ � kð2Þ, then lð1Þ1 � lð2Þ2 . It means that our simplest automaton is able to
learn to reduce the number of punishments!

Using same technique, one may study the automaton with linear tactics, pro-
posed by Tsetlin [9]. The linear tactics automaton is an extension of our simplest
automaton considered above.

3 Behavior of Linear Tactics Automaton

In all the states belonging to the left-hand side shown in Fig. 1, the automaton
performs the first action (1) and obtains the penalty (in the upper graph) and the
reward (in the bottom graph). Similar situation is valid for the action (2).

The linear tactic automaton was studied in [9] in a random environment, which
issues the penalties and rewards with some fixed probabilities.

In the present paper, the situation is different from that studied by M.L. Tsetlin as
now this automaton is put into a fuzzy environment and performs in correspon-
dence with the fuzzy membership functions similar to the simplest automaton
described above.

f (x, y) = min {x, y}
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f (x, y) = x × y

Fig. 3 The comparison of expressions (3) and (1)
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Again, it may be shown that the performance of the linear automaton is con-
trolled with a generalized Markov chain [7], i.e., Markov-Stefanuk chain. It turned
out possible to obtain the final expressions, describing the behavior of linear
automata, taking into account also some our results from [6].

Let memory depth of the automaton shown in Fig. 4 is equal to n that means that
the linear tactic automaton has exactly n inner states for each of its actions (1 and 2).
Assuming ergodicity property, one may obtain the following equations. (The states
are numbered in the way that the “deepest state” shown in Fig. 4 has number n.)

kð1Þlð1Þi ¼ ð1� kð1ÞÞlð1Þi�1; i ¼ 1; . . .; n; ð5Þ

where ð1� kð1ÞÞ� is the reward for the action 1 and lð1Þi � is the membership
function for the state i on the left line of Fig. 4, corresponding to the first action,
i.e., action 1.

Let us temporally fix values lð1Þ1 and lð2Þ1 . Then from (4) and (5), one has the
following:

11(1) (2)

11 (1) (2)

11
, 1,...,

kk

kk k n
λλμ μ(1) (1) (2) (2)μ μ

λλ

−−
−− === ð6Þ

As the lð1Þ1 and lð2Þ1 are related with (4), we have:
11(1)

11 (1)

11
, 1,...,

kk

kk k n
λ (1) (2)

(1) (1) (2) (1)
(2) (2)

μ μ μ μ
λ

λ
λ
λ

λ

−−
−− === ð7Þ

If Mð1Þ is the membership function (singleton) for the first action and Mð2Þ is the
membership function for the second action, then it may be shown [5] that the
following expressions are valid for the final values (singletons):

Mð1Þ ¼ 1� P
n

k¼1
ð1� lð1Þk Þ ¼ 1� P

n

k¼1
ð1� lð1Þ1

1� kð1Þ

kð1Þ

 !k�1

Þ ð8aÞ

Mð2Þ ¼ 1� P
n

k¼1
ð1� lð2Þk Þ ¼ 1� P

n

k¼1
ð1� lð1Þ1

kð1Þ

kð2Þ
1� kð2Þ

kð2Þ

 !k�1

Þ ð8bÞ

Feedback: Penalty 

Feedback: Reward 

Fig. 4 State transitions for the LTA
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3.1 Asymptotic Optimality

From the last two expressions, one has:

Mð1Þ

Mð2Þ ¼
1� P

n

k¼1
ð1� lð1Þ1

1�kð1Þ

kð1Þ

� �k�1
Þ

� �

1� P
n

k¼1
ð1� lð1Þ1

kð1Þ

kð2Þ
1�kð2Þ

kð2Þ

� �k�1
Þ

� �
ð9Þ

where lð1Þ1 is some positive value, satisfying lð1Þ1 � 1 (details are in [5]). As in the
case of simplest automaton, one may observe the learning property of this linear
tactics automaton. Indeed, if the reward for the first action is greater than the reward
for the second action, i.e., kð1Þ [ kð2Þ, then one obtains Mð2Þ [ Mð2Þ.

Moreover, if in addition the following inequality holds

1� k
ð2Þ

k
ð2Þ [ 1

then from (8) under n ! 1, the following is valid:

Mð1Þ ! 0; Mð2Þ ! 1;

That is, Tsetlin’s automaton with linear tactics being put into a fuzzy environment
has the property of asymptotic optimality as shown previously in [9] for the
probabilistic environments. From the expression (9), it is obvious that the asymp-
totical optimality is impossible, if both inequalities are true

1� kðiÞ

kðiÞ
� 1; i ¼ 1; 2: ð10Þ

4 Comments on Singletons

The membership functions used in this paper usually were referred to as fuzzy
points, i.e., single element fuzzy sets. They may be found in many publications as
singletons [10]. However, usually for singletons, it is assumed that membership
function in this point is equal to 1.

Thus, the paper [10] says that in realizations, where a fuzzy system is being built
from some set of elementary functional elements, non-singleton fuzzification usu-
ally creates problems. The author of [10] shows that application of defuzzification
of the type DCOG may be modeled with the use of singleton architecture.

286 V.L. Stefanuk



In the present paper, we use a bit different concept of a singleton. We referred to it
as fuzzy singleton. The fuzzy singleton may take any value from the interval [0–1].
Similar values have been used in expert system MYCIN, where a simple heuristic
rule was applied to combine evidences in favor of some phenomenon [3].

The use of fuzzy singletons corresponds to the membership functions from
general fuzzy set theory of Prof. Zadeh, presenting a convenient tool for numerical
calculations. Indeed, let us denote s the set of two elements, where 0 corresponds to
penalty for an automata and 1 corresponds to the reward.

Then, the value of feedback represents the traditional fuzzy value λ, with the help
of couple of “delta functions k1 and ko, provided that ko þ k1 ¼ 1 is true. (The last
assumes that there no neutral feedback.)

Thus, from the fuzzy property, it follows that by push button “feedback” on the
learning machine, the latter may obtain penalty (0) or reward (1). That is why in our
real learning machine made in Moscow State University [11], there were two
separate push buttons: one for punishments and the other for rewards.

As it is assumed that then in our mathematical analysis, it was natural to restrict
with a single value, namely fuzzy singleton for punishment k0, and to use fuzzy

singleton ð1� k0Þ for reward. In the result, we use the fuzzy singleton kð1Þ0 for

punishment feedback for the action 1 and the fuzzy singleton kð2Þ0 for punishment

feedback for the action 2, or simply kð1Þ and kð2Þ.

5 The Possibility of Measuring with Precision

It was the use of fuzzy singletons that let us obtain the above expressions,
describing final behavior of the linear tactic automaton designed by M.L.Tsetlin [9]
when it was put into a fuzzy environment [5]. It follows that this finite automaton in
a fuzzy environment has the important property of asymptotic optimality [9]. In
other words, this automaton lets one to establish, which of the following relations is
true kð1Þ\kð2Þ or kð1Þ � kð2Þ.

First of all, it is important to stress that the values, which define the penalties and
rewards obtained by the finite automaton, are not observable values.

If the penalties or rewards are issued by a person, then these values are defined
with a fuzzy considerations in his/her brain. In technical systems and for theoretical
analysis, these values may be logically deduced from some other non-observable
factors.

From the other side, the values kð1Þ and kð2Þ are not observable in the same sense
as pðAÞ, the probability of a certain event A, is not observable either. Yet, in the
probability theory, we have an indirect way of approximate calculation of pðAÞ by
collecting statistics of events.
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Is there some possibility to make a fuzzy value known with some precision?
A positive answer to this question follows from important property of asymp-

totic optimality. The latter means this automaton allows to learn is it true that
k1 [ k2 or we have an opposite k1 � k2 under n ! 1.

Hence, the learning automaton described above lets one collect some “statistics.”
Indeed, such automaton lets one to define the position of unknown λ within the set

of ordered values, kð1Þ; kð2Þ; . . .; kðsÞ
� �

. The ordering may be established by the

several applications of the linear tactic automaton. The reliability of the ordering
increases with the value of n in accordance with the property of its asymptotic
optimality.

This ordering allows establishing the membership value with a prescribed pre-
cision. For instance, for this purpose, the following ruler of “reference membership
values” may be used such as (0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9).

Obviously, this ruler and the described automata allow measuring some fuzzy
value with 10 % precision. It was mentioned in our paper [12], where some other
procedure was discussed as well (“Boston device”).

Actually, the automaton shown in Fig. 3 due to the restriction (10) forces us to
restrict with the following ruler of functions (0.5, 0.6, 0.7, 0.8, and 0.9). We will
discuss this problem elsewhere.

Presently, it is not clear how to physically generate the penalties if the value λ is
given. The procedures of fuzzification and defuzzification were aimed to it.
However, this problem is removed if the penalties and rewards are created by a
person, who is operating with the fuzzy values in a way he/she understands it [10].
The same person in exactly same way should then define fuzzy values which are
sent to the input of machine. It is important as otherwise the result obtained from
some technical system may be incorrectly interpreted by a person.

Please note that in [10], a number of different ways of understanding fuzziness
are demonstrated. Some problems may be avoided if there will be organized a
preliminary tutoring of a group of users, involved in man–machine interaction [13].
In the process of the tutoring, they will develop common understanding of what is
the fuzzy membership function.

Thus, we understand that a person may formulate a fuzzy value for some fact
and say something like “I believe that kð1Þ ¼ 0:4” to reward the machine for its
action 1. Yet, we do not understand presently how the person comes to this
decision.

The difficulty is the lack of the clear understanding, how the value kð1Þ ¼ 0:4 is
used for feedback.

288 V.L. Stefanuk



6 Conclusion

The expressions obtained in the paper shows that the behavior of Tsetlin’s
automaton is asymptotically optimal. It means that the character of the behavior
does not change very much due to transition from probabilistic environment to the
fuzzy one. The theoretical results correspond to expectation and hence are rather
reliable.

Yet, the experimental verification of the result may lead to a difficulty, which is
almost of philosophical kind.

In the theoretical analysis, these values are formally deduced from some other
non-observable factors. Unlike to probability theory which finds serious support in
statistics, the fuzzy theory does not have yet experimental base, that is, theoretically
justified. That is, why the obtained mathematical results and correctness of all our
approach presently are the most convincing evidence correctness of the analysis
demonstrated in this paper and correctness of our results.

From the other side, it should be mentioned that in a real situation of exchange
with technical systems, the probabilistic scheme is not 100 % justified either. When
we pushed the buttons on our learning machine, where we observed a collective
behavior, the person acted using some intelligent considerations. Yet in our prac-
tice, these considerations were closer to some fuzzy considerations, not proba-
bilistic ones. Indeed, it would be difficult to imagine that the person has in his head
a precise idea of certain probability values, such as say 0.4.

Fuzzy set theory has many questions that should be answered. And we hope that
the theoretical developments of the present paper might make the fuzzy theory
handier, more justified and more suitable for real-life applications. Very important
hope present author has with respect to the possibility of designing some analogy
for the procedure of collecting statistics, but this time for the area of fuzzy systems.
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Analysis of Chaotic and Stochastic Causes
Started in Solutions to Deterministic
Nonlinear Differential Equations

T.Q. Rzayev

Abstract The report attempts to make a comparative analysis of ChP- and
SP-based information approach and to identify the factors that cause the occurrence
of ChP solutions in deterministic equations.

1 Introduction

Since 70s of the last century, a new direction of work on the identification and
analysis of chaotic processes (ChPs) arising in deterministic solutions of nonlinear
differential equations (NLDE) both open system and closed system (CS). The main
tool for identifying ChP is computer modeling and simulation of systems of
equations of their parameters.

Papers devoted to this area repeatedly noted that ChP looks no different from the
stochastic processes (SPs). Therefore, attempts were made to identify the signs
typical of ChP, on these grounds to distinguish ChP from SP. However, many of the
proposed features also typical for SP. Besides concepts, deterministic equations and
ChP are compatible, and therefore, the occurrence of ChP in deterministic systems
is difficult to perceive. And the emergence of ChP in such systems is manifested as
a fact, but the causes of this fact are not paying attention.

The report attempts to make a comparative analysis of ChP- and SP-based
information approach and to identify the factors that cause the occurrence of ChP
solutions in deterministic equations.
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2 Statement of the Problem

As is-well known physical systems (PhSs) control in real conditions in general are
exposed to controlled and uncontrolled disturbing influences. In this case, the
equation can be represented CS in the following form:

_x ¼ Fðx; u; z; aÞ; xð0Þ ¼ x0; ð1Þ

where x; u is the vector of phase variables and control actions; z is the vector
controlled disturbances, a is the vector coefficients of the equation for a given
structure of the display operator F. This factor accumulates uncontrolled distur-
bance—n ¼ ðn1; n2; . . .Þ taking place in the PhS; x0—the initial value of the vector
of phase variables x.

When deterministic operator F and clearly defined function z(t) and values a; x0
Eq. (1) is considered to be deterministic. This equation is highly abstracted rep-
resentation of the PhS and the special case of the stochastic equation.

Constructing the Eq. (1) takes a number of prerequisites. Often suggested that
PhS stationary functions zðtÞ and nðtÞ are the ergodic-stationary processes.

At the known forecast of function zðtÞ, t0 � t� T or its absence from the Eq. (1),
the following turns out:

_x ¼ Fðx; u; aÞ; xð0Þ ¼ x0: ð2Þ

Here, operator F has other structure, and coefficient has other value.
If we synthesize control in the first equation by certain criterion, it is possible to

receive the law of control of a kind:

uðtÞ ¼ qðxðtÞ; zðt � sÞÞ; t� s� T ; ð3Þ

where for stationary zðtÞ s ¼ 0, and in the second equation we will receive the law
of control a kind:

uðtÞ ¼ qðxðtÞÞ ð4Þ

Taking into account control laws accordingly in (1) and (2), the equation of open
system turns out:

_x ¼ Fðx; aÞ ð5Þ

The works devoted to research ChP in closed systems, i.e. in the CS, basically
use the determined nonlinear equation of a kind (2) is third order of certain structure
and in open systems use equation of a kind (5) third order with certain structure or
their discrete variants.
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The operator of image F in the Eq. (1) expresses a surface in space x, u, z in the
Eq. (2) expresses a surface in space x, u, and in the Eq. (5) expresses a surface in
space x. Often characteristics PhS cover wide area in space of corresponding
variables and have difficult enough form. Attempt to approximate all surface of
such characteristics PhS one equations has not crowned success. It is connected by
that; the equations received thus have very difficult structure and consequently
small applied the importance. Proceeding from told, the surface of general char-
acteristic ChP breaks into small areas, number, and which numbers we will des-
ignate m;N accordingly, and these areas are approximated by the equations
concerning simple structure. Capacity of each ν area is defined, proceeding from
desirable structure of the equation and degree of complexity of characteristic PhS in
this area.

It is necessary to notice that for everyone PhS, proceeding from technical reg-
ulations, the limited number of operating conditions is defined. The vicinity of each
such mode makes corresponding working area. And working areas in over-
whelming majority of cases do not cover a general characteristic considered PhS,
including the CS. Therefore for the system analysis, its equation is made only for
the working areas which number is much less than total working areas on a surface
of a general characteristic of system can located in the neighborhood or is isolated
(Fig. 1).

The system during each moment of time is only in one of working areas and with
change of its parameters (x0; u; and therefore a vector of factors) there is quanti-
tative and probably qualitative change in its decision in the given area. Thus,
quantitative change in the decision occurs regularly, and qualitative in steps during
the moments when there is a qualitative change in roots of the corresponding
characteristic equation. Such approach underlies the qualitative analysis of the
equations of systems [1, 2]. As a result of the qualitative analysis of the decision of
the equation of system by its computer simulation and imitation of parameters, such
values of the last at which ChP arises are defined. It does not pay sufficient attention
to the causes of ChP in decisions NLDE.

Fig. 1 Location workspaces
on the overall surface of F
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3 Solution of the Problem

Considering that known signs are insolvent for qualitative definition of randomness
or stochastic of the strange processes arising in decisions of the equations of sys-
tems, for this purpose more effective approach based on the important characteristic
indicator of-entropy of the theory of the information of K. Shennon is offered [3].
Thus, proceeding from the substantial analysis of chaotic and stochastic processes,
it is shown that these processes have the identical (stochastic) nature, but different
degrees of uncertainty. Here fairly following.

Theorem 1 Degree of uncertainty of the StP always is less than in ChP.
It is easily possible to prove it proceeding from that that the StP has the

established static indicators (probabilities, the moments, distribution functions,
correlation functions, etc.) which carry certain information on these processes,
promote their ordering and carrying out of certain operations over them. And the
StP theory has old history and the fulfilled powerful mathematical apparatus.
Therefore, it is not casual that for the analysis of many known in physicist ChP, for
example, in macrosystems at molecular and electronic levels, they are transferred
to area of the ChP and are investigated with the use of a mathematical apparatus of
the last. It is possible to carry Fermi’s, Boze’s, Einstein’s, Maxwell’s, Boltzmann’s,
etc. works, which have established the laws of distribution. However, there is a fair
question: If it were ChP, it is adequately possible to describe StP means why it not
to name StP.

Thus, ChP it is possible to carry to the SP category, the found which statistics
contain big uncertainty so statistical hypotheses about them partially or completely
are not carried out. In [3], HP refers to the joint venture with a distribution close to
uniform. Based on this ratio and the entropy of normal HnðxÞ, evenly HpðxÞ, and
other HiðxÞ, i ¼ 1; 2; . . .; distributions.

HnðxÞ�HiðxÞ�HpðxÞ

Use of a mathematical apparatus of the StP (methods of probability theory and
the mathematical statistics) in each concrete case, for example, certain demands
make to a kind of function of distribution of random variables, ergodic-stationary,
the StP, etc.

It is known that the StP displays in itself random variables (RV) and casual
events since the StP represents time function RV, and RV is the set of casual events.
Therefore, it is possible to present the StP as system RV. As such system also, it is
possible to present RV.

Another important issue in the identification and analysis of HP solutions in
deterministic NLDE is to determine the causes of such processes. As noted above,
ChP to identify solutions of equations by computer modeling and simulation of their
parameters as a fact, but do not explain the causes of such processes in deter-
ministic systems, which causes misunderstanding. Here, the following assertions:
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Theorem 2 The exact solution of deterministic NLDE under certain parameter
values in their decisions the last occurrence of ChP or StP impossible.

Consequence. ChP (StP) without appropriate abstraction cannot be represented
by a deterministic equation.

Theorem 3 For occurrence of chaotic or stochastic process in the decision
influence on the NLDE, decision of corresponding character is necessary.

To prove Theorem 3, it suffices to prove the existence of the relevant impacts on
the solution of equations. In fact, such effects exist. For their determination must
meaningfully analyze the principles and technique of constructing solutions of
equations and move past. On the basis of this determination, we note the following
causes corresponding strange processes—ChP or StP in decisions NLDE:

1. Neglect coherences of separate degrees of freedom xi in the equations at their
structural and parametrical identification. In existing practice, identification for
each degree of freedom is carried out independently with use of the scalar
metrics. For this reason, the received equations are badly joined, i.e., in joints
of the corresponding equations are formed artificial backlashes (tolerance
zones), that breaks decision regularity. And with increase in degrees of freedom,
the number люфтoв increases and even faster strangeness degree grows in
character of the decision.

2. The errors of identification stimulating bad compatibility of the equations of
degrees of freedom.

3. Measurement errors, coding, transmission, signal processing and solving
equations problems. Such errors are usually classified as statistical. Obviously,
these can cause a strange process in solutions of equations.

4. Imbalance between the equations of the system for an arbitrary variation of
their coefficients.

Given that the number of impacts on the solution of a deterministic NLDE and
varied greatly and can be represented as a generalized effect with a wide range of
frequencies. It is clear that the frequency spectra are available with different
intensity in different directions and act on the solution and thus cause complicated
random (stochastic) processes there in.

Theorem 3 implies the following:

Theorem 4 To hold the system in an unstable mode in closed systems necessary to
control the impact was enough to compensate for the existing weak disturbing
effect.

Generalized disturbance taking place at the decision NLDE usually rather weak.
As is known, nonlinear system, unlike linear, has established several modes

(states). Figure 2 presented six steady-state regimes: unstable node (1), a stable
cycle (2), seat (3.6), and an unstable cycle (5).

If we assume that some system contains all the modes shown in Fig. 2 and it is in
one of them, then changing the parameters of the equation can make the transition
to other modes. Also coming in the works devoted to the analysis of solutions
NLDE. However, it should be noted that a change in the parameters of the equation
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from the center of his field of approximation, in any direction glidants steady-state
current in the appropriate direction. There exist values of parameters of the
equation, in which the bifurcation occurs (qualitative change) steady state (NLDE
solutions).

Different modes have different sensitivity to weak disturbing influences (noise)
chaotic or stochastic nature. Most sensitive to weak disturbing influences are
unstable, and the least sensitive—stable in the large—is stable regimes. Stable
states with varying degrees of stability, less than absolutely stable, which occupy an
intermediate position. Moreover, with the increasing stability of the system in a
stable steady state increases its damping, and hence filtering ability. Thus, the
degree of randomness of the system is inversely proportional to its degree of
stability.

In connection with the foregoing, weak disturbances in open systems in general
remove them from the unstable steady state. However, in closed systems unstable
regimes are held in their states by using control action. Here, we have the following
assertion:

Theorem 5 ChP (StP) may occur in the solution of a linear differential equation
and unstable linear system.

Perhaps also forced excitation ChP (StP) in deterministic decision NLDE. It is
often possible to randomization control action.

Above under weak stability is understood to mean a stable state from which it
can come under the influence of weak influence of the type of errors that occur
when solving NLDE.

It should be noted that the control action, unstable restraint system in
steady-state operation, acquires the properties of the perturbing effects to the
accuracy of its filtration system or other means.

In support of the theorem in Fig. 3 are four examples. The first example shows a
balloon disposed on the top of the paraboloid surface; the second—the ball located
in the well at a low plane; and the third—the antenna; and the fourth pole, located
in the vertical steady state. It is obvious that the slightest disturbances they will pull
them out and possibly unstable weak stability.

Fig. 2 Steady nonlinear
systems
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For retention of these systems in the steady state unstable need small effort
(control in the appropriate direction). Such an effort in four areas in the figures
shown in the form of rods and cables with arrows. Perhaps retention system in a
fragile state with a weak control the three symmetric directions.
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Soft Computing Approaches
for Two-Dimensional Beamforming

Rama Kiran, Pradip Sircar and Nishchal K. Verma

Abstract Last decade has seen constant growth in wireless technology. Still there
is requirement for higher data rates. Current technologies have nearly maximized
the use of temporal and spectral techniques to improve capacity and data transfer
speeds. But additional spatial dimension is not yet exploited. We can improve
capacity of cellular systems by canceling interfering signals using directional
arrays. This process is known as beamforming. There are numerous studies
available for beamforming mostly using uniform linear arrays but little work has
been done on other array configurations. Constrained beamforming techniques with
planar array configurations are to be developed for capacity improvement of
wireless systems in 3D space. In this work, we have employed the bacterial for-
aging optimization algorithm (BFOA) and genetic algorithm (GA) for constrained
beamforming using uniform planar array and uniform circular arrays.

1 Introduction

In the last decade, wireless technology has seen rapid growth and is playing an
increasing role in the lives of people throughout the world. Larger numbers of people
are relying on the technology directly or indirectly. Last decade has seen introduction
of many complex cellular standards in order to achieve higher data rates. The current
standards use temporal and spectral techniques to improve capacity and data transfer
speeds. But spatial dimension is not fully exploited yet. This can be done by using
directional antenna arrays. In wireless communication, situation arises where we have
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to receive the signal transmitted by a particular user undistorted and reject all signals
from other users which cause interference. This can be accomplished by placing beam
along the desired direction and placing nulls along other interfering directions. This
process is known as constrained beamforming. In [1], an algorithm has been proposed
which forms beam along with a particular user direction and cancels all other inter-
fering signals by optimizing directivity of beam pattern. When there are more number
of constraints than the number of array elements, or when there are more number of
interfering signals along a particular plane, the method fails to operate. This problem is
solved by modified constrained beamforming in [2]. But modified constrained
beamforming is not optimized with respect to sidelobe levels. In literature, there are
several works which employ soft computing algorithms for beamforming [3–6]. But
most of these works employ linear arrays and use only magnitude of array weights. In
this work, we consider complex array weights so that both the phase and the mag-
nitude of array weights are chosen. In the first part of this paper, we propose the
bacterial foraging optimization algorithm (BFOA) and genetic algorithm (GA) for null
formation and sidelobe reduction for beamforming using 2D array configurations of
uniform rectangular array (URA) and uniform circular array (UCA). In the second
part, we propose beamforming by maximizing the signal to interference plus noise
ratio (SINR) for URA and UCA.

2 Two-Dimensional Array Configurations and Array
Factors

We consider 2D array configurations, namely the URA and UCA, for constrained
beamforming.

2.1 Uniform Rectangular Array

In URA, the array elements are arranged in a plane.
Consider an array with M elements along X-direction and N elements along Y-

direction as shown in Fig. 1. Let the distance between two consecutive array ele-
ment along X-direction be dx and that of along Y-direction be dy. Let us consider a
point source located in the far-field region of the array at a direction ðh;/Þ. Since
the source is in far-field, we can assume that the waves arriving the array are planar.
The array factor for the URA is given by,

AFðh;/Þ ¼
XM
m¼1

XN
n¼1

wðm; nÞejðm�1ÞKdx cosðhÞ cosð/Þ � ejðn�1ÞKdy cosðhÞ sinð/Þ ð1Þ

where K ¼ 2p=k; k is the wavelength of incident wave.
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2.2 Uniform Circular Array

In UCA, the array elements are arranged on the perimeter of a circle uniformly.
Consider an N element circular array as shown in Fig. 2. Let a be the radius of the
circle and the nth element is located on the perimeter of the circle at an angle /n.
Assuming far-field condition, the array factor is given by,

AFðh;/Þ ¼
XN
n¼1

wðnÞejðKaÞ sinðhÞ cosð/�/nÞ ð2Þ

Fig. 1 Uniform planar array
(UPA) with M × N elements
in XY plane

Fig. 2 Uniform circular
array (UCA)
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3 Soft Computing Optimization

We consider the bacterial foraging optimization algorithm (BFOA) [7] and genetic
algorithm (GA) [8] for constrained beamforming with sidelobe level reduction and
beamforming by maximizing the signal to interference plus noise ratio (SINR).

3.1 Bacterial Foraging Optimization Algorithm

The BFOA optimizes the given fitness function by mimicking foraging behavior of
E. Coli bacteria. During foraging process of bacteria, movement is achieved by
tensile flagella. Flagella help bacteria to tumble or swim. Bacteria swim along
straight line on nutrient-rich surface and tumble frequently at noxious places to find
a nutrient gradient.

Suppose that we want to find the minimum of fitness function JðhÞ where h �<p.
The BFOA mimics the four principal mechanisms observed in a bacteria foraging
process, namely chemotaxis, swarming, reproduction, and elimination-dispersal to
solve non-gradient optimization problem. Let us define chemotaxis step to be
tumble followed by tumble or tumble followed by run. Let j be the index for the
chemotactic step, k be the index for the reproduction step, and l be the index for the
elimination-dispersal step. Also, let p be the dimension of search space, S be the
total number of bacteria in the population, Nc be the number of chemotactic steps,
Ns be the swimming length, Nre be the number of reproduction steps, Ped be the
elimination-dispersal probability of particular bacteria, and C(i) be the size of the
step taken in the random direction specified by tumble.

Let Pðj; k; lÞ ¼ hiðj; k; lÞji ¼ 1; 2; 3; . . .; S
� �

represent the position of each
member in the population of the S bacteria at jth chemotactic step, kth reproduction
step, and lth elimination-dispersal event. Let Jði; j; k; lÞ denote the cost at the
location of the ith bacterium hiðj; k; lÞ 2 <p. Below, we briefly describe the four
prime steps in BFOA.

Step 1 Chemotaxis: This step simulates the movement of E. Coli bacteria
through swimming and tumbling. The E. Coli bacterium can move in
two different ways. It can swim for a period of time in the same direction
or it may tumble, and alternate between these two modes of operation for
the life time. Suppose hiðj; k; lÞ represents the ith bacterium at jth
chemotactic, kth reproductive, and lth elimination-dispersal step. Then,
the chemotaxis movement of the bacterium may be represented by

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞþCðiÞ DðiÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðiÞTDðiÞ

q ð3Þ

where D indicates a vector in the random direction.
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Step 2 Swarming: In chemotaxis phase, it is observed that bacteria move in
groups. They form spatiotemporal patterns in nutrient-rich surfaces. The
group formation is done by releasing attractants. This group behavior
may be represented by the following function in BFOA,

Jcc h;P j; k; lð Þð Þ ¼
XS
i¼1

Jcc h; hi j; k; lð Þ� �

¼
XS
i¼1

�dattractante
�wattractant

PP
m¼1

hm�hð Þ2
� �

þ hrepellante
�wrepellant

PP
m¼1

hm�hð Þ2
� �8><

>:

9>=
>;

ð4Þ

where Jcc h; hi j; k; lð Þ� �
is the objective function value to be added to

actual fitness function. The coefficients dattractant, wattractant, hrepellant, and
wrepellant are to be chosen properly.

Step 3 Reproduction: The least healthy bacteria die in this step and healthy
bacteria split into two and placed in same location.

Step 4 Elimination and Dispersal: Gradual or sudden changes in environment
where bacteria lives may occur due to various reasons. The bacteria
living in that region may die or disperse due to these environmental
changes. This is simulated by killing bacteria with probability Ped and
placing new bacteria at random place.

3.2 Genetic Algorithm

The genetic algorithm (GA) is a heuristic search algorithm which is inspired by
natural selection of genes. It optimizes given fitness function in iterations involving
selection, crossover, and mutations of chromosomes. The genetic algorithm begins
with randomly assigning values in the range of expected solution regions. It
evaluates the fitness function which is to be optimized for these values of chro-
mosomes and allocates reproductive opportunities to chromosomes. The chromo-
somes which represent better solution are given better reproduction chances than
poor chromosomes which represent poorer solutions.

Selection of chromosomes: The fitness function is evaluated at all the chromosomes,
and the number of copies that are passed to the next generation is proportional to
their fitness function values.
Crossover: The selected chromosomes are represented as binary-coded strings.
Each binary-coded chromosome is paired with another binary-coded chromosome.
Then, each pair is crossed over at randomly selected positions.
Mutation: The crossed-over chromosomes are flipped bitwise with certain
probability.
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Termination: The genetic algorithm (GA) is terminated when the solution satisfies
the minimum criteria, and fixed number of iterations is reached or allocated number
of computations is completed.

4 Beamforming by Sidelobe Reduction and by Optimizing
the SINR of Desired Signal

Our objective is to reduce the side lobes in constrained beamforming. This can be
accomplished by reducing the integral of beam pattern in desired side lobe range.
The fitness function which achieves this is given by,

X
i

1
D/i � Dhi

Z/i2

/i1

Zhi2

hi1

AFðh;/;wR þ jwIÞj j2d/dh ð5Þ

The values of beam pattern at null direction can be reduced and the main beam
can be formed using minimization of the fitness function

X
k

AFðhk;/k;wR þ jwIÞj j2 þ AFðh0;/0;wR þ jwIÞj j2 ð6Þ

Therefore, the total fitness function to be minimized is given by

FitnessðwR þ jwIÞ ¼
X
i

1
D/i � Dhi

Z/i2

/i1

Zhi2

hi1

AFðh;/;wR þ jwIÞj j2d/dh

þ
X
k

AFðhk;/k;wR þ jwIÞj j2 þ AFðh0;/0;wR þ jwIÞj j2
ð7Þ

where wR þ jwI is the weight vector of the sensors in the array. The difference
angles D/i and Dhi are the lengths of ith interval. /k and hk correspond to kth null.

In wireless communication, the signal to interference plus noise ratio (SINR) is
an important factor which measures the effect of noise and interference on the
desired signal. It is desirable to have the SINR as high as possible. Here, we
propose beamforming techniques which maximize the SINR of the desired signal
using soft computing methods, namely the BFOA and GA.

Let us assume that the direction of desired signal is ðhd ;/dÞ and ðhk;/kÞ be the
interference directions for different k. Let P be the power of the desired signal and
the power of the interfering signals at the antenna array. Let g be the noise power at
the antenna array. The total power of the desired signal at array output is given as

Pdesired ¼ AFðhd;/dÞj j2P ð8Þ
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The total noise plus interference power is given as

Pundesired ¼
X
k

AFðhk;/kÞj j2Pþ
XMN

i¼1

wij j2g ð9Þ

Therefore, the SINR is given by

SINR ¼ Pdesired

Pundesired
¼ AFðhd;/dÞj j2PP

k AFðhk;/kÞj j2Pþ PMN
i¼1 wij j2g ð10Þ

Writing above SINR as function of array weight

SINRðwR þ jwIÞ ¼ AFðhd;/d ;wR þ jwIÞj j2PP
k AFðhk;/k;wR þ jwIÞj j2Pþ PMN

i¼1 wij j2g ð11Þ

5 Simulation and Results

The arrays considered for simulation are 3 × 3 uniform rectangular array
(URA) with spacing dx ¼ 0:5k and dy ¼ 0:5k and 9 element uniform circular array
(UCA) with radius a ¼ 0:7k. The following are the BFOA parameters used:
Nc = 10, Ns = 10, Nre = 10, Ned = 3, Ped = 0.2, C(i) = 0.001, P = 9 and S = 30.

Fig. 3 Normalized array factor for 3 × 3 URA with BFOA
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For the genetic algorithm, we used 30 genes over 2000 generations and chromo-
somes of length 32 bits. We have considered array weights as complex vector and
we have applied soft computing algorithms for computing real and imaginary parts
of the array vector. We have considered the entire range of ðh;/Þ for sidelobe
reduction. The results are shown in Figs. 3, 4, 5, and 6 and Tables 1, 2, 3, 4.

The arrays considered for the SINR optimization beamforming are 3 × 3 URA
with spacing dx ¼ 0:5k and dy ¼ 0:5k and 9 element UCA with radius a ¼ 0:7k.
The following are the BFOA parameters used: Nc = 10, Ns = 10, Nre = 10,
Ned = 10; Ped = 0:2, C(i) = 0:005, P = 9, and S = 30. For the genetic algorithm,

Fig. 4 Normalized array
factor for 3 × 3 URA with
GA

Fig. 5 Normalized array pattern using BFOA for 9 element UCA
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we used 30 genes over 2000 generations and chromosome length of 32 bit. We
have considered array weights as complex vector and we have applied soft com-
puting algorithms for computing real and imaginary parts of the array vector. The
results are shown in Figs. 7, 8, 9, 10, 11, 12, 13, 14.

Fig. 6 Normalized array
pattern using GA for 9
element UCA

Table 1 Comparison between different beamforming techniques for 3 × 3 URA

BFOA Genetic Constrained Conventional

Null
direction
(dB)

Sidelobe
level (θ, ϕ)

Values at
null (dB)

Sidelobe
level (dB)

Values at
null (dB)

Sidelobe
level (dB)

Sidelobe
level (dB)

(90, 45) −44.20 −52.69 −41.76 −43.13 −7.89 −29.63

(62.5, 60) −44.47 −45.88 −38.33 −32.42 −7.89 −29.63

(60, 210) −44.48 −52.09 −22.34 −53.10 −7.89 −29.74

(45, 300) −44.94 −9.7 −22.34 −45.41 −8.47 −32.03

Table 2 Comparison between different beamforming techniques for 9 element UCA

BFOA Genetic Conventional Constrained

Null
direction
(θ, ϕ)

Values at
null (dB)

Sidelobe
level (dB)

Values at
null (dB)

Sidelobe
level (dB)

Values at
null (dB)

Sidelobe
level (dB)

(90, 45) −40.78 −20.23 −17.60 −20.95 −1.05 −18.31

(62.5, 60) −32.16 −20.23 −19.12 −20.95 −2.30 −18.31

(60, 210) −30.74 −35.56 −10.84 −11.10 −2.83 −18.31

(45, 300) −41.56 −35.56 −31.53 −10.67 −2.85 −18.31
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Table 3 Performance of various beamforming algorithms for 3 × 3 URA

Values at nulls (in dB)

Nulls BFOA Genetic Conventional Constrained Modified constrained

1 −70.87 −80.86 −26.29 −13.84 −15.65

2 −96.32 −71.99 −23.69 −12.46 −17.18

3 −105.65 −81.59 −23.69 −11.07 −17.92

4 −91.46 −86.45 −26.29 −14.08 −15.92

5 −89.91 −81.47 −58.52 −18.06 −21.07

6 −92.89 −86.45 −16.71 −10.98 −34.37

7 −94.95 −81.59 −1.64 −24.08 −32.18

8 −90.50 −71.99 −1.64 −24.08 −47.74

9 −84.08 −80.86 −16.71 −24.08 −31.93

10 −79.23 −59.20 −58.52 −21.07 −47.74

Fig. 7 Normalized array factor for 3 × 3 URA with GA

Table 4 Performance of various beamforming algorithms for 9 element UCA

Values at nulls (in dB)

Nulls BFOA Genetic Conventional Constrained Modified constrained

1 -80.24 −66.32 −22.74 −27.56 −35.55

2 −85.61 −53.68 −22.43 −24.89 −38.78

3 −90.82 −46.44 −22.13 −27.53 −34.65

4 −102.98 −42.22 −21.85 −28.83 −39.78

5 −94.77 −39.61 −21.58 −39.82 −48.67

6 −98.15 −37.95 −21.32 −29.01 −42.48

7 −84.57 −36.90 −21.08 −39.26 −40.38

8 −93.87 −36.24 −20.86 −28.97 −28.56

9 −92.11 −35.84 −20.64 −29.03 −30.32

10 −81.22 −35.60 −20.44 −29.14 −31.32
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Fig. 8 SINR improvement after number of iterations for 3 × 3 URA with GA

Fig. 9 Normalized array
factor for 3 × 3 URA with
BFOA

Fig. 10 SINR improvement
after number of iterations for
3 × 3 URA with BFOA
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Fig. 11 Normalized array
factor for 9 element UCA
with BFOA

Fig. 12 SINR improvement
after number of iterations for
9 element UCA with BFOA

Fig. 13 Normalized array
factor for 9 element UCA
with GA
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6 Conclusion

In this paper, we have proposed sidelobe reduction for null steering beamforming
using soft computing algorithms, namely the genetic algorithm (GA) and bacterial
foraging optimization algorithm (BFOA). We have compared the results with the
conventional, constrained, and modified constrained beamforming. In the later part
of the paper, we have performed beamforming by optimizing the SINR of the
desired signal using soft computing algorithms and compared results with other
methods.
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Part VIII
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Design of Ensemble Neural Networks
for Predicting the US Dollar/MX Time
Series with Particle Swarm Optimization

Martha Pulido, Patricia Melin and Oscar Castillo

Abstract This paper shows the use of particle swarm optimization (PSO) in the
design of a neural network ensemble with type-1 and type-2 fuzzy integration of
responses for time series prediction. The considered time series in this paper for
testing the hybrid approach is the US/Dollar MX time series. Simulation results
show that the hybrid ensemble approach, combining neural networks and fuzzy
logic, produces good prediction of the dollar time series.

Keywords Ensemble neural networks � Optimization � Particle optimization
swarm � Optimization � Time series prediction

1 Introduction

Time series is a collection of data recorded over a period of time. Time series are
used in statistics, signal processing, pattern recognition, econometrics, mathemat-
ical finance, weather forecasting, electroencephalography, control engineering,
astronomy, communications engineering, and earthquake prediction. An analysis of
the history of a time series can be used by management to make current decisions
and plans based on long-term forecasting. We usually assume that past patterns will
continue into the future. Long-term forecasts extend more than 1 year into the
future; 5-, 10-, 15-, and 20-year projections are common. Long-range predictions
are essential to allow sufficient time for the procurement, manufacturing, sales,
finance, and other departments of a company to develop plans for possible new
plants, financing, development of new products, and new methods of assembling.
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Forecasting the level of sales, both short-term and long-term, is practically dictated
by the very nature of business organizations. Competition for the consumer’s
dollar, stress on earning a profit for the stockholders, a desire to procure a larger
share of the market, and the ambitions of executives are some of the prime moti-
vating forces in business. Thus, a forecast (a statement of the goals of management)
is necessary to have the raw materials, production facilities, and staff available to
meet the projected demand [1].

The main contribution of the paper is the proposed model of a neural network
ensemble that is optimized with the particle swarm optimization (PSO) method. The
optimization method determines the number of modules of the neural network
ensemble, number of layers, and number of neurons per layer, and thus obtains the
best architecture of the ensemble neural network. After obtaining this architecture,
the results are aggregated with type-1 and type-2 fuzzy systems, and the inputs to
the fuzzy system are the responses according to the number of network modules
and these are the number of inputs of the fuzzy system. In this case, the maximum
number of inputs that are being considered 5 inputs and one output with two
Gaussian membership functions and these will be granulated in two linguistic
variables that are low and high forecast, and the forecast output will also be low
high and thereby obtain the forecast error for this series of the US/Dollar MX time.
The proposed hybrid ensemble of neural networks with fuzzy response aggregation
and its optimization with PSO is the main contribution of the paper, as this hybrid
approach has not been proposed previously in the literature for this kind of time
series prediction problems. This paper is used for this series of the US/Dollar MX
time series because the problem is quite complex and the time series is chaotic and
for this reason an ensemble model is justified, but also we had previously work with
other series.

The rest of the paper is organized as follows: Sect. 2 describes the concepts of
time series, Sect. 3 describes the concepts of ensemble neural networks, Sect. 4
describes the concepts of fuzzy system, Sect. 5 describes the concepts of PSO,
Sect. 6 describes the problem and the proposed method of solution, Sect. 7
describes the simulation results of the proposed method, and Sect. 8 has the con-
clusion part.

2 Time Series

It is called time series to a set of observations on values that a variable (quantitative)
at different times. The time series are widely used as various organizations today
require knowledge of the future behavior of certain phenomena in order to plan,
prevent, etc. That is, time series is used to predict what will happen with a variable
in the future from the behavior of that variable in the past.

Data can behave in different ways over time, it may be a trend, which is the
long-term component that represents the growth or decline in the time series on a
high this period. We can also have a cycle, which is the movement waveform that
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occurs around the trend; or it may not have a defined or random, there (annual,
biannual, etc.). Seasonal variations, which are defined as patterns that are repeated
year after year in a fixed period of time [2–9], are also important.

3 Ensemble Neural Networks

Neural networks are conceived as abstractions of the neurobiological structures
(brain) found in nature and have the characteristic of being able to help disordered
systems, i.e., information systems. The way they work is fundamentally different
from that used by conventional computers. Microscopic brain processors (neurons)
operating in parallel and qualitatively exhibit more noise than the elements that
make computers.

A neural network is a system of parallel processors connected as a directed
graph. Schematically, each processing element (neuron) of the network is repre-
sented as a node. These connections establish a hierarchical structure that is trying
to emulate the physiology of the brain as it looks for new ways of processing to
solve real-world problems. What is important in developing the techniques of NN is
if its useful to learn behavior, recognize and apply relationships between objects
and plots of real-world objects themselves. In this sense, artificial neural networks
have been applied to many problems of considerable complexity. Its most important
advantage is in solving problems that are too complex for conventional technolo-
gies, problems that have no solution, and/or that the algorithm of the solution is
very difficult to find [10, 11].

A neural network ensemble is a learning paradigm where a collection of a finite
number of neural networks is trained for the same task, which shows that the
generalization ability of a neural network system can be significantly improved
through assembling a number of neural networks, i.e., training many neural net-
works and then combining their predictions [12–14].

4 Fuzzy Systems

Fuzzy logic is an area of soft computing that enables a computer system to reason
with uncertainty [15]. A fuzzy inference system consists of a set of if-then rules
defined over fuzzy sets. Fuzzy sets generalize the concept of a traditional set by
allowing the membership degree to be any value between 0 and 1 [16]. This
corresponds, in the real world, to many situations where it is difficult to decide in an
unambiguous manner if something belongs or not to a specific class. The basic
structure of a fuzzy inference system consists of three conceptual components: a
rule base, which contains a selection of fuzzy rules; a database (or dictionary),
which defines the membership functions used in the rules; and a reasoning mech-
anism that performs the inference procedure [17].
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The concept of a type-2 fuzzy set was introduced by Zadeh (1975) as an
extension of the concept of an ordinary fuzzy set (henceforth called a “type-1 fuzzy
set”). A type-2 fuzzy set is characterized by a fuzzy membership function, i.e., the
membership grade for each element of this set is a fuzzy set in [0,1], unlike a type-1
set where the membership grade is a crisp number in [0,1]. Such sets can be used
in situations where there is uncertainty about the membership grades themselves,
e.g., uncertainty in the shape of the membership function or in some of its
parameters. Consider the transition from ordinary sets to fuzzy sets. When we
cannot determine the membership of an element in a set as 0 or 1, we use fuzzy sets
of type-1. Similarly, when the situation is so fuzzy that we have trouble determining
the membership grade even as a crisp number in [0,1], we use fuzzy sets of type-2
[18].

5 Particle Swarm Optimization

Since its introduction in 1995 [19–21], PSO has seen many improvements and
applications. Most of the basic PSO modifications are aimed at improving the
convergence of PSO and increasing the diversity of the swarm. Before an in-depth
discussion of these changes can occur, it is necessary to discuss the original PSO
algorithms, since these were presented in 1995.

A PSO algorithm maintains a swarm of particles, where each particle represents
a potential solution. In analogy with the paradigms of evolutionary computation, a
swarm is similar to a population, while a particle is similar to an individual. In
simple terms, the particles are “flown” through a multidimensional search space,
where the position of each particle is adjusted according to its own experience and
that of its neighbors. Let xi denotes the position i in the search space at time step t;
unless otherwise stated, t denotes discrete time steps. The position of the particle is
changed by adding a velocity, vi(t), to the current position, i.e.,

xi tþ 1ð Þ ¼ xiðtÞþ vi tþ 1ð Þ ð1Þ

with xið0Þ�U Xmin;Xmaxð Þ:
Is the velocity vectors the one that drives the optimization process and reflects

both the experimental knowledge of the particles and the information exchanged in
the vicinity of particles?

For gbest PSO, the particle velocity is calculated as:

vij tþ 1ð Þ ¼ vijðtÞ c1r1 yijðtÞ � xijðtÞ
� �

; þ c2r2ðtÞ ŷj tð Þ � xijðtÞ
� � ð2Þ

where vij tð Þ is the velocity of the particle i in dimension j at time step t; c1 y c2 are
positive acceleration constants used to scale the contribution of cognitive and social
skills, respectively; y r1j tð Þ; y r2j tð Þ�U 0; 1ð Þ are the random values in the range
[0,1].
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The best personal position in the next time step t + 1 is calculated as:

yiðtþ 1Þ ¼ yi tð Þ if f xi xi tþ 1ð Þð Þ� f yi tð Þð Þ
xi tþ 1ð Þ if f xi xi tþ 1ð Þð Þ[ f yi tð Þð Þ

�
ð3Þ

where f : Rnx ! R is the fitness function, as with EAs, measuring fitness function
closely corresponding to the optimal solution; for example, the objective function
quantifies the performance or the quality of a particle (or solution).

The overall best position, ŷ (t) at time step t, is defined as:

ŷðtÞe yo tð Þ; . . .; yns tð Þf gf ðy tÞð Þ ¼ min f yo tð Þð Þ; . . .; f yns tð Þð Þ;f g ð4Þ

where ns is the total number of particles in the swarm. Importantly, the above
equation defining and establishing ŷ the best position is uncovered by either of the
particles so far as this is usually calculated from the best position or best personal.
The overall best position may be selected from the actual swarm particles, in the
following case:

ŷðtÞ ¼ min f xo tð Þð Þ; . . .; f xns tð Þð Þ;f g ð5Þ

6 Problem Statement and Proposed Method

The goal of this work was to implement a particle swarm algorithm to optimize the
ensemble neural network architectures, for each of the modules, and thus to find a
neural network architecture that yields optimum results in each of the time series to
be considered. In Fig. 1, we have the historical data of each time series prediction,
then the data are provided to the modules that will be optimized with particle swarm
algorithm for the ensemble network, and then the results of the modules are inte-
grated with integration based on the type-1 and type-2 fuzzy system.

Data of the US Dollar/MX Peso time series: The data consist of 800 points that
correspond to a period from 07/04/08 to 09/05/11 (as shown in Fig. 2). In this case,
70 % of the data are used for the ensemble neural network trainings and 30 % to
test the network [22]. This time series is labeled number 1.

For the optimization of the structure of the ensemble neural network, a genetic
algorithm is used. A brief description of the genetic algorithm details is presented
below.

The objective function is defined to minimize the prediction error:

EM ¼
XD
i¼1

ai � xij j
 !

=D ð6Þ
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Fig. 1 The general
architecture of the ensemble
neural network
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where a corresponds to the predicted data depending on the outputs of the network
modules, X represents real data, D is the number of data, and EM is the total
prediction error.

The corresponding chromosome structure is shown in Fig. 3.
Figure 3 illustrates the particle structure to optimize the ensemble neural net-

work, where the parameters that are optimized are the number of de modules,
number of layers, and number of neurons.

The parameters for PSO, C1 and C2, have a value of 2, and the maximum speed
is 1. Constriction coefficient of linear increase (C) = (0–0.9) and inertia weight with
linear decrease (W) = (0.9–0); these parameters were used as they perform a manual
testing, and the search space is related to the number of modules, which are number
of 1–5 modules, number of layers of 1–3, and neurons number of 1–30. The
network parameters used to train the neural network ensemble for each of the
ensembles are 100 epochs, learning rate of = 0.01, the error goal of 0.01, and
training method of Levenberg–Marquardt (LM) (trainlm); these parameters were
used in this work because previous tests were performed and managed to obtain a
good prediction error. The parameters for the PSO algorithm are 100 particles and
100 iterations, and these parameters were used because an optimization with a
genetic algorithm was considered previously and to compare it with this method,
we used similar parameters.
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Fig. 3 Particle structure to
optimize the ensemble neural
network
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Figure 4 shows a type-2 fuzzy system consisting of 5 inputs depending on the
number of modules of the neural network ensemble and one output. Each input and
output linguistic variable of the fuzzy system uses 2 Gaussian membership func-
tions. The performance of the type-2 fuzzy integrators is analyzed under different
levels of uncertainty to find out the best design of the membership functions for the
32 rules of the fuzzy system.

Figure 5 represents the possible 32 rules of the fuzzy system; we have 5 inputs
in our fuzzy system, with 2 membership functions and outputs with 2 membership
functions. These fuzzy rules are used for the type-1 and type-2 fuzzy systems.

7 Simulations Results

This section presents the simulation and test results obtained by applying the
proposed prediction method to the time series exchange rate.

Using a particle swarm algorithms to optimize the structure of the ensemble
neural network and having 2 modules at the most, the best architecture achieved is
shown in Fig. 6.

In this architecture, there are two layers in each module. In module 1, in the first
layer there are 20 neurons and 26 neurons in the second layer. In module 2, there
are 3 neurons in the first layer and 23 neurons in the second layer. The LM training
method was used; we also applied 3 delays to the network.

Fig. 4 Fuzzy inference
system for integration of the
ensemble neural network
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When using a particle swarm algorithm to optimize the structure of the ensemble
neural network and considering 5 modules at the most, the best achieved archi-
tecture for time series is shown in Table 1, in row number four.

Tables 1 and 2 show experiments are the integration type-1 and type-2 of the
results of the neural network ensemble.

Fuzzy integration is performed initially by implementing a type-1 fuzzy system
in which the best result was in the experiment of row number 8 of Table 2 with an
error of 0.4251.

Fuzzy integration is performed by implementing a type-1 fuzzy system in which
the achieved results were as follows: For the best evolution with a degree of
uncertainty of 0.3, a forecast error of 0.4040 was obtained, and with a degree of
uncertainty of 0.4, a forecast error of 0.4088, and with a degree of uncertainty of
0.5, a forecast error of 0.4039 was obtained, as shown in Table 3.

Fig. 5 Type-2 fuzzy system for the US/Dollar MX time series
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Fig. 6 Ensemble neural network architecture for time series number 2

Table 1 Particle swarm results for the ensemble neural network

No. Iterations Particles Number of
modules

Number of
layers

Number of
neurons

Duration Prediction
error

1 100 100 2 3 27, 13, 15
24, 15, 25

02:01:52 0.0028523

2 100 100 2 2 16, 27
14, 24

01:04:08 0.0027317

3 100 100 2 3 7, 27, 11
19, 13, 15

01:27:07 0.0018746

4 100 100 2 2 20, 26
3, 32

01:54:33 0.0015855

5 100 100 2 2 19, 12
18, 14

01:40:33 0.0019656

6 100 100 3 1 11
13
5

01:17:07 0.0038019

7 100 100 2 2 16, 19
3, 12

01:28:19 0.0042207

8 100 100 3 2 24, 18
15, 23
15, 27

02:20:03 0.0031941

9 100 100 2 3 7, 12, 19
21, 18, 22

01:45:00 0.0029591

10 100 100 2 3 20, 23, 23
17, 10, 11

02:05:09 0.0027134
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7.1 Comparison of Results

A comparison of results for this time series of the Exchange Rate “Optimization of
type-2 fuzzy integration in ensemble neural networks for predicting the US
Dollar/MX pesos time series” [23] shows that the best result was using an ensemble
neural network architecture with 1 layer using 3 delays. The error obtained by the
average integration was 0.0021415 and the architecture of the ensemble neural
network was with 5 modules. In this paper, the best result when applying the
particle swarm algorithm to optimize the ensemble neural network was 0.0015855,
(as shown in Table 1) and the architecture of the ensemble neural network was with
2 modules. This shows that our hybrid ensemble neural approach produces better
results for this time series.

Table 2 Results of type-1 fuzzy integration

Experiment Prediction error with fuzzy integration type-1

Experiment 1 0.4860

Experiment 2 0.1724

Experiment 3 0.7310

Experiment 4 1.8360

Experiment 5 0.9306

Experiment 6 1.7777

Experiment 7 0.5433

Experiment 8 0.4251

Experiment 9 2.3293

Experiment 10 0.4653

Table 3 Results of type-2 fuzzy integration

Experiment Prediction error 0.3
uncertainty

Prediction error 0.4
uncertainty

Prediction error 0.5
uncertainty

Experiment 1 1.2346 0.7402 0.9029

Experiment 2 0.4627 0.4756 0.4157

Experiment 3 0.5313 0.6192 0.6717

Experiment 4 1.3986 1.3056 1.2210

Experiment 5 0.5394 0.4194 0.4269

Experiment 6 0.7996 1.2783 1.2804

Experiment 7 0.5866 0.5346 0.4039

Experiment 8 0.4040 0.4088 0.4073

Experiment 9 4.1251 5.4394 5.5476

Experiment
10

1.8488 1.8799 1.9070
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Good results were obtained with type-2 fuzzy system because are unable to
directly handle rule uncertainties, are very useful in circumstances where it is
difficult to determine an exact, and measurement uncertainties.

8 Conclusion

In this paper, we design with PSO a neural network ensemble to find the best
architecture of this network. Applying optimization techniques, similar results
regarding the prediction error were obtained; applying the particle swarm, an
architecture of 2 modules is obtained. In this architecture, we have two layers in
each module. In module 1, in the first layer we have 20 neurons and 26 neurons
in the second layer. In module 2, we used 3 neurons in the first layer and 23 neurons
in the second layer, and the LM training method was used; 3 delays for the network
were considered. We can conclude that optimization using particle swarm and after
testing type-1 and type-2 fuzzy integration, the best result of type-1 fuzzy inte-
gration was 0.4251 and type-2 fuzzy integration, for the best evolution with a
degree of uncertainty of 0.3 a forecast error of 0.4040 was obtained, and with a
degree of uncertainty of 0.4 a forecast error of 0.4088 and with a degree of
uncertainty of 0.5 a forecast error of 0.4039 was obtained. The PSO algorithm has
potential to be the best to reduce the architecture of ensemble neural network. This
algorithm faces the problems that there may be a better solution and particles move
through the solution space and are evaluated according to some fitness criterion
after each time step. The main advantage of this approach over other minimization
strategies is the globalization of the search process.
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Genetic Optimization of Type-1
and Interval Type-2 Fuzzy Integrators
in Ensembles of ANFIS Models for Time
Series Prediction

Jesus Soto, Patricia Melin and Oscar Castillo

Abstract This paper describes the Mackey-Glass time series prediction using
genetic optimization of type-1 and interval type-2 fuzzy integrators in Ensembles of
adaptive neuro-fuzzy inferences systems (ANFIS) models, with emphasis on its
application to the prediction of chaotic time series. The considered chaotic problem
is the Mackey-Glass time series that is generated from the differential equations, so
this benchmark time series is used to the test of performance of the proposed
Ensemble architecture. We used the interval type-2 and type-1 fuzzy systems to
integrate the outputs (forecasts) of each of the ANFIS models in the Ensemble.
Genetic algorithms (GAs) were used for the optimization of memberships function
(with linguistic labels “Small, Middle, and Large”) parameters of the fuzzy inte-
grators. In the experiments, the GAs optimized the Gaussians, generalized bell and
triangular membership functions for each of the fuzzy integrators, thereby
increasing the complexity of the training. Simulation results show the effectiveness
of the proposed approach.

1 Introduction

The analysis of the time series consists of a (usually mathematical) description of
the movements that compose it and then builds models using movements to explain
the structure and predict the evolution of a variable over time [1]. The fundamental
procedure for the analysis of the time series is described below:
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1. Collecting data time series, trying to ensure that these data are reliable.
2. Representing the time series qualitatively noting the presence of long-term

trends, cyclical variations, and seasonal variations.
3. Plot a graph or trend line length and obtain the appropriate trend values using

either method of least squares.
4. When are present seasonal variations, it may be appropriate to remove sea-

sonality before modeling of the time series (seasonally adjusted series) since the
emphasis is usually on nonseasonal fluctuations of the time series.

5. Adjust the seasonally adjusted trend.
6. Represent cyclical variations obtained in step 5.
7. Combine the results of steps 1–6 and any other useful information to make a

prediction (if desired) and if possible discuss the sources of error and their
magnitude.

Therefore, the abovementioned ideas can assist in the important problem of
prediction in time series. Along with common sense, experience, skill, and judg-
ment of the researcher, such mathematical analysis can, however, be of value for
predicting the short, medium, and long term.

Genetic algorithms (GAs) are adaptive methods which may be used to solve
search and optimization problems. They are based on the genetic process of living
organisms. Over generations, the populations evolve in line with the nature of the
principles of natural selection and survival of the fittest, postulated by Darwin, in
imitation of this process; GAs are capable of creating solutions to real-world
problems. The evolution of these solutions to optimal values of the problem
depends largely on proper coding them. The basic principles of GAs were estab-
lished by Holland [2, 3] and are well described in the texts of Goldberg [4, 5] and
Lawrence [6]. The evolutionary modeling of fuzzy logic systems (FLS) can be
considered as an optimization process where the part or all a fuzzy system
parameters constitute a search spaces of model operational (our case), cognitive,
and structural.

This paper reports the results of the simulations, in which the Mackey-Glass time
series [7, 8] prediction uses genetic optimization of type-1 and interval type-2 fuzzy
integrators in Ensembles of adaptive neuro-fuzzy inferences systems (ANFIS)
models. The results for each ANFIS were evaluated by the method of the root mean
square error (RMSE). For the integration of the results of each modular in the
Ensemble of ANFIS, we used the following integration methods: type-1 fuzzy
system, interval type-2 fuzzy systems, and integration by genetically optimized
interval type-2 FIS.

The selection of the time series for the simulations was based on the fact that these
time series are widely quoted in the literature by different researchers [1, 8–13],
which allows to compare the results with other approaches such as neural networks
and linear regression.
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2 Mackey-Glass Time Series

The problem of predicting future values of a time series has been a point of
reference for many researchers. The aim is to use the values of the time series
known at a point x = t to predict the value of the series at some future point
x = t + P. The standard method for this type of prediction is to create a mapping
from D points of a Δ spaced time series, (x (t − (D − 1) Δ) … x (t − Δ), x (t)), to a
predicted future value x (t + P). To allow a comparison with the previous results in
this work [11, 13–16], the values D = 4 and Δ = P = 6 were used.

One of the chaotic time series data used in many studies is defined by the
Mackey-Glass [7, 8] time series, whose mathematical model is given by:

x tð Þ ¼ 0:2x t � sð Þ
1þ x10 t � sð Þ � 0:1x t � sð Þ ð1Þ

For obtaining the values of the time series at each point, we applied the
Runge-Kutta method for the solution of Eq. (1). The integration step was set at 0.1,
with initial condition x (0) = 1.2, τ = 17, and x (t) is then obtained for 0 ≤ t ≤ 1200
(Fig. 1) (we assume x (t) = 0 for t < 0 in the integration).

3 Adaptive Neuro-fuzzy Inference System “ANFIS”

3.1 ANFIS Models

There have been proposed systems that have fully achieved the combination of
fuzzy systems with neural networks, and one of the most intelligent hybrid systems

Fig. 1 The Mackey-Glass
time series
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is the ANFIS (adaptive neuro-fuzzy inference system method) as referred by R.
Jang [10, 17] (Fig. 2), which is a method for creating the rule base of a fuzzy
system, using the algorithm of backpropagation training from the data collection
process. Its architecture is functionally equivalent to a fuzzy inference system of
Takagi–Sugeno–Kang [18].

The basic learning rule of ANFIS is the gradient descent backpropagation [17],
which calculates the error rates (defined as the derivative of the squared error for
each output node) recursively from the output to the input nodes.

As a result, we have a hybrid learning algorithm [10], which combines the
gradient descent and least squares estimation. More specifically in the forward step
of the hybrid learning algorithm, functional signals (output nodes) are processed
toward layer 4 and the parameters of consequence are identified by least squares. In
the backward step, the premise parameters are updated by gradient descent.

4 Ensemble Learning

The Ensemble consists of a learning paradigm where multiple component learners
are trained for a same task, and the predictions of the component learners are
combined for dealing with future instances [19, 20]. Since an Ensemble is often
more accurate than its component learners, such a paradigm has become a hot topic
in recent years and has already been successfully applied to optical character
recognition, face recognition, scientific image analysis, medical diagnosis, and time
series prediction [21].

5 Interval Type-2 Fuzzy Logic Systems

Type-2 fuzzy sets are used to model uncertainty and imprecision; originally, they
were proposed by Zadeh [22, 23] and they are essentially “fuzzy–fuzzy” sets in
which the membership degrees are type-1 fuzzy sets [14, 15, 24, 25] (Fig. 3).

The basic structure of a type-2 fuzzy system implements a nonlinear mapping of
input to output space. This mapping is achieved through a set of type-2 if-then
fuzzy rules, each of which describes the local behavior of the mapping.

Fig. 2 Represented the
ANFIS architecture
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The uncertainty is represented by a region called footprint of uncertainty (FOU).
When l~A x; uð Þ ¼ 1; 8 u 2 lx � ½0; 1�, we have an interval type-2 membership
function (Fig. 4).

The uniform shading for the FOU represents the entire interval type-2 fuzzy set,
and it can be described in terms of an upper membership function �l~AðxÞ and a lower
membership function l~A

ðxÞ.
A FLS described using at least one type-2 fuzzy set is called a type-2 FLS.

Type-1 FLSs are unable to directly handle rule uncertainties, because they use
type-1 fuzzy sets that are certain [26–28]. On the other hand, type-2 FLSs are very
useful in circumstances where it is difficult to determine an exact certainty value,
and there are measurement uncertainties.

Fig. 3 Basic structure of the interval type-2 fuzzy logic system

Fig. 4 Interval type-2
membership function
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6 Genetic Algorithms

GAs are adaptive heuristic search algorithms based on the evolutionary ideas of
natural selection and the genetic process [29]. The basic principles of GAs were first
proposed by John Holland in 1975, inspired by the mechanism of natural selection,
where stronger individuals are likely the winners in a competing environment [5, 6,
30–35]. GAs assumes that the potential solution of any problems of an individual
can be represented by a set of parameters [36]. These parameters are added as the
genes (individuals) of a chromosome and can be structured by string of values in
binary or real form. A positive value, generally known as a fitness value, is used to
reflect the degree of “goodness” of the chromosome for the problem which would
be highly related with its objective value. The pseudocode of a GAs is as follows:

1. Start with a randomly generated population of n individuals (candidate a
solutions to problem).

2. Calculate the fitness of each individual in the problem.
3. Repeat the following steps until an offspring have been created:

a. Select a pair of parent individual from the concurrent population, the
probability of selection being an increasing function of fitness. Selection is
done with replacement, meaning that the same individual can be selected
more than once t that the same individuals can be selected more than once to
become a parent.

b. With the probability (crossover rate), perform crossover to the pair at a
randomly chosen point to form two offspring.

c. Mutate the two offspring at each locus with probability (mutate rate) and
place the resulting individual in the new population.

4. Replace the current population with the new population.
5. Go to step 2.

The simple procedure just described above is the basic one for most applications
of GAs found in the literature.

7 General Architecture of the Proposed Method

The proposed method combines the Ensemble of ANFIS models and the use of
interval type-2 and type-1 fuzzy systems as response integrators (Fig. 5).

This architecture is divided into 5 sections, where the first phase represents the
database to simulate in the Ensemble of ANFIS, which in our case is the dataset of
the Mackey-Glass [15, 17] time series. From the Mackey-Glass time series, we
extracted the first 800 pairs of data points (Fig. 1) [10, 12, 16], similar to [11].
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We predict x (t) from three past (delays) values of the time series, that is,
x (t − 18), x (t − 12), and x (t − 6). Therefore, the format of the training data is as
follows:

x t � 18ð Þ; x t � 12ð Þ; x t � 6ð Þ; x tð Þ½ � ð2Þ

where t = 19–818 and x(t) is the desired prediction of the time series, x(t − 18)
represent the first input variable, x(t − 12) represent the second input variable, and x
(t − 6) represent the third input variable.

In the second phase, training (the first 400 pairs of data are used to train the
ANFIS) and validation (the second 400 pairs of data are used to validate the ANFIS
models) are performed sequentially in each ANFIS model, where the number of
ANFIS to be used can be from 1 to n depending on what the user wants to test, but
in our case, we are dealing with a set of 3 ANFIS in the Ensemble.

Fig. 5 The general architecture proposed method
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In the third phase, we have to generate the results of each ANFIS used in the
previous section, and in the fourth phase, we integrate the overall results of each
ANFIS; such integration done by type-1 and interval type-2 fuzzy integrators are of
Mamdani kind, but each fuzzy integrators is optimized (GAs) in the membership
functions [14, 15]. Finally, the outcome or the final prediction of the
Ensemble ANFIS learning is obtained.

8 Simulations Results

This section presents the results obtained through experiments on the architecture of
genetic optimization of type-1 and interval type-2 fuzzy integrators in Ensembles of
ANFIS models for the time series prediction, which show the performance that was
obtained from each experiment to simulate the Mackey-Glass time series.

8.1 Design of the Type-1 Fuzzy Inference Systems
Integrator

The design of the type-1 fuzzy inference systems integrator is of Mamdani type and
has 3 inputs (ANFIS1, ANFIS2, and ANFIS3 predictions) and 1 output (forecast),
so each input will be assigned three MFs with linguistic labels “Small, Middle, and
Large” and the output will be assigned 3 MFs “OutANFIS1, OutANFIS2, and
OutANFIS” (Fig. 6) and have if-then 9 rules.

The MFs of the type-1 fuzzy integrator will be changing to different membership
functions MFs (Gaussians, Generalized Bell, and Triangular) to observe the
behavior of each of them and determine which one provides better forecast of the
time series.

8.2 Design of the Interval Type-2 Fuzzy Inference Systems
Integrator

The design of the interval type-2 fuzzy inference systems integrator is of Mamdani
type and has 3 inputs (ANFIS1, ANFIS2, and ANFIS3 predictions) and 1 output
(forecast), so each input will be assigned three MFs “Small and Large” and the
output will be assigned 3 MFs “OutANFIS1, OutANFIS2, and OutANFIS3”
(Fig. 7) and have 8 if-then rules.
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The MFs of each interval type-2 fuzzy integrator will be changing to different
membership functions MFs (Gaussians, Generalized Bell, and Triangular) to
observe the behavior of each of them and determine which one provides better
forecast of the time series.

Fig. 6 Structure of the type-1 fuzzy inference system integrator

Fig. 7 Structure of the interval type-2 fuzzy inference system integrator
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8.3 Design the Representation or Structure of Genetic
Algorithms

The GAs are used to optimize the parameters values of the MFs in each type-1 and
interval type-2 fuzzy integrators. The representation of GAs is of real values, and
the chromosome size will depend of the MFs that are used in each design of the
type-1 and interval type-2 fuzzy inference system integrators.

The objective function is defined to minimize the prediction error as follows:

fðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

t¼1 ðat � ptÞ2
n

s
ð3Þ

where a corresponds to the real data of the time series, p corresponds to the output
of each fuzzy integrator, t is the sequence time series, and n is the numbers of data
points of time series.

The general representation of the chromosome (individuals) represents the uti-
lized fuzzy membership functions (Figs. 8 and 9). In these figures, the first section
represents search space “solutions” to explore the GAs, the second section repre-
sents the input–output variables of the fuzzy integrators, and the third section is
represented as follows: The first row represents the input “name” (ANFIS1,
ANFIS2, and ANFIS3) and output “name” (FORECAST) variables of the fuzzy
integrators; the second row represents the linguistic label of the MFs containing
each input variable (MFs1 “Small,”MFs2 “Middle”, and MFs3 “Large”) and output

Fig. 8 Representation of the
chromosome for the
optimization of the type-1
fuzzy Gaussian membership
functions

340 J. Soto et al.



variable (MFs1 “OutANFIS1,” MFs2 “OutANFIS2” and MFs3 “OutANFIS1”) of
the fuzzy integrators; the third row represents the MFs parameter “PL = Lower
Parameter” where PL1, …, PLN (0.15,…,1.2) are the size parameters of the MFs;
and the fourth row represents the MFs parameter “PU = Upper Parameter” where
PU1, …, PUN (0.35,…,1.4) are the size parameters of the MFs that correspond to
each input and output. The number of parameters varies according to the kind of
membership function of the type-1 fuzzy system (e.g., two parameter are needed to
represent a Gaussian MF’s are “sigma and mean”) is illustrated in Fig. 8 and that of
interval type-2 fuzzy system (e.g., three parameters are needed to represent
“igaussmtype2”; MFs are “sigma, mean1, and mean2”) is illustrated in Fig. 9.

Therefore, the number of parameters that each fuzzy integrator has depends on
the kind of membership functions assigned to each input and output variable.

The GAs used have the following parameters: The selection method is the
stochastic universal sampling, the percentage of crossover or recombine is 0.8, the
mutation is 0.1, and the size population is 100 individuals; we used 100 generations
for the evolutions that replace the new population and 31 iterations (test “running”
the GAs for the obtain the sample result statistical). There are fundamentals
parameters to test the performances of the GAs.

8.4 Genetic Optimization of Type-1 Fuzzy Integration Using
Gaussian MFs

In the design of the type-1 fuzzy integrator, we consider three input variables and
one output variable, so the input/output variables have three MFs with the linguistic

Fig. 9 Representation of the
chromosome for the
optimization of the interval
type-2 fuzzy Gaussian
membership functions
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label (MFs1 “Small,” MFs2 “Middle,” and MFs3 “Large”). Therefore, the number
of parameters that are used in the representation of the chromosome is 24, because
Gauss MFs used two parameters (sigma and mean) for their representation in the
type-1 fuzzy systems integrator. The results obtained for the optimization of the
Gauss MFs with GAs are the following: the parameters obtained with the GAs for
the type-1 fuzzy Gauss MFs (Fig. 10). The forecast data (Fig. 11) are generated by
the optimization of the type-1 fuzzy integrators. Therefore, the obtained evolution
error with the GAs for this integration is 0.013616.

Fig. 10 Optimization of the Gauss MFs (input and output) parameters

Fig. 11 Forecast generated
by the genetic optimization of
type-1 fuzzy integrators with
Gauss MFs
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8.5 Genetic Optimization of Type-1 Fuzzy Integration Using
Generalized Bell MFs

In the design of the type-1 fuzzy integrator, we consider three input variables and
one output variable, so the input/output variables have three MFs with the linguistic
label (MFs1 “Small,” MFs2 “Middle,” and MFs3 “Large”). Therefore, the number
of parameters that are used in the representation of the chromosome is 36, because
generalized MFs used three parameters (sigma, b+ and mean) for their represen-
tation in the type-1 fuzzy systems integrator. The results obtained for the opti-
mization of the Generalized Bell MFs with GAs are the following: the parameters
obtained with the GAs for the type-1 fuzzy Generalized Bell MFs (Fig. 12). The
forecast data (Fig. 13) are generated by optimization of the type-1 fuzzy integrators.
Therefore, the obtained evolution error with the GAs for this integration is
0.013434.

8.6 Genetic Optimization of Type-1 Fuzzy Integration Using
Triangular MFs

In the design of the type-1 fuzzy integrator, we consider three input variables and
one output variable, so the input/output variables have three MFs with the linguistic
label (MFs1 “Small,” MFs2 “Middle,” and MFs3 “Large”). Therefore, the number

Fig. 12 Optimization of the GBell MFs (input and output) parameters
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of parameters that are used in the representation of the chromosome is 36, because
Triangular MFs used three parameters (a, b, and c) for their representation in the
type-1 fuzzy systems integrator. The results obtained for the optimization of the
Triangular MFs with GAs are the following: the parameters obtained with the GAs
for the type-1 fuzzy Triangular MFs (Fig. 14). The forecast data (Fig. 15) are
generated by optimization of the type-1 fuzzy integrators. Therefore, the obtained
evolution error with the GAs for this integration is 0.033860.

Fig. 13 Forecast generated
by the genetic optimization of
type-1 fuzzy integrators with
GBell MFs

Fig. 14 Optimization of the triangular MFs (input and output) parameters
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8.7 Genetic Optimization of the Interval Type-2 Fuzzy
Integration Using Gauss “igaussmtype2” MFs

In the design of the interval type-2 fuzzy integrator, we consider three input vari-
ables and one output variable, so the input/output variables have three MFs with the
linguistic label (MFs1 “Small,” MFs2 “Middle,” and MFs3 “Large”).

Therefore, the number of parameters that were used in the representation of
chromosome is 36, because “igaussmtype2” MFs used three parameters (Sigma,
Mean1, and Mean2) for their representation in the interval type-2 fuzzy systems.

The results obtained to the optimization of the “igaussmtype2” MFs with GAs
are the following: the parameters obtained with the GAs for the type-1 fuzzy Gauss
MFs (Fig. 16).

The forecast data (Fig. 17) are generated by optimization of the interval type-2
fuzzy integrators. Therefore, the obtained evolution error with the GAs for this
integration is 0.011248.

8.8 Genetic Optimization of the Interval Type-2 Fuzzy
Integration Using Generalized Bell “igbelltype2” MFs

In the design of the interval type-2 fuzzy integrator, we consider three input vari-
ables and one output variable, so the input/output variables have three MFs with the
linguistic label (MFs1 “Small,” MFs2 “Middle,” and MFs3 “Large”).

Therefore, the number of parameters of the MFs that were used in the repre-
sentation of chromosome is 72, because “igbelltype2”MFs used six parameters (a1,
b1, c1, a2, b2, and c2) for their representation in the interval type-2 fuzzy systems.

Fig. 15 Forecast generated
by the genetic optimization of
type-1 fuzzy integrators with
triangular MFs

Genetic Optimization of Type-1 and Interval Type-2 … 345



The results obtained to the optimization of the “igbelltype2” MFs with GAs are
the following: the parameters obtained with the GAs for the interval type-2 fuzzy
“igbelltype2” MFs (Fig. 18).

The forecast data (Fig. 19) are generated by optimization of the interval type-2
fuzzy integrators. Therefore, the obtained evolution error with the GAs for this
integration is 0.016540.

Fig. 16 Optimization of the “igaussmtype2” MFs (input and output) parameters

Fig. 17 Forecast generated
by the genetic optimization of
the interval type-2 fuzzy
integrators with
“igaussmtype2” MFs
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8.9 Genetic Optimization of the Interval Type-2 Fuzzy
Integration Using Triangular “itritype2” MFs

In the design of the interval type-2 fuzzy integrator, we consider three input vari-
ables and one output variable, so the input/output variables have three MFs with the
linguistic label (MFs1 “Small,”MFs2 “Middle,” and MFs3 “Large”). Therefore, the
number of parameters that were used in the representation of chromosome is 72,
because “itritype2” MFs used six parameters (a1, b1, c1, a2, b2, and c2) for their

Fig. 18 Optimization of the “igbelltype2” MFs (input and output) parameters

Fig. 19 Forecast generated
by the genetic optimization of
the interval type-2 fuzzy
integrators with “igbelltype2”
MFs
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representation in the interval type-2 fuzzy systems. The results obtained to the
optimization of the “itritype2” MFs with GAs are the following: the parameters
obtained with the GAs for the interval type-2 fuzzy “itritype2” MFs (Fig. 20). The
forecast data (Fig. 21) are generated by optimization of the interval type-2 fuzzy
integrators. Therefore, the obtained evolution error with the GAs for this integration
is 0.017381.

Fig. 20 Optimization of the “itritype2” MFs (input and output) parameters

Fig. 21 Forecast generated
by the genetic optimization of
the interval type-2 fuzzy
integrators with “itritype2”
MFs
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8.10 Comparisons Results of the Fuzzy Integrators

Table 1 shows the results of the experiments that were obtained with the proposed
method (Fig. 5). This table shows the best results and average results obtained for
the optimization of the fuzzy integrators with GAs (using 31). The best and average
results for the type-1 fuzzy integrator are using Generalized Bell MFs, which
obtained a best prediction error of 0.013434 and average prediction error of
0.014217. The best and average results for the interval Type-2 fuzzy integrator are
using Gaussian (igaussmtype2) MFs, which obtained a best prediction error of
0.011248 and average prediction error of 0.011888.

9 Conclusions

In conclusion, we can say that the results obtained with the proposed architecture of
the Mackey-Glass time series prediction using genetic optimization of type-1 and
interval type-2 fuzzy integrators in Ensembles of ANFIS models have been good
and positive in predicting time series.

The interval type-2 fuzzy integrator is better than the type-1 fuzzy integrator,
because in most of the experiments that were performed with the proposed archi-
tecture of Ensembles of ANFIS, the best and average results of the interval type-2
fuzzy are better than the results of the type-1 fuzzy integrator (show Table 1).
Therefore, the proposal offers efficient results in the prediction of such time series,
which can help us make decisions and avoid unexpected events in the future.
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Sustainable Supplier Selection: A New
Differential Evolution Strategy
with Automotive Industry Application

S.K. Jauhar and M. Pant

Abstract Modern times, highly competitive, global operating environment, sus-
tainability plays a very vital role. Changing climatic conditions and environmental
deterioration has multi dimensional impact on every sphere of life forms and life
form driving processes. Public hold on corporations responsible for ecological
misconduct in their supply chains getting more firm with time. To counter the
threat it’s a high time industries started taking initiatives for sustainability in their
supply chains. In spite of that, suppliers often are unsuccessful to appropriately
contribute in these initiatives. Hence, present paper justifies the supplier involve-
ment in sustainable initiatives in supply chain management (SCM) with using
differential evolution (DE) to select the efficient sustainable suppliers providing the
maximum fulfillment for the sustainable criteria determined. Finally, two illustra-
tive cases on automotive industry validate the application of the present approach.

1 Introduction

In recent years, an increasing environmental awareness has favoured the emergence
of the new sustainable supply chain management (SSCM) paradigm; thus, also in
the supplier selection problem, sustainable criteria have been incorporated.
Sustainable supplier selection (SSS) is a vital segment of SSCM. In today’s world,
in view of the growing awareness concerning sustainability in business firm, the
SSS would be the vital element in the process of managing a sustainable supply
chain.

Developing an efficient and robust sustainable supply chain is a crucial task for
the success of a business firm. One of the most significant factors that help in
building a strong sustainable supply chain is the SSS process. Traditionally, only
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the management aspects such as lead time, quality, price, late deliveries, rate of
rejected parts, and service quality of the supply chain were considered for selecting
a potential supplier. However, with the growing environmental issues researchers
are also paying attention to factors, such as greenhouse effect, reusability, and
carbon dioxide (CO2) emission, jointly known as carbon foot printing. The resulting
problem is called “sustainable supplier selection,” where a balance is maintained
between the management and environment concerns.

The literature survey has highlighted that the penetration of sustainable issues
within the Supplier Selection Problem literature is still quite limited, as confirmed
by the relatively low number of papers published. Few SSS methodologies have
been suggested by the practitioners in earlier, to find a solution to the SSS problem.
A SSS problem fundamentally is a multi-criteria practice. It is a judgment of tactical
significance to enterprises.

It is natural that for a particular product, huge amounts of suppliers/vendors are
available in the market that fulfills some preliminary criteria. However, the real task
is to determine the most suitable set of suppliers (or key suppliers) subject to
management as well as environmental aspects. Now, it is the duty of the purchasing
managers to identify the most suitable clusters of sustainable suppliers for their
product.

Evaluation and above selection of sustainable suppliers is a complex process and
depend on a large number of qualitative as well as quantitative factors to ensure a
cost effective model without compromising with the quality. The nature of this
decision usually is difficult and unstructured. Optimization practices might be
useful tools for these types of decision-making problems. During last few years,
differential evolution (DE) has arisen as a dominating tool used for solving a variety
of problems arising in numerous fields. DE algorithm proposed by Stron and Price
in 1995 [1]. It is a population set-based evolutionary algorithm that has been
applied successfully to a wide-ranging issues [2–6].

In this research, we present an approach to solve the multiple-criteria SSS
problem with the application of DE, for data envelopment analysis (DEA)-based
mathematical model, and validated this approach with the help of two cases on
automotive industry. In the current study, we present first case used DE to solve the
traditional supplier selection problem of automobile industry without considering
environmental issues and then second case used DE for solving the supplier
selection problem of automobile industry with considering environmental issues
(called as SSS problem).

This research article is divided into eight sections. Subsequent to the introduc-
tion in Sect. 1, the SSCM in automotive industry, SSS, and methodology are
briefed in Sects. 2, 3, and 4, respectively. Section 5 describes the mathematical
model formulation with DEA used in this article. Section 6 describes the DE
algorithm for SSS and two cases on automotive industry discussed in Sect. 7.
Finally, conclusion with summary drawn from the current research is given in
Sect. 8.
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2 SSCM in Automotive Industry

Literature analysis seem to reveal that there is a growing attention towards the
topic. The sustainable development has turn out to be a buzzword that acknowl-
edged a lot of attentions in numerous fields such as manufacturing [7], business
development [8], tourism [9], and agriculture [10]. Also, in SCM both academics
and general practitioner contemplate the sustainable concerns in their workings.

Sustainable SCM is the managing of resources, information’s and capital flows,
as well as collaboration between firms alongside the supply chain, meanwhile
taking into account the objectives from all three dimensions, such as financial,
ecological and societal, of sustainable growth derived from client and investor
wants [11]. Business organizations are gradually identifying that the effective
management of sustainable supply chains is a most important driver of value cre-
ation as well as environmental performance.

The significance of SSCM has emerged as a result of the present-day commercial
conditions of worldwide competition, globalization of supply chains, small-product
life cycles, immediate modifications in technologies, the need to deliver greater
levels of consumer service, and the continual force to decrease prices, increase asset
use in addition to take care of environment concerns. Reference [12] discusses that
SSCM is a critical corporate matter in these industries that offers incredible potential
for achieving better environmental performance, consumer fulfillment, pull down
operating expenditures, reducing inventory investments in addition to achieving
better fixed asset usage. Figure 1 presents a flow diagram of sustainable supply
chain with stages and relationships field.

The manufacturing of the worldwide automotive vehicles is taking on by not
great in size of companies with their operational activities expands across the world.
These companies must contain their role as environmental overseers if the auto-
motive vehicles are not turn out to be the leading contributor to degrading worldwide
environmental condition. The Worldwatch Institute states that the worldwide auto-
motive vehicles has become greater in size as of 50 million units in 1950 to in
excess of 550 million automobiles in 2004, with approximations of above 5 billion
automobiles by the year 2050 [14]. The environmental consequences of the present

Fig. 1 Sustainable supply chain with stages and relationships field. Source [13]
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as well as forthcoming development of automotive vehicles have been seen as a
major research area [15]. The Fig. 2 presents an easy illustration of the automobile
industry supply chain organization in India with its three-tier supplier’s involvement.

3 Sustainable Supplier Selection

An efficient supplier selection process needs to be in place and of paramount
importance for successful SCM, supplier selection and evaluation forms an integral
part of a supply chain. A wrong choice or decision may lead to unpleasant cir-
cumstances and in worst case may even lead to the deterioration of the entire supply
chain’s financial and operational position.

Fig. 2 Supply chain of automobile in India. Source [16]
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Supplier selection comprises numerous criteria including price, lead time,
quality, speed, delivery performance, reliability, etc., and often encompasses the
choice of one meanwhile give up the other. The supplier selection practices are
comprehensively studied in the literature with multi-criteria decision-making
models. These models comprise such practices, as the DEA, analytic hierarchy
process (AHP), analytic network process (ANP), case-based reasoning (CBR),
fuzzy set theory, genetic algorithm (GA), mathematical programming, simple
multi-attribute rating technique (SMART), and their hybrid variants. Different
researchers have studied the works in the past relating the supplier evaluation and
selection problem [17–31].

For successful SCM, it is important to pay attention to environmental require-
ments in supply chain process; as a result, similarly in the suppliers selection
issues, sustainable criteria have been integrated. The SSS problem can be
well-defined as “a traditional supplier selection problem in which, among the
others, as well environmental friendly aspects are taken into account in order to
select and evaluate suppliers performances” [32]. Automotive vehicles are very
complicated products that have need of a great amount of outsourcing to suppliers
for their assemblage [33]. Bought resources, parts and additional external input
account for a great portion of overall expenses [34]. At present, the portion is
between 60 and 80 % of the overall manufacturing spending, interpreting the
automobile segment one of the most supplier-relying industries [35, 36].

Its turn out to be gradually more obvious that the image and above common man
perception of an automobile SCM with respect to sustainability is not only rely on its
individual environmental performance, but as well on the environmental perfor-
mance of its supply chain associates, and in specific the “suppliers” primary member
of the supply chain [37], so the SSS is primarily held accountable for the sustainable
automotive SCM. Reference [38] states that the participation of suppliers in the
development of environmental friendly automotive paint to be vital. Further in recent
times [39] examined the role of suppliers in plant-level ecological enrichments in the
Canadian printing industry in addition to described the significance of cooperation
for supplier investments in environmental friendly technologies.

To select the potential suppliers, two focuses comprising significance: One is the
degree of the selection criteria and second one is the suppliers’ sustainable per-
formance; these two focuses need to be verified with the appropriate decision
makers [40]. Toward accomplishment a sustainable supply chain, entire associates
in the chain from raw material suppliers to topmost administrators must have
natural liking in relation to sustainability. Even now, comprehensive SCM study is
yet to be accomplished on how corporations can contain suppliers in sustainable
management practices in addition to involve them into collaboration in sustainable
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activities. Therefore, to manage this problem and cope with the imprecision that is
be found in the SSS problem, use of DE algorithm is explored in this study.

4 Methodology

To measure and analyze the relative efficiency of automotive suppliers, we follow a
four-step methodology on cases:

1. Design a criteria containing input and output criteria,
2. Select a problem,
3. Formulate the mathematical model of the SSS problem with the help of DEA,

and
4. Apply DE on mathematical model.

The present model can be carrying out for any quantity of suppliers and there is
no limitation, by using this model, the company can obtain a recommended com-
bination of efficient suppliers.

5 Mathematical Model Formulation with DEA

DEA-based method is used for determining the efficiencies of decision-making
units (DMUs) on the basis of multiple inputs and outputs [41]. DMU can comprise
of business firms, divisions of huge groups such as institution of higher education,
schools, hospitals, power plants, police stations, tax offices, prisons, and a set of
organizations [42–45]. The DMU well-describe in this research work using input as
well as output criteria are as follows:

The performance of DMU is estimated in DEA by the concept of efficiency or
productivity, which the proportion of weights sum of outputs (o/p) to the weights
sum of (i/p) inputs [46]:

Efficiency ¼ Weighted sum of o=p
Weighted sum of i/p

ð1Þ

The two basic DEA models are the Charnes, Cooper and Rhodes (CCR) model [47]
and the Banker, Charnes and Cooper (BCC) model [48]; these two models dis-
tinguish on the returns-to-scale assumed. The former assumes constant
returns-to-scale whereas the latter assumes variable returns-to-scale [41]. In the
current study, we use CCR model which is well-defined further down: Suppose that
there are N DMUs and each unit have I input and O outputs then the efficiency of
mth unit is achieved by resolving the below model which is presented by Charnes
et al. [47].
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Max Em ¼
PO

k¼1 wkOutputk;mPi
l¼1 zlInputl;m

0�
PO

k¼1 wkOutputk;nPi
l¼1 zlInputl;n

� 1; n ¼ 1; 2; . . .;m. . .N

wk;zl � 0; 8 k; l

ð2Þ

where

Em is the efficiency of the mth DMU, k = 1 to O, l = 1 to I and n = 1 to N.
Outputk,m is the kth output of the mth DMU and wk is weight of output Outputk,m.
Inputl,m is the lth input of mth DMU and zl is the weight of Inputl,m.
Outputk,n and inputl,n are the kth output and lth input, respectively, of the nth DMU
where n = 1, 2, …, m…N.

The fractional program shown in “(2)” can be converted in a linear program
which is shown in “(3)”:

Max Em

XO

k¼1

wkOutputk;m

s.t.

XI

l¼1

zlInputl;m ¼ 1:

XO

k¼1

wkOutputk;n �
XI

l¼1

zlInputl;n � 0; 8 n

wk; zl � 0; 8 k; l

ð3Þ

To calculate the efficiency score for each DMU, we run the above program run
N times. A DMU is considered efficient if the efficiency score is 1; otherwise, it is
considered as inefficient.

6 DE Algorithm

DE algorithm was proposed by Stron and Price in 1995 [1]. It is a type of evolu-
tionary algorithm, used to most effective use of (optimize) the functions. It is a
population set-based evolutionary algorithm for global optimization. In the current
study, we have used DE/rand/1/bin scheme and DE algorithm from reference [1].
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6.1 Pseudocode for the DE Algorithm

1 Begin

2 Generate uniformly distribution random population P={X
1,G

, X
2,G

,...,

X
NP,G

}.

X
i,G

= X
lower

+(X
upper

–X
lower

)*rand(0,1), where i =1, 2,..,NP

3 Evaluate f (X
i,G

)

4 While (Termination criteria is met )

5 {

6 For i=1:NP

7 {

8 Select three random vector Xr1,G, Xr2,G, Xr3,G where i r1 r2 r3

9 Perform mutation operation

10 Perform crossover operation

11 Evaluate f (U
i,G

)

12 Select fittest vector from X
i,G

and U
i,G

to the population of next 

generation 
13 }

14 Generate new population Q= {X
1,G+1

, X
2,G+1

,..., X
NP,G+1

} 

15 } /* end while loop*/

16 END

6.2 Constraints Handling

For the constraint problems, various methods have been suggested in literature.
A survey of different methods for constraint handling can be found in [49] and [50].
In this paper, Pareto ranking method is used for handling the constraints [51].

6.3 Parameter Setting for the DE Algorithm

In present research article, we have applied DE to solve the DEA-based mathe-
matical model. The parameter settings for DE are given in Table 1.

The program is implemented is DEV C++ and all the uniform random number is
generated using the inbuilt function rand () in DEV C++. The fitness value is taken
as the average fitness value in 30 runs and the program is terminate when reach to
max iteration.
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A buyer (decision maker) can effect an assessment (supplier evaluation) with the
ability to choose of weight system. For this purpose with the help of programwhich is
implemented is DEV C++, we intended to generate all the uniform random number
(in between 0 to 1) using the inbuilt function rand () in DEV C++, to assist the
selection of the weights for input as well as output criteria in a manner to permit the
control of the result for the sustainable supplier evaluation and assessment practice.

7 Cases on Automotive Industry

7.1 Case 1: Traditional Supplier Selection Problem

This first hypothetical case of an Indian automobile part manufacturing company at
northern part of India is presented here to illustrate the present approach. In the
present study, we have considered a case of selecting best suppliers out of 12
potential suppliers. To efficient suppliers selection, companies need to keep com-
prehensive supplier information files which should include a list of items available
from each supplier, such as the as price, late deliveries, rate of rejected parts, and
service quality. The criteria considered for selection as given below.

7.1.1 Designing a Criteria

In this supplier selection case, two set of criteria were formulated: input (traditional
purchasing criteria) and output criteria. The criteria considered for selection as
given below:

Inputs
Price

Late deliveries

Rate of rejected
parts

Outputs

Service qualitySupplier 

(DMU)

1. Input criteria: which include price, late deliveries, rate of rejected parts.
2. Output criteria: including service quality of the product and services.

Table 1 Parameter setting
for DE

Pop size (NP) 100

Scale factor (F) 0.5

Crossover rate (Cr) 0.9

Max iteration 3000
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In this study, a supplier is considered efficient if the efficiency score is 1;
otherwise, it is considered as inefficient. Data for service quality of items is taken
from concept of service quality dimension based on 12 questionnaires including 27
questions given by [52].

7.1.2 Selection of a Problem

This case presented here to illustrate the present approach; the underlying data are
shown in Table 2 (Source 52) with the supplier’s database covering input (tradi-
tional purchasing criteria) such as price, late deliveries, rate of rejected parts and
output criteria is service quality of an item provided in the shipment of a company.

7.1.3 Formulation of Mathematical Model

On the basis of the above data, the DEA model of Kth DMU with the help of “(3)”
will be as follows:

Max SQm

s.t.

z1PRm þ z2LDm þ z3RRm ¼ 1

wSQn � ðz1PRn þ z2LDn þ z3RRnÞ� 0

8 n ¼ 1; . . .m; . . .12

ð4Þ

Table 2 Data of 12 different suppliers

Criteria Inputs Output

Price
(PR)

Late deliveries
(LD) %

Rate of rejected
(RR) %

Service quality
(SQ)

Suppliers

1 290 7 3 95

2 240 3 5 98

3 300 4 6 12

4 255 5 3 100

5 295 10 8 65

6 250 3 3 110

7 245 7 4 92

8 285 6 4 73

9 270 6 6 75

10 270 12 4 81

11 285 3 5 112

12 275 5 8 85
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7.1.4 Applying DE on Mathematical Model

After applying DE on traditional supplier selection problem, in Table 3 average
efficiency and weights results of all DMUs are given. From this Table, we can see
that for suppliers 2, 6, and 11, the efficiency score is 1, so these suppliers are
assumed to be 100 % efficient while efficiency score for all other suppliers are less
than 1. So these suppliers are not as efficient and among these, supplier no. 3 is
probably the most inefficient in comparison with all other suppliers.

In Table 4, results of all DMUs are given, and Fig. 3 shows the histogram of all
suppliers with their efficiency score.

7.1.5 Discussion

The research of efficient traditional supplier selection problem for automotive
industry can obtain a recommended combination of efficient suppliers 2, 6, and 11
using DE algorithm gives the better solution.

For the current research conducted in 12 suppliers, the results are as follows:

Table 3 Average efficiency and weights in 30 runs

Supplier Value of input and output weights Efficiency

Z1 Z2 Z3 W

1 0 0 0.33337 0.00909282 0.863818

2 0.00352436 0.0225639 0.0172946 0.0102042 1

3 0.00333337 0 0 0.00757585 0.0909102

4 0 0 0.333337 0.00909102 0.909102

5 0.00338987 0 0.42974e017 0.00830173 0.539612

6 0.00023935 0.158028 0.156064 0.00909102 1

7 0 0 0.250003 0.00681827 0.62728

8 0.00350881 0 0.0241e−017 0.00797458 0.582144

9 0.00370374 0.62202e0 0 0.00841761 0.631321

10 0.00370374 0 0.15911e−018 0.00841761 0.681826

11 0.00013141 0.317989 0.0038805 0.00892868 1

12 0 0.191415 0.00536679 0.00536679 0.456178

Table 4 Suppliers efficiency
score

Suppliers Efficiency Suppliers Efficiency

1 0.863818 7 0.62728

2 1 8 0.582144

3 0.0909102 9 0.631321

4 0.909102 10 0.681826

5 0.539612 11 1

6 1 12 0.456178

Sustainable Supplier Selection: A New Differential … 363



1. Suppliers 2, 6, and 11, the efficiency score is 1, so these suppliers are assumed to
be 100 % efficient.

2. Supplier 3 is probably the most inefficient in comparison with all other
suppliers.

3. Suppliers 2, 6, and 11 would be the most suitable set of suppliers (or key
suppliers).

4. By using this DE, the company can obtain a recommended combination of
efficient suppliers.

5. Combination of suppliers 2, 6, and 11 would be the recommended supplier set
while the company needing single-item suppliers.

6. The results of the case indicate that the DE algorithm can solve the problem
effectively.

7.2 Case 2: Sustainable Supplier Selection Problem

The second case study presented in this paper stands a hypothetical automobile
industry in India (X Company). After verifying a group of criteria in a view point of
sustainable merits, some criteria including lead time, quality, price, service quality,
reusability, and CO2 emissions of the delivered products are derived for SSS
problem.

7.2.1 Designing a Criteria

In the current study, we split the criteria in two manners: the input and output
criteria. The input criteria are the traditional supplier selection criteria, such as lead
time, price, and quality of the delivered goods. The output criteria are the reusability
and CO2 emission of the product and services. We assume that the reusability and
CO2 emission are the output of the examined model.

Fig. 3 Histogram of all suppliers with their efficiency score
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Inputs
Price

Lead time

Quality

Outputs

ReusabilitySupplier 

(DMU) CO2 Emission

1. Management criteria: Lead time, quality, and price; and
2. Environmental (green) criteria: Reusability and CO2 emission.

Reusability concept is taken from [53] and for CO2 emissions, LOCOG
Guidelines on Carbon Emissions of Products and Services—Version 1 [54], is
considered.

7.2.2 Selection of a Problem

The data are shown in Table 5 with the supplier’s database covering management
(input) as well as environmental (output) criteria of an item provided in the ship-
ment of automobile company.

Table 5 Data for numerical example

Criteria Management criteria (inputs) Environmental criteria (outputs)

Lead time
(L) (Day)

Quality
(Q) (%)

Price
(P) (Rs.)

Reusability
(R) (%)

CO2 emissions
(CE) (g)

Suppliers

1 2 80 107 70 30

2 1 70 161 50 10

3 3 90 269 60 15

4 4 65 270 30 12

5 2 55 260 40 18

6 5 70 201 50 20

7 3 85 111 66 14

8 2 95 300 35 28

9 1 67 197 60 16

10 4 72 157 44 28

11 5 51 170 41 14

12 3 58 106 49 10

13 2 72 255 32 25

14 4 60 117 40 29

15 5 63 245 22 5

16 3 90 299 10 9

17 1 87 101 42 15

18 2 82 206 70 18
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7.2.3 Formulation of Mathematical Model

Based on the basis of the above data, the DEA model of Kth DMU with the help of
“(3)” will be as follows:

Max SQm þCEn

s.t.

z1Lm þ z2Qm þ z3Pm ¼ 1

w1SQn þw2CEn � ðz1Lm þ z2Qm þ z3PmÞ� 0

8 n ¼ 1; . . .m; . . .18

ð5Þ

7.2.4 Applying DE on Mathematical Model

After applying DE on SSS problem, in Table 6 average efficiency and weight
results of all DMUs are given. From this Table, we can see that for suppliers 1, 9,
and 14, the efficiency score is 1, so these suppliers are assumed to be 100 %
efficient while efficiency score for all other supplier are less than 1. So these
suppliers are not as efficient and among these, supplier no. 16 is probably the most
inefficient in comparison with all other suppliers.

In Table 7, results of all DMUs are given, and Fig. 4 shows the histogram of all
suppliers with their efficiency score.

7.2.5 Discussion

The research of efficient SSS practice can acquire a desirable cluster of competent
sustainable suppliers 1, 9, and 14 using DE algorithm gives the better solution.

For the current research conducted in 18 suppliers, the results are as follows:

1. Suppliers 1, 9, and 14, the efficiency score is 1 so these suppliers are assumed to
be 100 % sustainable efficient.

2. Supplier 16 is probably the most inefficient in comparison with all other
suppliers.

3. Suppliers 1, 9, and 14 would be the most suitable set of suppliers (or key
suppliers).

4. By using this DE algorithm, the business firms can acquire desirable clusters of
competent sustainable suppliers.

5. Combination of suppliers 1, 9, and 14 would be the desirable clusters of
competent sustainable suppliers set; meanwhile, the business firms requiring
single-item sustainable suppliers.
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8 Conclusion and Summary

SSS is a challenging task among thousands of potential suppliers. The present study
shows DE algorithm as a tool for selecting the optimal sustainable suppliers. In this
research work, we present a novel SSS approach for automotive industry. The first
step is to build a criterion set that comprising both input as well as output factors,
which is appropriate for real-world applications.

We then present an approach to solve the multiple-criteria SSS problem with the
application of DE, for DEA-based mathematical model. By using this tactics, the
business firms can acquire a desirable cluster of competent sustainable suppliers.
Numerical results validate the efficiency of DE for dealing with such problems.

The main motivation of this research was to gain an understanding of the
mechanics of DE algorithm and to determine the accuracy of DE in generating the
optimum solutions for the DEA-based mathematical model, which is the underlying
optimization problem for the aforementioned purchasing system. To our best
information, this is the first time that the DE algorithm is applied to the SSS.

Table 7 Suppliers efficiency Suppliers Efficiency Suppliers Efficiency

1 1 10 0.855927

2 0.833417 11 0.907594

3 0.744619 12 0.958812

4 0.525436 13 0.908605

5 0.850091 14 1

6 0.81318 15 0.390023

7 0.909066 16 0.252156

8 0.916572 17 0.937594

9 1 18 0.959331

Fig. 4 Histogram of all suppliers with their efficiency score
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This research article presents a DEA model for SSS practice in SCM. The key
offerings of this research are précised as below:

1. SSS in SCM: to date, there are a small number of researches seeing sustainable
concern in the supplier selection practice.

2. The selection criteria on the basis of sustainable concern are collected by means
of the literature after that these are put into the mathematical model for the SSS
practice.

3. The present model can be carrying out for any quantity of suppliers and crite-
ria’s in the great size business firms.

4. In spite of the fact that lots of efforts have been made for the supplier selection,
taking into consideration sustainable concern for this problem remains a
demanding task.

5. In this study, the goal was the application of DE algorithm to the efficient SSS in
the SCM.

6. Two cases on automotive industry validate the application of the present
approach.

7. Future research may explore the practice of the DE algorithm to find a solution
to more difficult problem such as multi-objective SSS.
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A Comparative Study of Membership
Functions for an Interval Type-2 Fuzzy
System Used for Dynamic Parameter
Adaptation in Particle Swarm
Optimization

Frumen Olivas, Fevrier Valdez and Oscar Castillo

Abstract This paper presents an analysis of the effects in quality results that bring
the use of different types of membership functions in an interval type-2 fuzzy
system, used to adapt some parameters of particle swarm optimization (PSO).
Benchmark mathematical functions are used to test the methods, and a comparative
study is performed.

Keywords Type-2 fuzzy logic � Particle swarm optimization � Dynamic parameter
adaptation � PSO � Membership functions

1 Introduction

In this paper, we analyze the effect that brings the different types of membership
functions, in an interval type 2 fuzzy system used to dynamic parameter adaptation in
PSO, which we use in [1]; this system is an extension or generalization from a system
we use in [2]. So the main contribution of this paper is the analysis of the effect that
brings different types of membership functions to an interval type-2 fuzzy system.

PSO is a bio-inspired method introduced by Kennedy and Eberhart in 1995 [3]
and [4], this method maintains a swarm of particles, like a flock of birds or a shoal
of fish, and each particle represent a solution to the problem. These particles “fly” in
a multidimensional space, using Eq. 1 to update the position of the particle and
Eq. 2 to update the velocity of the particle [5]. The equation of the velocity of the
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particle is affected by a coefficient component and a social component, where
coefficient component is affected by a coefficient factor c1, and social component is
affected by a social factor c2. These parameters are very important because this
changes the velocity of the particle; when c1 is larger than c2, this improves the
swarm exploration of the space of search, and on the other hand, when c1 is lower
than c2, this improves the swarm exploitation of the best area from the space of
search found so far.

xi tþ 1ð Þ ¼ xi tð Þþ vi tþ 1ð Þ ð1Þ

vij tþ 1ð Þ ¼ vij tð Þþ c1r1 tð Þ yij tð Þ � xij tð Þ
� �þ c2r2j tð Þ ŷj tð Þ � xij tð Þ

� � ð2Þ

where in Eq. 1, xi is the particle i, t is the current iteration or time; vi is the velocity
of the particle i. And where in Eq. 2, vij is the velocity of the particle i in the
dimension j, c1 is the cognitive factor or the weight that tell us the importance of the
best previous position of the particle, r1 is a random value in the range of [0, 1], c2
is the social factor or the weight that tell us the importance of the best global
position of the swarm, r2 is a random value in the range of [0, 1], yij is the
dimension j of the best position found so far by the particle i, xij is the dimension
j of the current position of the particle i, and ŷj is the dimension j of the best global
position of the swarm.

Fuzzy set theory introduced by Zadeh in 1965 [6, 7] helps us to model problems
with a degree of uncertainty, by using linguistic information about the problem, and
improves the numerical computation by using linguistic labels represented by
membership functions. Type-2 fuzzy logic also introduced by Zadeh [8] helps us to
model problems with an implicit degree of uncertainty, and this is possible by
adding a footprint of uncertainty (FOU) to the membership functions, and this
means that even the membership value is fuzzy [9].

Since PSO was introduced in 1995, it has seen some improvements to the con-
vergence and diversity of the swarm using a fuzzy system; for example, Hongbo [10]
added a new parameter to the velocity equation, and this new parameter is tuned
using a fuzzy logic controller. Shi [11] used a fuzzy system to adjust the inertia
weight, where inertia is a parameter added to the velocity formula (Eq. 2), as a
weight that affects the previous velocity. Wang [12] used a fuzzy system to determine
when to change the velocity of the particles to avoid local minima.

2 Methodology

The change in PSO is by including a type-2 fuzzy system that dynamically adapts
the parameters c1 and c2; the proposal is shown in Fig. 1, taken from [1].

A fuzzy system can be a very powerful tool [13], but has many parameters to be
adjusted to the problem in which it is applied [14]; the realization of this paper helps
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us to know whether the type of membership function provides a difference in the
results in terms of performance. In this case, the membership function types to be
compared are triangular, Gaussian, trapezoidal, and generalized bell.

We develop an interval type-2 fuzzy system that dynamically adapts some
parameters in PSO, that is, c1 and c2, and we choose these parameters because it
changes the velocity of the particle, and we use previous knowledge to make the
fuzzy rule set, using the idea that in first iterations, PSO will use exploration to
search the best area of the space of search, and in final iterations, PSO will use
exploitation of the best area found so far.

The fuzzy rule set used for parameter adaptation in PSO is shown in Fig. 2.
Taking the idea that when c1 is higher than c2, this improves the exploration of the
space of search, and when c1 is lower than c2, this improves the exploitation of the
best area from the space of search found so far.

The variables for the interval type-2 fuzzy system for parameter adaptation are:

Fig. 1 Proposed method

Fig. 2 Fuzzy rule set for parameter adaptation in PSO
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Inputs:

1. Iteration: this variable is a metric about the iterations of PSO, is a percentage of
the iterations elapsed, with a range from [0, 1], and is represented by Eq. 3; this
variable is granulated into three membership functions.

2. Diversity: this variable is a metric about the particles of PSO, is the degree of
dispersion of the particles in the space of search; also can be seen as the average
of the Euclidian distances between each particle and the best particle, with a
range of [0, 1] (normalized), and is represented by Eq. 4; this variable is
granulated into three membership functions.

Outputs:

1. C1: this variable represents the parameter c1 on the velocity equation (Eq. 2) of
PSO, is the cognitive factor or a weight that affects the best position of the
particle, with a range of [0, 3], but is granulated so the results in the range of
[0.5, 2.5]; this range contains the best possible values for c1 according to [15],
and this variable is granulated into five membership functions.

2. C2: this variable represents the parameter c2 on the velocity equation (Eq. 2) of
PSO, is the social factor or a weight that affects the best position of the best
particle in the swarm, with a range of [0, 3], but is granulated so the results in
the range of [0.5, 2.5]; this range contains the best possible values for c2
according to [15], and this variable is granulated into three membership
functions.

Iteration ¼ Current Iteration
Maximum of Iteration

ð3Þ

Diversity S tð Þð Þ ¼ 1
ns

Xns
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXns
j¼1

Xij tð Þ � �Xj tð Þ
� �2

vuut ð4Þ

The interval type-2 fuzzy system designed in [1] for the parameter adaptation is
shown in Fig. 3, and we develop this system manually, that is, we change the levels
of FOU of each point of each membership function, but each point has the same
level of FOU; also the input and output variables have only interval type-2 trian-
gular membership functions. However, this system is the best system found by
changing the levels of FOU manually. The changes in the levels of FOU are made
manually, because we want to use it on a wide variety of problems, so we try to do
it in the most general form possible.

Thinking that each point of each membership function should have its own level
of FOU, which is why we decide to optimize the levels of FOU using an external
PSO [1], the result of this optimization is shown in Fig. 4.

The purpose of this paper was to study performance analysis of using different
types of membership functions; we already use interval type-2 triangular membership
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functions, so the types used in this analysis are interval type-2 Gaussian membership
functions, interval type-2 generalized bell membership functions and interval type-2
trapezoidal membership functions.

Fig. 3 Interval type-2 fuzzy system with triangular membership functions used for parameter
adaptation in PSO (FPSO1)

Fig. 4 Optimized interval type-2 fuzzy system used for parameter adaptation in PSO (FPSO5)
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To switch between types of membership functions, we try to represent the same
level of FOU on each type of membership function, taking as reference the interval
type-2 triangular membership functions that we already use.

Figure 5 shows the fuzzy system for parameter adaptation, using interval type-2
Gaussian membership functions. Like the system done manually, now this system
has only interval type-2 Gaussian membership functions in input and output vari-
ables. We try to maintain the levels of FOU on each membership function as similar
to the system that uses triangular membership functions; this is to see only the effect
of a different membership function.

Figure 6 shows the fuzzy system for parameter adaptation, using interval type-2
trapezoidal membership functions. And again we try to maintain the levels of FOU
on each membership function as similar to the system that uses triangular mem-
bership functions.

Figure 7 shows the fuzzy system for parameter adaptation, using interval type-2
generalized bell membership functions. We try to maintain the levels of FOU as in
the system that uses triangular membership functions, but more likely the system
that uses trapezoidal membership functions.

We also change the type of membership functions from the optimized interval
type-2 fuzzy system, trying to maintain the levels of FOU on each point from each
membership function. Fig. 8 shows the iteration variable from the optimized interval
type-2 fuzzy system and its variations with the different types of membership

Fig. 5 Interval type-2 fuzzy system with Gaussian membership functions for parameter
adaptation in PSO (FPSO2)
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functions used. We only show the input iteration from the optimized system because
for the other input and outputs, it is the same idea.

At this point, we can consider 8 systems and these are:

Fig. 6 Interval type-2 fuzzy system with trapezoidal membership functions for parameter
adaptation in PSO (FPSO3)

Fig. 7 Interval type-2 fuzzy system with generalized bell membership functions for parameter
adaptation in PSO (FPSO4)
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1. FPSO1 the fuzzy system that uses interval type-2 triangular membership
functions.

2. FPSO2 the fuzzy system that uses interval type-2 Gaussian membership
functions.

3. FPSO3 the fuzzy system that uses interval type-2 trapezoidal membership
functions.

4. FPSO4 the fuzzy system that uses interval type-2 generalized bell membership
functions.

5. FPSO5 the optimized fuzzy system that uses interval type-2 triangular mem-
bership functions.

6. FPSO6 the optimized fuzzy system that uses interval type-2 Gaussian mem-
bership functions.

7. FPSO7 the optimized fuzzy system that uses interval type-2 trapezoidal mem-
bership functions.

8. FPSO8 the optimized fuzzy system that uses interval type-2 generalized bell
membership functions.

Fig. 8 Different versions of the iteration variable from the optimized system (FPSO5 to FPSO8)
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To test these fuzzy systems, we use 27 benchmark mathematical functions
obtained from [16] and [17]; Fig. 9 shows a sample of the total of the benchmark
functions used to test the systems; we also tested the fuzzy systems using 1000
dimensions on the benchmark functions.

3 Results

Each developed interval type-2 fuzzy system is integrated in a PSO method to
dynamically adapt c1 and c2 parameters, and each system is tested with the set of
benchmark mathematical functions, using the parameters from Table 1. The
parameters from Table 1 are used for each fuzzy system integrated in PSO to
dynamically adapt the parameters.

Fig. 9 Sample from the 27 benchmark mathematical functions used to test the fuzzy systems (f3,
f4, f5, f8, f27, f9, f13, f14, f15, f17, f18, f19) seen from left to right and line by line
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The results from Tables 2 and 3 are obtained by applying the 8 fuzzy systems for
the parameter adaptation on PSO in the minimization of the benchmark mathe-
matical functions, with 1000 dimensions, and these results are the average of 100
experiments.

Table 1 Parameters for PSO Parameter Value

Population 30

Iterations 100

c1 and c2 Dynamic

Inertia and constriction factor 1 (no effect)

Table 2 Results obtained by
applying the fuzzy systems
for the parameter adaptation
on PSO in the minimization
of benchmark mathematical
functions (1)

Fun FPSO1 FPSO2 FPSO3 FPSO4

f1 1 1 1 1

f2 2.0e−21 1.0e−20 6.2e−21 2.1e−21

f3 1.9e+2 2.0e+2 1.9e+2 2.0e+2

f4 1.4e+4 1.5e+4 1.4e+4 1.5e+4

f5 1.1e+3 1.2e+3 1.0e+3 1.3e+3

f6 −96.64 −98.33 −97.20 −98.90

f7 −18.06 −17.83 −17.47 −18.15

f8 1.4e−13 1.2e−13 5.9e−14 6.2e−14

f9 0.50 0.52 0.48 0.52

f10 −0.52 −0.52 −0.52 −0.52

f11 0.003 0.003 0.002 0.001

f12 −0.335 −0.335 −0.335 −0.335

f13 −16.69 −16.47 −16.59 −16.55

f14 −23.14 −23.08 −23.18 −23.05

f15 4.1e+5 4.1e+5 4.1e+5 4.1e+5

f16 1.4e−12 2.4e−12 1.1e−12 2.0e−12

f17 2.4e−16 3.8e−16 1.3e−16 3.6e−16

f18 3.38 3.41 3.35 3.45

f19 −1.80 −1.80 –1.80 −1.80

f20 11.34 11.29 11.34 11.34

f21 −1 −1 –1 –1

f22 3 3 3 3

f23 −1.0316 −1.0316 −1.0316 −1.0316

f24 2.3694 2.7322 2.5427 2.2306

f25 −0.993 −0.996 −0.996 −0.994

f26 −186.73 −186.73 −186.73 −186.72

f27 8918 8970 8940 9056

Avg 16219.7 16276.9 16252.3 16266.4
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The results from Tables 2 and 3 show the performance from each interval type-2
fuzzy system for parameter adaptation; in this case, we can see that the results are
similar and there is not a big difference between each other. As we know PSO is a
meta-heuristic method and has an explicit randomness, and for that reason each
result from Tables 2 and 3 is the average of 100 experiments, which is to avoid
randomness in the quality results.

The standard deviations from the experiments ranging from 1.5526e−20 to
9.8388 indicate that the results of all experiments are very close to each other. This
means that the adaptation of the parameters of PSO, using an interval type-2 fuzzy
system, helps PSO to obtain more accurate and consistent results.

Table 3 Results obtained by
applying the fuzzy systems
for the parameter adaptation
on pso in the minimization of
benchmark mathematical
functions (2)

Fun FPSO5 FPSO6 FPSO7 FPSO8

f1 1 1 1 1

f2 1.5e−21 7.6e−21 4.1e−21 3.3e−21

f3 2.0e+2 2.0e+2 2.0e+2 2.0e+2

f4 1.4e+4 1.5e+4 1.4e+4 1.5e+4

f5 1.3e+3 1.3e+3 1.2e+3 1.3e+3

f6 −99.09 −98.14 −98.71 −99.09

f7 −18.05 −18.09 −17.58 −17.71

f8 2.8e−13 1.9e−13 1.8e−13 2.3e−13

f9 0.52 0.55 0.52 0.54

f10 −0.52 −0.52 −0.52 −0.52

f11 0.004 0.001 0.002 0.003

f12 −0.335 −0.335 −0.335 −0.335

f13 −16.69 −16.77 −16.63 −16.58

f14 −23.14 −23.23 −23.051 −23.29

f15 4.e+5 4.1e+5 4.1e+5 4.1e+5

f16 1.8e−12 4.2e−12 5.6e−12 6.3e−12

f17 6.3e−16 1.0e−15 1.7e−16 8.8e−16

f18 3.42 3.46 3.43 3.47

f19 −1.80 −1.80 −1.80 −1.80

f20 11.34 11.34 11.34 11.34

f21 −1 −1 −1 −1

f22 3 3 3 3

f23 −1.0316 −1.0316 −1.0316 −1.0316

f24 2.1552 2.3587 2.5278 2.2319

f25 −0.994 −0.995 −0.995 −0.994

f26 −186.72 −186.73 −186.73 −186.73

f27 8986 8963 8991 8980

Avg 16258.5 16268.6 16239.5 16267.4
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4 Conclusions

Tables 2 and 3 show that PSO with the interval type-2 fuzzy system with triangular
membership functions has, on average, better results in terms of quality when
compared with the other fuzzy systems using other types of membership functions,
even when compared with the optimized fuzzy system.

Also from the results shown in Tables 2 and 3, we can conclude that the effect of
different types of membership functions, in this kind of problem, makes no dif-
ference, so we can continue using the interval type-2 triangular membership
function, which is a membership function easy to use, because the parameters are
more intuitive and easy to set.

This paper is important because this is the study of the effects that bring different
types of membership functions, thus make this comparison help us to avoid an
optimization of the types of membership functions, so we can focus on others
optimizations for the interval type-2 fuzzy system used for parameter adaptation in
PSO.
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Part IX
Control and Modeling



Models for Indicating the Period of Failure
of Industrial Objects

T.A. Aliev, N.F. Musaeva, O.Q. Nusratov, A.G. Rzayev
and U.E. Sattarova

Abstract We propose a technology for calculating robust correlation matrices
and robust normalized correlation matrices to indicate the beginning of the latent
period of the emergency state of technological objects. For the same purpose, we
also propose a technology for calculating estimates of characteristics of noise and
useful signal, which assumes zero values in the normal state. Sets of informative
attributes are formed from them in monitoring systems for industrial objects; while
the object is in service, the number and value of the nonzero element are used to
determine the location and nature of failure.

1 Introduction

Classical probabilistic–statistical methods, methods of stochastic process theory,
and statistical methods of signal processing are used these days in solving the
problems of diagnostics, identification, and indication of changes in the technical
condition of industrial and biological objects. However, the use of these methods
for identifying the technical condition of real industrial objects is associated with
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certain difficulties, to overcome which numerous unconventional methods have
been developed [1, 2]. In the process, it is not uncommon that signals from the
sensors are contaminated by noise [3] and have insufficient volume of experimental
information [4], or there is missing observation [5]. In such cases, the researcher
first of all endeavors to identify the specific peculiarities of the noise that distinguish
it from the useful random signal, for instance, heavy tails [6]. After that, in solving
the said problems, correlation and spectral characteristics of noisy signals are cal-
culated and correlation matrices are set up [4–6]. Since noise causes distortion of
random signals, the researcher tries to eliminate these effects, using various
methods. In most cases, different filtration methods are applied, which take into
account the specifics of the process [4], methods of modeling and reconstructing the
missing value with application of moving average [5], centering methods [7], etc.

Alongside with these works, new unconventional statistical methods for analysis
of random processes are developed, using the estimates of some new characteristics
of measurement information, which allow solving such problems as monitoring,
control, identification, forecasting, and management of different processes [8–10].
By comparing values of those characteristics obtained from signal analysis, the
moment of transition of a system, object, or technological process into failure state
or emergency state is determined.

Use of noise as a carrier of diagnostic information is an unconventional method
of statistical analysis of random processes [8–10]. For example, Aliev et al. [8]
proposed a technology for determining the robust statistical indicators that in the
normal state assume zero values to indicate the beginning of the latent impercep-
tible transition of oil-pumping stations and compressor stations (OPS and CS) from
the normal state to the emergency state. The authors of [9] developed noise tech-
nologies for indicating and identifying the latent period of transition of an object
from the normal state to the emergency state. In [9], methods are proposed for noise
indication of change in the dynamic state of industrial objects by means of robust
correlation characteristics of noisy signals. In [10], a technology is proposed for
determining the estimates of auto- and cross-correlation indicators, noise variances,
cross-correlation functions, and coefficients of correlation between the useful signal
and the noise that in the normal state assume zero values to indicate the beginning
of the latent imperceptible transition of objects from the normal state to the
emergency state.

Our analysis of probabilistic–statistical methods used to ensure fault-free oper-
ation of technological objects demonstrated that methods for processing of noisy
technological parameters are required, which would allow indicating the beginning
of the latent period of transition of an object to the emergency state by using noise
as a carrier of diagnostic information. The present paper deals with one possible
solution to this problem.
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2 Problem Statement

It is known that for identifying the beginning of transition of an object from the
normal state to the emergency state, one can use the known models that come to
solving matrix equations of the type [10]:

~R
X
�
Y
� ðlÞ ¼ ~R

X
�
X
� ðlÞ~WðlÞ; l ¼ 0; Dt; . . .; ðN � 1ÞDt; ð1Þ

where ~R
X
�
X
� ðlÞ is a square symmetric matrix of the autocorrelation function R

X
�
X
� ðlÞ

of the input signal X
� ðtÞ ¼ XðtÞ � mX with dimension N � N;~RXY ðlÞ is a column

vector of the cross-correlation function R
X
�
Y
� ðlÞ between the input XðtÞ and output

YðtÞ;mX and mY are the mathematical expectations of XðtÞ and YðtÞ; respectively;
~WðlÞ is a column vector of the impulsive admittance functions [10].

For instance, it is known that matrix Eq. (1) allows solving the problem of
identifying the initial stage of transition of a compressor station to the emergency
state, the latent period of violation of seismic stability of offshore platforms, as well
as the beginning of the latent period of the emergency state of drilling units.

However, this matrix Eq. (1) allows solving the problem of identifying the
transition of industrial objects from the normal state to the emergency state if the
technological parameters XðtÞ and YðtÞ meet the classical conditions, i.e., if they
comply with the normal distribution law and if they are stationary and ergodic.

On the other hand, the analysis of measurement information received from
sensors of the said technical objects demonstrates that the real signals gðtÞ; gðtÞ are
a mixture of the useful signals XðtÞ; YðtÞ and random noises eðtÞ;uðtÞ; that is

gðtÞ ¼ XðtÞþ eðtÞ
gðtÞ ¼ YðtÞþuðtÞ :

�
ð2Þ

The conventional approach to the identification by means of the matrix Eq. (1)
suggests that the classical limitations take place; that is, the noisy technological
parameters gðtÞ; gðtÞ comply with the normal distribution law and are stationary and
ergodic; the random noises eðtÞ;uðtÞ have zero mathematical expectations me �
0;mu � 0 and uncorrelated values of the readings as follows:

1
N

XN
k¼1

e
�
kDtð Þ e� kþ lð ÞDtð Þ � 0

1
N

XN
k¼1

e
�
kDtð Þu� kþ lð ÞDtð Þ � 0

; when l 6¼ 0; ð3Þ

and the useful signals XðtÞ and YðtÞ are not correlated:
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1
N

XN
k¼1

X
�
kDtð Þ e� kþ lð ÞDtð Þ � 0

1
N

XN
k¼1

e
�
kDtð ÞX� kþ lð ÞDtð Þ � 0

ð4Þ

1
N

XN
k¼1

X
�
kDtð Þu� kþ lð ÞDtð Þ � 0

1
N

XN
k¼1

e
�
kDtð Þ Y� kþ lð ÞDtð Þ � 0

ð5Þ

If we assume the above, the following equality is supposed to hold true

~Rg
�
g
� ðlÞ ¼ ~Rg

�
g
� ðlÞ~WðlÞ; ð6Þ

where ~Rg
�
g
� ðlÞ is a square symmetric matrix of the autocorrelation function Rg

�
g
� ðlÞ

of the input noisy signal g
�ðtÞ ¼ gðtÞ � mg;Rg

�
g
� ðlÞ is a column vector of the

cross-correlation function Rg
�
g
� ðlÞ between the noisy input g

�ðtÞ and the output

g
�ðtÞ ¼ gðtÞ � mg;mg and mg are the mathematical expectations of gðtÞ and gðtÞ;
respectively.

However, those ideal conditions do not hold true in the transition of an industrial
object from the normal state to the emergency state. In that case, the elements
R
X
�
X
� ðlÞ and R

X
�
Y
� ðlÞ of the correlation matrices ~R

X
�
X
� ðlÞ and ~R

X
�
Y
� ðlÞ contain errors

due to influence of noises, and the following inequalities take place:

R
X
�
X
� ðlÞ 6¼ Rg

�
g
� ðlÞ; ð7Þ

R
X
�
Y
� ðlÞ 6¼ Rg

�
g
� ðlÞ: ð8Þ

Therefore, the following inequality takes place:

~Rg
�
g
� ðlÞ 6¼ ~Rg

�
g
� ðlÞ~WðlÞ: ð9Þ

In this case, it is naturally impossible to solve the identification problem for real
technological parameters. We must therefore reorganize the inequalities in (9) in the
form that would allow solving the problem.

Consider that determining the initial stage of the transition of an object from the
normal state to the emergency state requires only an approximate solution to this
problem. In many cases, the problem of indicating the transition of an object to the
emergency state rather than that of identifying the technical condition can be solved
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for real technological processes. In this chapter, we therefore consider one possible
solution to this problem as well.

In the period T0 before the beginning of defect origin process, assume that the
classical conditions hold true, i.e., the corresponding equalities are true:

WT0 gðtÞ½ � ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2pDðgÞp e�

g�mgð Þ2
2DðgÞ ; DðeÞ � 0;

DðgÞ � DðXÞ; Rg
�
g
� ðlÞ � R

X
�
X
� ðlÞ; mg � mX � 0;

RXe l ¼ 0ð Þ � 0; rXe � 0; ð10Þ

where WT0 gðtÞ½ � is the signal distribution law for gðtÞ in the normal technical state
of the object; DðeÞ;DðXÞ; and DðgÞ are the variance estimates of the noise, the
useful signal, and the summed signal, respectively; R

X
�
X
� ðlÞ and Rg

�
g
� ðlÞ are the

estimates of the correlation functions at the time shifts l ¼ 0; l ¼ Dt; l ¼ 2Dt; l ¼
3Dt; . . . of the useful signal XðtÞ and the summed signal gðtÞ;mg and mX are the
mathematical expectations of the useful signal and the summed signal; and
RXe l ¼ 0ð Þ and rXe are the cross-correlation function and the coefficient of corre-
lation between the useful signal XðtÞ and the noise eðtÞ; respectively.

At the same time, our experimental research demonstrated that in the moment
T1; when the processes of transition of an object to the emergency state begins and
the latent period of change in the technical condition of an object comes, the
condition (10) is violated and the following inequalities take place:

W
T
� gðtÞ½ � 6¼ WT1 gðtÞ½ �;

DðeÞ 6¼ 0; DðgÞ 6¼ DðXÞ; Rg
�
g
� ðlÞ 6¼ R

X
�
X
� ðlÞ;

mg 6¼ mX ; RXe l ¼ 0ð Þ 6¼ 0; rXe 6¼ 0: ð11Þ

Thus stated solution to the problem of the beginning of violation of seismic
stability of offshore platforms, the latent period of transition of compressor stations
and drilling units to the emergency state is reduced to indicating the moment of
transition of equality (10) into inequality (11) [8–10].

We consider possible ways to solve the above-mentioned problems in the fol-
lowing paragraphs.

3 Technology for Indicating the Transition of Industrial
Objects from the Normal State to the Emergency State

Our numerous experimental research studies demonstrated that in the latent period
of transition of an object to the emergency state, noise emerges in the signals due to
such defects as tear and wear, cracks, bending, and fatigue; the coefficient of
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correlation rXe between the useful signal and the noise as well as variance and other
characteristics change; stationarity, normality, ergodicity, etc., are violated [8–10].
Given the above, let us consider in more detail the possibility of solving the
problem of indicating the initial stage of transition of industrial objects from
the normal state to the emergency state in the presence of noise. As was indicated in
the problem statement, solving numerous important identification problems reduces
to the numerical solution of matrix correlation Eq. (1). In that case, correlation
matrices ~R

X
�
X
� ðlÞ and ~R

X
�
Y
� ðlÞ; whose elements are the estimates of the correlation

functions R
X
�
X
� ðlÞ and R

X
�
Y
� ðlÞ of the useful signals XðtÞ and YðtÞ; and the column

vector of the impulsive admittance functions ~WðlÞ; look as follows:

~R
X
�
X
� ðlÞ ¼

R
X
�
X
� ð0Þ R

X
�
X
� ðDtÞ . . . R

X
�
X
� N � 1ð ÞDt½ �

R
X
�
X
� ðDtÞ R

X
�
X
� ð0Þ . . . R

X
�
X
� N � 2ð ÞDt½ �

. . . . . . . . . . . .
R
X
�
X
� N � 1ð ÞDt½ � R

X
�
X
� N � 2ð ÞDt½ � . . . R

X
�
X
� ð0Þ

��������

��������
; ð12Þ

~R
X
�
Y
� ðlÞ ¼ R

X
�
Y
� ð0Þ R

X
�
Y
� ðDtÞ . . . R

X
�
Y
� N � 1ð ÞDt½ �

h iT
; ð13Þ

~WðlÞ ¼ Wð0Þ W Dtð Þ . . . W N � 1ð ÞDtð Þ½ �T; ð14Þ

where

R
X
�
X
� ðlÞ ¼ 1

N

XN
k¼1

X
�
kDtð ÞX� kþ lð ÞDtð Þ; ð15Þ

R
X
�
Y
� ðlÞ ¼ 1

N

XN
k¼1

X
�
kDtð Þ Y� kþ lð ÞDtð Þ: ð16Þ

Taking into account that the conditions (3)–(5) hold true for the noisy signals
gðtÞ and gðtÞ and the noises eðtÞ and uðtÞ and the mean-square value of the noise
eðtÞ equals the noise variance

1
N

XN
k¼1

e
�
kDtð Þ e� kDtð Þ ¼ DðeÞ; ð17Þ

the values of autocorrelation functions and cross-correlation functions take the
following form:

Rg
�
g
� ðlÞ ¼ R

X
�
X
� ð0ÞþDðeÞ when l ¼ 0

R
X
�
X
� ðlÞ when l 6¼ 0

(
; ð18Þ
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Rg
�
g
� ðlÞ ¼ 1

N

XN
k¼1

g
�
kDtð Þ g� kþ lð ÞDtð Þ � R

X
�
Y
� lð Þ: ð19Þ

Then, the correlation matrices (12) and (13) ~Rg
�
g
� ðlÞ and ~Rg

�
g
� ðlÞ; whose elements

are the estimates of the correlation functions Rg
�
g
� ðlÞ and Rg

�
g
� ðlÞ of the noisy signals

gðtÞ and gðtÞ; are transformed as follows:

~Rg
�
g
� ðlÞ ¼

Rg
�
g
� ð0Þ Rg

�
g
� ðDtÞ . . . Rg

�
g
� N � 1ð ÞDt½ �

Rg
�
g
� ðDtÞ Rg

�
g
� ð0Þ . . . Rg

�
g
� N � 2ð ÞDt½ �

. . . . . . . . . . . .

Rg
�
g
� N � 1ð ÞDt½ � Rg

�
g
� N � 2ð ÞDt½ � . . . Rg

�
g
� ð0Þ

����������

����������

�

R
X
�
X
� ð0ÞþDðeÞ R

X
�
X
� ðDtÞ . . . R

X
�
X
� N � 1ð ÞDt½ �

R
X
�
X
� ðDtÞ R

X
�
X
� ð0ÞþDðeÞ . . . R

X
�
X
� N � 2ð ÞDt½ �

. . . . . . . . . . . .

R
X
�
X
� N � 1ð ÞDt½ � R

X
�
X
� N � 2ð ÞDt½ � . . . R

X
�
X
� ð0ÞþDðeÞ

����������

����������
;

ð20Þ

~Rg
�
g
� ðlÞ � ~R

X
�
Y
� ðlÞ: ð21Þ

Thus, when the classical conditions (3)–(5) hold true, the matrix ~Rg
�
g
� ðlÞ of

cross-correlation functions between the noisy input signal gðtÞ and the noisy output
signal gðtÞ coincides with the correlation matrix ~R

X
�
Y
� ðlÞ of the useful signals XðtÞ

and YðtÞ: On the other hand, the matrix~Rg
�
g
� ðlÞ of the noisy input signal gðtÞ differs

from the correlation matrix ~R
X
�
X
� ðlÞ of the useful input signal XðtÞ by diagonal

elements, which, alongside with the estimates of the correlation function R
X
�
X
� ð0Þ;

also contain the value of the noise variance DðeÞ:
Obviously, that necessitates eliminating the influence of the variance DðeÞ of the

noise eðtÞ and obtaining the robust correlation matrix ~RR
g
�
g
� ðlÞ; coinciding with the

correlation matrix~R
X
�
X
� ðlÞ of the useful signals, i.e., making the following condition

hold true:

~RR
g
�
g
� ðlÞ � ~R

X
�
X
� ðlÞ ð22Þ

For this purpose, a robust technology for improving conditionality of correlation
matrices is proposed in the following paragraphs.

1. Values of the autocorrelation function are determined for the noisy input signal
gðtÞ and the output signal gðtÞ:
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Rg
�
g
� ðlÞ ¼ 1

N

XN
k¼1

g
�
kDtð Þ g� kþ lð ÞDtð Þ: ð23Þ

2. The noise variance D�ðeÞ is determined for the noisy input signal g
�ðtÞ [10]:

D�ðeiÞ ¼ 1
N

XN
k¼1

Zð0Þ � 2Zð1Þþ Zð2Þ½ �; ð24Þ

where

Zð0Þ ¼ gi
�
kDtð Þ gi� kDtð Þ;

Zð1Þ ¼ gi
�
kDtð Þ gi� kþ 1ð ÞDtð Þ;

Zð2Þ ¼ gi
�
kDtð Þ gi� kþ 2ð ÞDtð Þ:

3. The robust estimates RR
g
�
g
� ð0Þ of the elements of the correlation matrix are

calculated:

RR
g
�
g
� ð0Þ ¼ Rg

�
g
� ð0Þ � D�ðeÞ:

4. The robust correlation matrix ~RR
g
�
g
� lð Þ is formed:

~RR
g
�
g
� ðlÞ �

Rg
�
g
� ð0Þ � D�ðeÞ R

X
�
X
� ðDtÞ . . . R

X
�
X
� N � 1ð ÞDt½ �

R
X
�
X
� ðDtÞ Rg

�
g
� ð0Þ � D�ðeÞ . . . R

X
�
X
� N � 2ð ÞDt½ �

. . . . . . . . . . . .
R
X
�
X
� N � 1ð ÞDt½ � R

X
�
X
� N � 2ð ÞDt½ � . . . Rg

�
g
� ð0Þ � D�ðeÞ

��������

��������
:

ð25Þ

Thus, the robust technology for improving conditionality of correlation matrices
allows one, by eliminating the influence of the noise variance, to transform the
matrix of noisy technological parameters into the form similar to the matrix, whose
elements contain no error from noises, i.e., to obtain a matrix, for which equality
(22) holds true.

However, input and output parameters of offshore platforms, compressor sta-
tions, and drilling units are various physical quantities (e.g., consumption, pressure,
temperature, and velocity) with different range of value change. Therefore, solving
the identification problem first of all requires their reduction to a single dimen-
sionless value. As a result of that nondimensionalization, we obtain normalized
correlation matrices. The following conversion formulas are used for this purpose:
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r
X
�
X
� ðlÞ ¼ R

X
�
X
� ðlÞ=DðXÞ; ð26Þ

r
X
�
Y
� ðlÞ ¼ R

X
�
Y
� ðlÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðXÞ � DðYÞ

p
; ð27Þ

rg� g� ðlÞ ¼ Rg
�
g
� ðlÞ=DðgÞ; ð28Þ

rg� g� ðlÞ ¼ Rg
�
g
� ðlÞ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðgÞ � DðgÞ

p
; ð29Þ

where DðXÞ;DðYÞ;DðgÞ and DðgÞ are the variances of the signals
XðkDtÞ; YðkDtÞ; gðtÞ; and gðtÞ:

DðXÞ ¼ 1
N

XN
k¼1

X
� ðkDtÞX� ðkDtÞ; ð30Þ

DðYÞ ¼ 1
N

XN
k¼1

Y
�ðkDtÞ Y�ðkDtÞ; ð31Þ

DðgÞ ¼ 1
N

XN
k¼1

g
�ðkDtÞ g�ðkDtÞ; ð32Þ

DðgÞ ¼ 1
N

XN
k¼1

g
�
kDtð Þ g�ðkDtÞ; ð33Þ

or in view of the conditions of noncorrelatedness (3):

DðgÞ ¼ 1
N

XN
k¼1

g
�ðkDtÞ g�ðkDtÞ ¼ DðXÞþDðeÞ; ð34Þ

DðgÞ ¼ 1
N

XN
k¼1

g
�ðkDtÞ g�ðkDtÞ ¼ DðYÞþDðuÞ; ð35Þ

where DðuÞ is the variance of the noise uðkDtÞ:

DðuÞ ¼ 1
N

XN
k¼1

u
� ðkDtÞu� ðkDtÞ; ð36Þ
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Then, the normalized correlation matrices are of the following form:

~r
X
�
X
� ðlÞ ¼

1
R
X
�
X
�ðDtÞ

DðXÞ . . .
R
X
�
X
� N�1ð ÞDt½ �
DðXÞ

R
X
�
X
�ðDtÞ

DðXÞ 1 . . .
R
X
�
X
� N�2ð ÞDt½ �
DðXÞ

. . . . . . . . . . . .
R
X
�
X
� N�1ð ÞDt½ �
DðXÞ

R
X
�
X
� N�2ð ÞDt½ �
DðXÞ . . . 1

����������

����������
; ð37Þ

~r
X
�
Y
� ðlÞ ¼

R
X
�
Y
�ð0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DðXÞDðYÞ
p� � R

X
�
Y
�ðDtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DðXÞDðYÞ
p� � . . .

R
X
�
Y
� N�1ð ÞDt½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðXÞDðYÞ

p� �� �T
ð38Þ

The corresponding normalized correlation matrices of the noisy signals are
transformed into the following form:

~rg� g� ðlÞ ¼

R
g
�
g
�ð0Þ

DðgÞ
R
g
�
g
�ðDtÞ
DðgÞ . . .

R
g
�
g
� N�1ð ÞDt½ �
DðgÞ

R
g
�
g
�ðDtÞ
DðgÞ

R
g
�
g
�ð0Þ

DðgÞ . . .
R
g
�
g
� N�2ð ÞDt½ �
DðgÞ

. . . . . . . . . . . .
R
g
�
g
� N�1ð ÞDt½ �
DðgÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R
g
�
g
� N�2ð ÞDt½ �

p
DðgÞ . . .

ffiffiffiffiffiffiffiffiffiffi
R
g
�
g
�ð0Þ

p
DðgÞ

������������

������������

�

1
R
g
�
g
�ðDtÞ

DðXÞþDðeÞ . . .
R
g
�
g
�½ðN�1ÞDt�

DðXÞþDðeÞ
R
g
�
g
�ðDtÞ

DðXÞþDðeÞ 1 . . .
R
g
�
g
�½ðN�2ÞDt�

DðXÞþDðeÞ
. . . . . . . . . . . .

R
g
�
g
�½ðN�1ÞDt�

DðXÞþDðeÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R
g
�
g
�½ðN�2ÞDt�

p
DðXÞþDðeÞ . . . 1

������������

������������

ð39Þ

~rg� g� ðlÞ �
R
g
�
g
�ð0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DðgÞDðgÞ
p R

g
�
g
�ðDtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DðgÞDðgÞ
p . . .

R
g
�
g
� N�1ð ÞDt½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DðgÞDðgÞ

p
� �T

¼ R
X
�
Y
�ð0Þffiffiffiffiffiffiffiffiffiffiffiffiffi

AðeÞAðuÞ
p R

X
�
Y
� Dtð Þffiffiffiffiffiffiffiffiffiffiffiffiffi

AðeÞAðuÞ
p . . .

R
X
�
Y
� N�1ð ÞDt½ �ffiffiffiffiffiffiffiffiffiffiffiffiffi
AðeÞAðuÞ

p
� �

;

ð40Þ

where

AðeÞ ¼ DðXÞþDðeÞ;
AðuÞ ¼ D Yð ÞþDðuÞ:

Thus, in identification problems [8–10] of identification of the latent period of
offshore platforms, compressor stations, and drilling units to the emergency state,
diagonal elements of the normalized correlation matrix~rg� g� ðlÞ of the noisy signals

gðtÞ coincide with those of the normalized correlation matrix~r
X
�
X
� ðlÞ of the useful

signals XðtÞ and are equal to unit. However, the remaining elements of the
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normalized correlation matrix~rg� g� ðlÞ of the input signal, as well as all the elements

of normalized cross-correlation matrix~rg� g� ðlÞ of the noisy input and output signals,

contain in the radical expression of the denominator the values of the variances
DðXÞ and DðYÞ of the useful signals XðtÞ; YðtÞ and the values of the variances DðeÞ
and DðuÞ of the noises eðtÞ and uðtÞ: Consequently, normalization causes addi-
tional errors in the elements of normalized correlation matrices. To eliminate the
said shortcoming, a robust technology for improving conditionality of normalized
correlation matrices is proposed in the following paragraphs.

1. Estimates of the auto- and cross-correlation functions are determined for the
noisy input signal gðtÞ and the output signal gðtÞ:

Rg
�
g
� ðlÞ ¼ 1

N

XN
k¼1

g
�
kDtð Þ g� kþ lð ÞDtð Þ; ð41Þ

Rg
�
g
� ðlÞ ¼ 1

N

XN
k¼1

g
�
kDtð Þ g� kþ lð ÞDtð Þ: ð42Þ

2. The noise variances D�ðeÞ and D�ðuÞ are determined for the noisy input signal

g
�ðtÞ and the output signal g

�ðtÞ from (24) and [6, 10]:

D�ðuÞ ¼ 1
N

XN
k¼1

Hð0Þ � 2Hð1ÞþHð2Þ½ �; ð43Þ

where

Hð0Þ ¼ g
�ðkDtÞ g�ðkDtÞ;

Hð1Þ ¼ g
�ðkDtÞ g� kþ 1ð ÞDtð Þ;

Hð2Þ ¼ g
�
kDtð Þ g� kþ 2ð ÞDtð Þ:

3. The robust estimates rR
g
�
g
� ðlÞ and rR

g
�
g
� ðlÞ of the elements of the normalized cor-

relation matrices are calculated:

RR
g
�
g
� ðlÞ ¼ R

g
�
g
�ðlÞ

DðgÞ�D�ðeÞð Þ ; l 6¼ 0

rR
g
�
g
� ðlÞ ¼

R
g
�
g
�ðlÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

DðgÞ�D�ðeÞð Þ DðgÞ�D�ðuÞð Þ
p

9>=
>;; ð44Þ
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4. The robust normalized correlation matrices~rR
g
�
g
� ðlÞ and~rR

g
�
g
� ðlÞ are formed:

~rR
g
�
g
� ðlÞ ¼

1
R
g
�
g
�ðDtÞ

DðgÞ�D�ðeÞð Þ . . .
R
g
�
g
� N�1ð ÞDt½ �

DðgÞ�D�ðeÞð Þ

Rg
�
g
� Dtð Þ 1 . . .

R
g
�
g
� N�2ð ÞDt½ �

DðgÞ�D�ðeÞ½ �
. . . . . . . . . . . .

R
g
�
g
� N�1ð ÞDt½ �

DðgÞ�D�ðeÞð Þ
R
g
�
g
� N�2ð ÞDt½ �

DðgÞ�D�ðeÞð Þ . . . 1

����������

����������
: ð45Þ

~rR
g
�
g
� ðlÞ ¼

R
g
�
g
�ð0Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A�ðeÞA�ðuÞ
p R

g
�
g
�ðDtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A�ðeÞA�ðuÞ
p . . .

R
g
�
g
� N�1ð ÞDt½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A�ðeÞA�ðuÞ

p
� �

; ð46Þ

where

A�ðeÞ ¼ DðgÞ � D�ðeÞ;
A�ðuÞ ¼ DðgÞ � D�ðuÞ:

Thus, the robust technology for improving conditionality of normalized corre-
lation matrices allows one, by eliminating the influence of the noise characteristics,
to transform the source matrices into the form similar to the matrix, whose elements
contain no errors from noises, i.e., to obtain a matrix, for which the following
equality holds true:

~rR
g
�
g
� ðlÞ �~r

X
�
X
� ðlÞ; ð47Þ

~rR
g
�
g
� ðlÞ �~r

X
�
Y
� ðlÞ: ð48Þ

In this manner, by means of equalities (47) and (48), we make it possible to
solve the problem of identification of the transition of offshore platforms, com-
pressor stations, and drilling units from the normal state to the emergency state.
This is due to that fact that the matrices ~RR

g
�
g
� ðlÞ;~rR

g
�
g
� ðlÞ and~rR

g
�
g
� ðlÞ; compared with

the matrices ~Rg
�
g
� ðlÞ;~rg� g� ðlÞ; and~rg� g� ðlÞ; that appear in Eq. (9) contain significantly

less amount of errors.
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4 Technology for Indicating the Transition of Industrial
Objects to the Emergency State in the Beginning of Its
Latent Period

In the following paragraphs, we propose a technology that with a sufficient degree
of reliability gives us the full picture of the processes at the starting point of the time
interval T1; when the object enters its emergency state. For this purpose, provision
is made for application of the estimates of statistical characteristics of technological
parameters.

Assume that the signals g1ðtÞ; g2ðtÞ; . . .; gnðtÞ characterizing the technical con-
dition of the object come from the sensors installed in the vulnerable locations of
that industrial object. It follows from expressions (10) and (11) that as the technical
condition of an object changes, equalities (10) are violated, with estimates of the
noise variances DðeiÞ and i ¼ 1; n and the useful signal variance D Xið Þ changing in
the first place. These estimates can be determined from the following expressions:

D�ðeiÞ ¼ 1
N

XN
k¼1

Zð0Þ � 2Zð1Þþ Zð2Þ½ �; ð49Þ

D�ðXiÞ ¼ DðgiÞ � DðeiÞ: ð50Þ

Let us now consider the specifics of calculating the estimates of the auto- and
cross-correlation functions Rgi

�
gi
� ðlÞ and Rgi

�
gj
� ðlÞ of the noisy signals giðtÞ; gjðtÞ and

i; j ¼ 1; n in the periods T0 and T1: It is known that as the time shift between gi
� ðkDtÞ

and gi
�

kþ lð ÞDtð Þ grows in the process of calculating those estimates, a moment

comes between gi
� ðkDtÞ and gj

�
kþ lð ÞDtð Þ when the estimates are equal to zero. If

we denote that time shift by l0; then the errors of the estimates are obtained from the
expressions:

Rgi
�
gi
� ðl0Þ ¼ 1

N

XN
k¼1

gi
�
kDtð Þ gi� kþ lð ÞDtð Þ � 0; ð51Þ

Rgi
�
gj
� ðl0Þ ¼ 1

N

XN
k¼1

gi
�
kDtð Þ gj� kþ lð ÞDtð Þ � 0; ð52Þ

which takes the minimum values.
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This means that in the stable normal operation mode of an object in the period
T0; various errors unrelated to the beginning of change in the technical condition of
an object affect all the estimates of Rgi

�
gi
� ðlÞ and Rg

�
i
g
�
j

ðlÞ at various values of l; with
the exception of the estimates of Rgi

�
gi
� ðl0Þ and Rg

�
i
g
�
j

ðl0Þ:
Thus, both a combination of estimates of the autocorrelation indicators

Rg1
�
g1
� ðl0Þ;Rg2

�
g2
� ðl0Þ; . . .;Rgi

�
gi
� ðl0Þ; . . .;Rgn

�
gn
� ðl0Þ and a combination of estimates of

the cross-correlation indicators Rg1
�
g2
� ðl0Þ;Rg1

�
g3
� ðl0Þ. . .;Rg1

�
gn
� ðl0Þ;Rg2

�
g1
� ðl0Þ;

Rg2
�
g3
� ðl0Þ. . .; Rg2

�
gn
� ðl0Þ; . . .Rgn

�
g1
� ðl0Þ;Rgn

�
g2
� ðl0Þ; . . .;Rgn

�
gn�1

� ðl0Þ are formed from the

characteristics of the signals g1ðtÞ; g2ðtÞ; . . .; gnðtÞ during the operation of an
industrial object. Equalities (10) will be violated in the beginning of the latent
period of the transition of an object to the emergency state, and many of those
estimates will be instantaneously different from zero, which allows using them as
reliable indicators.

Let us now consider the possibility of applying estimates of the cross-correlation
function R�

Xiei l ¼ 0ð Þ and the coefficient of correlation r�Xiei between the useful
signal XiðtÞ and the noise eiðtÞ for solving the above-mentioned problems by means
of the following formula:

R�
Xieiðl ¼ 0Þ � 1

2
Rð0Þ � Rð1ÞþRð2Þ � Rð3Þ½ � � Reð0Þ½ �; ð53Þ

where

Rð0Þ ¼ Rgi
�
gi
� ðl ¼ 0Þ;

Rð1Þ ¼ Rgi
�
gi
� ðl ¼ 1Þ;

Rð2Þ ¼ Rgi
�
gi
� ðl ¼ 2Þ;

Rð3Þ ¼ Rgi
�
gi
� ðl ¼ 3Þ;

Reð0Þ ¼ R
ei
�
ei
� ðl ¼ 0Þ:

In this expression, the estimates Rgi
�
gi
� ðl ¼ 0Þ;Rgi

�
gi
� ðl ¼ 1Þ;Rgi

�
gi
� ðl ¼ 3Þ are

calculated using the conventional algorithm, and the estimate R
ei
�
ei
� ðl ¼ 0Þ ¼ D eið Þ

is quite easily calculated from expression (49). Formula (53) can therefore be also
considered a reliable and practically convenient indicator. After the estimate of the
noise variance D�ðeiÞ of the noisy signal giðtÞ and the estimate of the
cross-correlation function R�

Xiei
ðl ¼ 0Þ between the useful signal XiðtÞ and the noise

eiðtÞ are determined from expression (49) and expression (53), respectively, we can
naturally calculate the estimate of the autocorrelation function R�

Xi
�
Xi
� ðl ¼ 0Þ of the

useful signal:
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R�
Xi
�
Xi
� ðl ¼ 0Þ � Rgi

�
gi
� ðl ¼ 0Þ � R�

Xiei
ðl ¼ 0Þ � D�ðeiÞ: ð54Þ

Then, we can calculate the coefficient of correlation r�Xiei between the useful
signal and the noise quite easily, using the following formula:

r�Xiei �
R�
Xiei

l ¼ 0ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R�
Xi
�
Xi
� l ¼ 0ð Þ � D� eið Þ

q ð55Þ

It is clear that during the operation of an object, using the characteristics of the
technological parameters determined from expressions (54) and (55), we can form
combinations of estimates of both the cross-correlation indicators R�

X1e1ðl ¼
0Þ;R�

X2e2
ðl ¼ 0Þ; . . .R�

Xnen
ðl ¼ 0Þ and the coefficients of correlation r�X1e1

; r�X2e2
; . . .;

r�Xnen that will be different from zero during the transition of the object to the
emergency state.

It thus follows that to indicate the beginning of the transition of offshore plat-
forms, compressor stations, and drilling units from the normal state to the emer-
gency state, it is sufficient to calculate the estimates of the noise variances D�ðeiÞ;
auto- and cross-correlation functions Rgi

�
gi
� ðl0Þ and Rgi

�
gj
� ðl0Þ of the noisy signals

giðtÞ at the time shift l0; as well as the estimates of the cross-correlation function
R�
Xieiðl ¼ 0Þ and the coefficient of correlation r�Xiei between the useful signal XiðtÞ

and the noise eiðtÞ from expressions (49)–(55). After this point, we should form the
corresponding sets of informative attributes from the obtained estimates:

Ve ¼ D�ðe1Þ D�ðe2Þ . . . D�ðenÞ½ �; ð56Þ

Vg ¼
Rg1

�
g1
� ðl0Þ Rg1

�
g2
� ðl0Þ . . . Rg1

�
gn
� ðl0Þ

Rg2
�
g1
� ðl0Þ Rg2

�
g2
� ðl0Þ . . . Rg2

�
gn
� ðl0Þ

. . . . . . . . . . . .
Rgn

�
g1
� ðl0Þ Rgn

�
g2
� ðl0Þ . . . Rgn

�
gn
� ðl0Þ

2
664

3
775; ð57Þ

VXe ¼ R�
X1e1ðl ¼ 0Þ R�

X2e2ðl ¼ 0Þ . . . R�
Xnenðl ¼ 0Þ

r�X1e1 r�X2e2 . . . r�Xnen

� �
: ð58Þ

It is obvious that while an object is in the normal technical condition, i.e., when
all technological parameters are in the time interval T0; all elements of the sets of
informative attributes Ve;Vg;VXe will be in the zero state. Equalities (10) will be
violated in the beginning of the latent period of transition to the emergency state,
and we can determine the location and nature of the failure of the industrial object
from the number of the set and the number of the nonzero informative attribute.
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5 Conclusion

We demonstrate in this chapter that in the latent period of transition of offshore
platforms, compressor stations, and drilling units to the emergency state, noise
emerges in the signals due to such defects as tear and wear, cracks, bending, and
fatigue; the coefficient of correlation between the useful signal and the noise, their
spectrum, variance, and other characteristics change; the stationarity condition and
the normal distribution law are violated. Diagnostic information is partially lost, and
the useful signal is distorted due to the noise filtration in control system. As a result,
the emergency state is detected only in its expressed form. It often proves to be
belated, which causes numerous accidents. It is possible to use a matrix equation of
type (1) to solve the problem of indicating the beginning of transition of objects to
the emergency state. However, the technological parameters being analyzed are
noisy signals. Therefore, the adequacy of solving the identification problem is not
ensured. To eliminate this obstacle, this article proposes a technology for forming
the robust normalized correlation matrices that allow improving the adequacy of the
mentioned matrix equations.

Due to this fact, the adequacy of the obtained results improves. However, it is
impossible to ensure the absolute adequacy of the obtained model with sufficient
degree of reliability. We therefore also propose for wide practical applications a
technology for indicating the beginning of the latent period of objects to the
emergency state. The convenience of this technology is that its implementation in
monitoring systems does not require involvement of highly qualified specialists,
using estimates of the noise variance, cross-correlation function, and coefficient of
correlation between the useful signal and the noise and the correlation indicators.
During the operation of an object, the nonzero state of elements of the sets formed
from those estimates is registered in the system as the beginning of the emergency
state.
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Optimization of an Integrator to Control
the Flight of an Airplane

Leticia Cervantes and Oscar Castillo

Abstract In this paper, we show a fuzzy control optimization using genetic algo-
rithms, and this optimization helps us to improve the flight control of an airplane. To
control the flight control of the airplane, fuzzy systems were used to control the
stability of the airplane. In this paper, the fuzzy systems and the behavior of the
airplane are explained to understand the complete work.

Keywords Type-1 fuzzy system � Fuzzy control � Genetic algorithm

1 Introduction

Many problems of control apply different techniques to improve the results. In this
paper, the benchmark problems that is the flight control of a DeHavilland Beaver
and the flight maneuvers of the plane are explained to understand the problem. The
fuzzy systems used in this work have a reason to control the total flight, this will be
explained in section problem description. In this work, we used first individual
controllers or fuzzy systems to achieve the stability of the plane; fuzzy systems are
used to control its stability, and an integrator is used to obtain a better control. Then,
a genetic algorithm is applied to improve the fuzzy system and to achieve the total
control.

The rest of the paper is organized as follows: In Sect. 2, we present some basic
concepts to understand this work; in Sect. 3, we define the proposed method and
problem description, and finally conclusions are presented in Sect. 4.
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2 Background and Basic Concepts

In this section, some basic concepts are provided to understand this work.

2.1 Genetic Algorithm

Genetic algorithms (GAs) are numerical optimization algorithms inspired by both
natural selection and genetics. We can also say that the genetic algorithm is an
optimization and search technique based on the principles of genetics and natural
selection. A GA allows a population composed of many individuals to evolve under
specified selection rules to a state that maximizes the “fitness” [1]. The method is a
general one, capable of being applied to an extremely wide range of problems. The
algorithms are simple to understand and the required computer code easy to write.

GAs were in essence proposed by John Holland in the 1960s. His reasons for
developing such algorithms went far beyond the type of problem solving with
which this work is concerned. His book (1975), Adaptation in Natural and Artificial
Systems, is particularly worth reading for its visionary approach. More recently
others, for example De Jong, in a paper entitled GAs are NOT Function Optimizers,
have been keen to remind us that GAs are potentially far more than just a robust
method for estimating a series of unknown parameters within a model of a physical
system [2].

A typical algorithm might consist of the following:

1. Start with a randomly generated population of n l − bit chromosomes (candidate
solutions to a problem).

2. Calculate the fitness ƒ(x) of each chromosome x in the population.
3. Repeat the following steps until n offspring have been created:

• Select a pair of parent chromosomes from the current population, the
probability of selection being an increasing function of fitness. Selection is
done “with replacement,” meaning that the same chromosome can be
selected more than once to become a parent.

• With probability Pc (the “crossover probability” or “crossover rate”), cross
over the pair at a randomly chosen point (chosen with uniform probability) to
form two offspring. If no crossover takes place, form two offspring that are
exact copies of their respective parents. (Note that here the crossover rate is
defined to be the probability that two parents will cross over in a single point.
There are also “multipoint crossover” versions of the GA in which the
crossover rate for a pair of parents is the number of points at which a
crossover takes place.)

• Mutate the two offspring at each locus with probability Pm (the mutation
probability or mutation rate) and place the resulting chromosomes in the new
population. If n is odd, one new population member can be discarded at
random.
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• Replace the current population with the new population.
• Go to step 2 [3].

Some of the advantages of a GA include the following:

• Optimizes with continuous or discrete variables,
• Does not require derivative information,
• Simultaneously searches from a wide sampling of the cost surface,
• Deals with a large number of variables,
• Is well suited for parallel computers,
• Optimizes variables with extremely complex cost surfaces (they can jump out of

a local minimum),
• Provides a list of optimal values for the variables, not just a single solution,
• Codification of the variables so that the optimization is done with the encoded

variables, and
• Works with numerically generated data, experimental data, or analytical func-

tions [2, 4].

2.2 Flight Maneuvers

To control the flight of an airplane, it is necessary to control the 3 axes (pitch, row
and yaw).

Attitude is the angular difference measured between an airplane’s axis and the
line of the Earth’s horizon. Pitch attitude is the angle formed by the longitudinal
axis, and bank attitude is the angle formed by the lateral axis [5–10]. Rotation about
the airplane’s vertical axis (yaw) is termed an attitude relative to the airplane’s flight
path, but not relative to the natural horizon [1, 11–15].

This increased aileron yaws the airplane toward the rising wing, or opposite to
the direction of turn. To counteract this adverse yawing moment, rudder pressure
must be applied simultaneously with aileron in the desired direction of turn. This
action is required to produce a coordinated turn. As airspeed is reduced, the flight
controls become less effective and the normal nose-down tendency is reduced
[16–20].

The elevators become less responsive and coarse control movements become
necessary to retain control of the airplane. The slipstream effect produces a strong
yaw so the application of rudder is required to maintain coordinated flight. The
secondary effect of applied rudder is to induce a roll, so aileron is required to keep
the wings level. This can result in flying with crossed controls. To understand better
the maneuvers of an airplane in Fig. 1 shows the maneuvers and its axes (pitch, roll
and yaw) [21–24].
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3 Problem Description

The main objective in this case of study was to maintain the stability of the airplane
in flight. The goal was to create the fuzzy system to perform the flight control and
use the simulation tool to test the fuzzy controller with noise. In Fig. 2, we show the
structure of the case os study.

The architecture for the method is shown in Fig. 3.

Fig. 1 Maneuvers of an
airplane

Fig. 2 Methodology

Fig. 3 Architecture of control method
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In the last figure, we show the architecture used in this work, where we obtain
outputs from individual controllers and we design an integrator with these outputs
to obtain new outputs and achieve the control. In the above mentioned figure, we
illustrate the methodology with the simulation plant; first reference is established,
and then, the Joystick is used to introduce noise (turbulences) after that individual
fuzzy systems are used to control the behavior of the airplane, and having results
with those controllers, we decide to use an integrator to improve the control of the
airplane. As we mentioned, the individual fuzzy systems were designed considering
the flight maneuvers to design each fuzzy system [25–30]. To control the flight of
an airplane is necessary to control 3 axes (pitch, row and yaw). To obtain the total
control of the airplane is necessary to use the wheel and the pedals to maneuver the
airplane. The 3 fuzzy systems and rules used in this work are shown in Figs. 4, 5, 6,
7, 8 and 9.

Fig. 4 Fuzzy system to control the elevator

Fig. 5 Rules of the fuzzy system for the elevator

Fig. 6 Fuzzy system to control the aileron
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When simulation was performed using the 3 fuzzy systems, we decide to work
with an integrator where the output of each fuzzy system will be an input, this
means that the integrator has 3 inputs (elevator, rudder and the aileron) to obtain
new outputs and achieve the control. The integrator is shown in Fig. 10.

Fig. 7 Rules of the fuzzy system for the aileron

Fig. 8 Fuzzy system to control the rudder

Fig. 9 Rules of the fuzzy system for the rudder

Fig. 10 Integrator
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The integrator has 3 inputs (elevator, aileron and rudder) and 3 outputs
(Selevators, Srudder and Saileron). The main objective to do the integrator is to
obtain new outputs to improve the stability and obtain a better control. The rules of
the integrator are shown in Fig. 11.

The simulation plant used in this case of study is shown in Fig. 12.
The simulation was performed using triangular membership function, and some

results are presented in Table 1: in the first column, the behavior of the aileron is
shown when the individual fuzzy controller is applied; in the second column, the
behavior of the elevator is shown; and in the third column, the behavior of the
rudder is presented with its individual fuzzy controller.

As Table 1 illustrates that the results are not good, we decide to optimize the
integrator using a genetic algorithm; in Fig. 13, parameters of the genetic algorithm
are presented.

Fig. 11 Rules of the integrator

Fig. 12 Simulation plant
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The genetic algorithm was applied to optimize the membership function of each
input and each output. When the genetic algorithm was used in the integrator, the
results were better, these results are shown in Table 2; in this table, the behavior of
the aileron, elevator and rudder is shown, but in this case, an integrator is used to
improve the control in the simulation.

When genetic algorithm was used in the integrator, the error was improved and
the control was better. This algorithm helped to the integrator to obtain the better
parameters in each membership function to obtain a good control, and behavior of
the elevators, aileron and rudder is shown in Fig. 14. Figure 15 shows the con-
vergence of the genetic algorithm.

Table 1 Results for
simulation plant with a
individual fuzzy controllers

Aileron Elevator Rudder

0.9142 1.0481 0.8881

0.9457 1.1064 0.932

0.8901 1.1133 0.9515

0.9121 1.0851 0.9446

0.8918 1.117 0.9098

0.8598 1.0906 0.8914

0.9441 1.0878 0.9258

0.9592 1.1512 0.8962

0.9045 1.1158 0.9305

0.9033 1.0465 0.9521

Fig. 13 Behavior of elevator,
rudder and aileron
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Table 2 Results for
simulation plant using an
integrator

Aileron Elevator Rudder

0.4185 0.3881 0.1877

0.5047 0.6688 0.3047

0.5031 0.5033 0.502

0.4073 0.3611 0.1626

0.5052 0.5053 0.5049

0.3600 0.374 0.2684

0.2468 0.2417 0.2964

0.2413 0.2654 0.4503

0.3595 0.3784 0.5396

0.5043 0.5041 0.5079

0.5039 0.5045 0.508

0.5042 0.5063 0.5046

0.3529 0.3785 0.3601

0.5071 0.5076 0.5121

0.2288 0.243 0.5022

Fig. 14 Behavior of elevator,
rudder and aileron

Fig. 15 Convergence of the
genetic algorithm
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4 Conclusions

After applying the integrator, the results were better in the behavior of the airplane,
but when the genetic algorithm optimized the membership function of the inte-
grator, the error was decreased and the behavior of the airplane was improved. The
simulation plant has a block that generates turbulences, but at the same time, the
joystick introduced noise-generating abrupt movements on airplane, and with this
situation, we can say that when an integrator is used using the individual controllers
as inputs with genetic algorithm is a good alternative to improve the results and
achieve the total control of the plane.
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Comparative Study of Bio-inspired
Algorithms Applied in the Design
of Fuzzy Controller for the Water Tank

Leticia Amador-Angulo and Oscar Castillo

Abstract Recently, bio-inspired methods have become powerful optimization
algorithms to solve complex problems. We also mention alternative approaches
without optimization techniques for obtaining the controller. Swarm intelligence is
the part of artificial intelligence based on the study of actions of individuals in
various decentralized systems. The main objective of the work is based on the main
reasons for the optimization of the classical control of type Mamdani in the fuzzy
controller, specifically in tuning membership functions of the fuzzy controller for
the benchmark problem known as the water tank using two methods of optimization
a simple ant colony optimization (S-ACO) and the bee colony optimization
(BCO) for membership functions’ parameters of a fuzzy logic controller (FLC) in
order to find the optimal intelligent controller for a benchmark problem known as
the water tank. Finally, we provide a comparison of both methods for the case of
designing of the classical control of type Mamdani in the fuzzy controllers.

Keywords Ant colony optimization � Bee colony optimization � Uncertainty �
Fuzzy controller � Type-1 fuzzy logic � Convergence

1 Introduction

Fuzzy control systems combine information and knowledge of human experts
(natural language) with measurements and mathematical models. Fuzzy systems
transform the knowledge base in a mathematical formulation that has proven to be
very efficient in many applications [1, 2].
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Fuzzy models have emerged as an interesting generalization of mathematical
models based on fuzzy sets [10, 20]. Fuzzy systems transform human knowledge
into a mathematical formulation. That is why it has been shown that bio-inspired
algorithms in nature, for this research S-ACO and BCO, allow finding the values of
the membership functions of the fuzzy controller of an intelligent and collaborative
simulation by the way ants behave in their natural environment. With this tech-
nique, one can design and find a better fuzzy controller for the problem.

The rest of the paper is organized as follows. Section 2 describes the theoretical
basis of the paper, Sect. 3 describes the problem statement, Sect. 4 describes the
concept of swarm intelligence, Sect. 5 describes the simulations and results, and
finally Sect. 6 describes the conclusion and the future work.

2 Theoretical Basis

A fuzzy logic system (FLS) that is defined entirely in terms of type-1 fuzzy sets is
known as type-1 fuzzy logic system (Type-1 FLS) [5], and its elements are defined
in the following Fig. 1 [19–22].

A fuzzy set in the universe U is characterized by a membership function
uA(x) taking values on the interval [0,1] and can be represented as a set of ordered
pairs of an element and the membership value to the set:

A ¼ x; uAðxÞð Þjx 2 Uf g ð1Þ

Fig. 1 Architecture of a type-1 fuzzy logic system
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A variety of types of membership functions exist, but one of them is typically
known as the bell of Gauss (Gaussian). The mathematical function is defined with
the following equation [2].

f ðxÞ ¼ exp
�0:5ðx� cÞ2

r2

 !
ð2Þ

where c is the parameter representing the mean and r is the parameter representing
the variance. The Gaussian distribution is defined by its mean c and standard
deviation r[ 0, and it is satisfied that the lower the r, the narrower the “bell.” An
example of a Gaussian-type membership function is shown in Fig. 2 for the lin-
guistic value high.

The distribution and type of membership functions help to assess the values of
the linguistic variables differently in each type of membership function. For this
research, experiments were performed by changing the membership functions of the
fuzzy controller inputs, and we experimented with Gaussian and triangular because
in practice they give better results [20]. Figure 2 shows graphically the three types
of membership functions with which we realized tests in the model of fuzzy
controller.

In this paper, the optimization of the parameter values of membership functions
was made with the implementation of fuzzy systems obtained with the classical
control of Mamdani style with fuzzy logic for the benchmark problem of the water
tank, which are presented in the following section.

3 Problem Statement

3.1 Description of the Problem

The problem to be considered is known as the water tank controller, which aims at
control-ling the water level in a tank, therefore, based on the actual water level in
the tank the controller has to be able to provide the proper activation of the valve.

Fig. 2 Examples of the types
of membership functions
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3.2 Model Equations of the Water Tank

The process of filling the water tank is presented as a differential equation for the
height of the water in the tank, H, given by:

d
dt
Vol ¼ A

dH
dt
¼ bV � a

ffiffiffiffi
H
p

ð3Þ

where Vol is the volume of water in the tank, A is the cross-sectional area of the
tank, b is a constant related to the flow rate into the tank, and a is a constant related
to the flow rate out of the tank. The equation describes the height of water, H, as a
function of time, due to the difference between flow rates into and out of the tank.
Figure 3 shows graphically the mathematical model.

To evaluate the valve opening in a precise way, we rely on fuzzy logic, which is
implemented as a fuzzy controller that performs automated tasks considered as the
water level and how fast it be entered to, thereby maintaining the level of water in
the tank in a better way.

3.3 Characteristics of the Fuzzy Controller

We present the characteristics of the classical control of type Mamdani in the fuzzy
controller, besides the results of model evaluation.

Fig. 3 Graphical
representation of the
mathematical equation
of the water tank filler
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3.4 Membership Functions

Membership functions are for the two inputs of the fuzzy system: The first is called
level, which has three membership functions with linguistic value of high, okay,
and low. The second input variable is called rate with three membership functions
with linguistic value of negative, none, and positive, as shown in Fig. 4, repre-
sentations of fuzzy variables. The names of the linguistic labels are assigned based
on the empirical process of filling behavior of a water tank.

The classical control of type Mamdani using the fuzzy inference system has
an output called valve, which is composed of five triangular membership func-
tions with the following linguistic values: close_ fast, close_slow, no_change,
open_slow, and open_ fast, representation shown in Fig. 5.

Fig. 4 Type-1 fuzzy
inference system input
variable
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3.5 Rules

The simulation shows that five rules are sufficient, which are detailed below:

• If (level is okay) then (valve is not_change).
• If (level is low) then (valve is open_fast).
• If (level is high) then (valve is close_fast).
• If (level is okay) and (rate is positive) then (valve is close_slow).
• If (level is okay) and (rate is negative) then (valve is open_slow).

The rules are based on the behavior that the water tank is to be filled. All the
combinations of rules were taken from experimental knowledge according to how
the process is performed in a tank filled with water. We start with 5 rules to
visualize the behavior of the classical control of Mamdani style in the fuzzy con-
troller [13].

3.6 Mean Square Error (MSE)

The metric on which the evaluation is being made for the fuzzy controller is by
using the mean square error for measuring the behavior of the controller in refer-
ence to the error tends to be 0 (zero), and the errors for the proportional integral
derivative (PID) controller and fuzzy controller are used. The MSE is the sum of the
variance and the squared deviation of the estimator (reference). The mathematical
definition is presented in the following equation.

MSE ¼ 1
n

Xn
i¼1

�Yi � Yið Þ2 ð4Þ

Fig. 5 Type-1 fuzzy
inference system output
variable
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3.7 Evaluation of Control Diagram

Figure 6 shows the block diagram used for the fuzzy logic controller (FLC) that
obtained the best results of the water tank benchmark problem. Generally, the fuzzy
controller is a closed-loop control, the aim is to make the plant output to follow the
input r, the adder is applied to the system, it is used for a controller in the first, the
output is connected directly to one of two inputs of the adder, and in the second
situation, the output and the model are perturbed with noise in order to introduce
uncertainty in the data feedback. The noise is a disturbance that tells the model with
the objective that the ACO and BCO algorithms further explore its search space and
show better results.

Finally, at the output of the adder, we have the error signal, which is applied to
the fuzzy controller together with a signal derived from this, which is a change in
the error signal over time [16].

Figure 7 shows the simulation model where the black line denotes the reference
model and the pink line the output of the model using a classical control of
Mamdani style in fuzzy controller. These simulations are made without noise.

3.8 Implementation of Noise in the Model

Different noise levels were applied as a disturbance in the signal processing to
evaluate the target type-1 fuzzy controller and to visualize the results in the model.
Figure 8 shows the representation of the simulation with a noise level of 0.3, and
this is displayed in blue for the PID controller behavior and in pink for the classical
control of Mamdani style in fuzzy controller with the above disturbance.

Fig. 6 Block diagram for the simulation of the FLC
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The bio-inspired algorithms in nature have proved to be a technique of opti-
mization good in the design of fuzzy controllers.

4 Swarm Intelligence

Many species in the nature are characterized by swarm behavior. Fish schools, flocks
of birds, and herds of land animals are formed as a result of biological need to stay
together. Individual in herd, fish school, or flock of birds has a higher probability to
stay alive, since predator usually assaults only individual. A collective movement
characterizes flocks of birds, herds of animal, and fish schools. Herds of animals
respond quickly to changes in the directions and speed of their neighbors. Swarm
behavior is also one of the main characteristics of social insects (bees, wasps, ants,
and termites). Communication between individual insects in a colony of social
insects has been well known. The communication systems between individual
insects contribute to the configuration of the “collective intelligence” of the social
insect colonies. The term “swarm intelligence” that denotes this “collective intelli-
gence” has come into use [4, 9, 18].

Fig. 7 Simulation model using the type-1 fuzzy controller

Fig. 8 Simulation model using the type-1 fuzzy controller with a noise level of 0.3
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4.1 The Theory of Graphs

Let us define the graph G = (V, E), where V is the set of nodes and E is the matrix
of the links between nodes. G has nG = |V| nodes. Let us define LK as the number of
hops in the path built by the ant k from the origin node to the destiny node.
Therefore, it is necessary to find:

Q ¼ qa; . . .; qf jq1 2 C
� � ð5Þ

where Q is the set of nodes representing a continuous path with no obstacles, qa,…,
qf are former nodes of the path, and C is the set of possible configurations of the free
space. If xk(t) denotes a Q solution in time t, f(xk(t)) expresses the quality of the
solution.

BCO and S-ACO are algorithm implementation that adapts the behavior of real
bees to solutions of minimum cost path problems on graphs [12].

• Ant Colony Optimization Algorithm

S-ACO is inspired by ants and their behavior for finding shortest paths from their
nest to sources of food. Without any leader that could guide the ants to optimal
trajectories, the ants manage to find these optimal trajectories over time in a dis-
tributed fashion. In the S-ACO algorithm, the metaphorical ants are agents pro-
grammed to find an optimal combination of elements of a given set that maximizes
some utility function [3]. The key ingredient in S-ACO and its biological coun-
terpart are the pheromones. With real ants, these are chemicals deposited by the ants
and their concentration encodes a map of trajectories, where stronger concentrations
represent better trajectories [6, 7, 14].

The chemical that they leave a trace on the track allows a highly collaborative
play to seek for food [7]. The ants collaborate together to explore all possible ways
to find the solution to the problem (food). Graphically shown in Fig. 9 is smart
mechanism that ants use to forage for food.

Fig. 9 S-ACO architecture
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The S-ACO is an algorithm implementation that adapts the behavior of real ants
to solutions of minimum cost path problems on graphs [6, 11]. A number of
artificial ants build solutions for a certain optimization problem and exchange
information about the quality of these solutions making allusion to the communi-
cation system of real ants.

The S-ACO algorithm is based on Eqs. (6)–(8):

pkijðtÞ ¼
skijP

j2Nk
ij
saijðtÞ

if j2Nk
i

0 if j 62Nk
i

8<
: ð6Þ

sijðtÞ  ð1� qÞsijðtÞ ð7Þ

sijðtþ 1Þ ¼ sijðtÞþ
Xnk
k¼1

sijðtÞ ð8Þ

Equation (6) represents the probability of an ant k located on a node i selects the
next node denoted by j, where Ni

k is the set of feasible nodes (in a neighborhood)
connected to node i with respect to ant k, τij is the total pheromone concentration of
link ij, and, α is a positive constant used as a gain for the pheromone influence.

Equation (7) represents the evaporation pheromone update, where ρ 2 [0, 1] is
the evaporation rate value of the pheromone trail. The evaporation is added to the
algorithm in order to force the exploration of the ants and avoid premature con-
vergence to suboptimal solutions [7]. For ρ = 1, the search becomes completely
random [8]. Equation (7) represents the concentration pheromone update, where
Dskij is the amount of pheromone that an ant k deposits in a link ij in a time t.

The general steps of S-ACO are indicated in Table 1.

Table 1 Basic steps of the
S-ACO algorithm

Pseudocode of ACO

1. Set a pheromone concentration sij to each link (i, j)
2. Place a number k = 1, 2, …, nk in the nest
3. Iteratively build a path to the food source (destiny node),

using Eq. (6) for every ant
Remove cycles and compute each route weight f(xk(t)). A cycle
could be generated when there are no feasible candidates nodes,
that is, for any i and any k, Ni

k = ; then the predecessor of that
node is included as a former node of the path
4. Apply evaporation using Eq. (7)
5. Update of the pheromone concentration using Eq. (8)
6. Finally, finish the algorithm in any of the three different ways
When a maximum number of epochs has been reached
When it has found an acceptable solution, with f(xk(t)) < ε
When all ants follow the same path
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• Bee Colony Optimization Algorithm

The BCO is inspired by the bees’ behavior in the nature. The basic idea behind
the BCO is to create the multiagent system (colony of artificial bees) capable to
successfully solve difficult combinatorial optimization problems. The artificial bee
colony behaves partially alike and partially differently from bee colonies in
nature [18].

The population of agents (artificial bees) consisting of bees collaboratively
searches for the optimal solution. Every artificial bee generates one solution to the
problem. The algorithm is divided into forward pass and backward pass. The
existence of a large number of different social insect species, and variation in their
behavioral patterns, The S-ACO and BCO have the characteristic of being able to
performing a variety of complex tasks [18]. The best example is the collection and
processing of nectar, the practice of which is highly organized. Each bee decides to
reach for the nectar source by following a nestmate who has already discovered a
path of nectar source dance, in that way trying to convince their nestmate to follow
them. If a bee decides to leave the hive to get nectar, she follows the bee dancers to
one of the nectar areas. The mechanisms by which the bee decides to follow a
specific dancer are not well understood, but it is considered that “the recruitment
among bees is always a function of the quality of the food source” [16].

Graphically shown in Fig. 10 is the representation of the smart mechanism that
bees use to forage for food in the example of third forward pass.

The bee colony optimization (BCO) metaheuristic [15, 17, 18] has been intro-
duced fairly recently by Lučić and Teodorović as new direction in the field of
swarm intelligence and has not previously applied in type-1 fuzzy controller design.

The BCO algorithm is based on Eqs. (9)–(13):

pij;n ¼
qij;n
� �a

: 1
dij

h ib
P

j2Ai;n
qij;n
� �a

: 1
dij

h ib ð9Þ

Fig. 10 BCO representation

Comparative Study of Bio-inspired Algorithms … 429



qij;n ¼
; j 2 Fi;n; Ai;n

�� ��[ 1
1�k Ai;n \ Fi;nj j

Ai;n�Fi;nj j ; j 62 Fi;n; Ai;n

�� ��[ 1

; Ai;n

�� �� ¼ 1

8>><
>>:

9>>=
>>;
8j2Ai:n;
0� k� 1

ð10Þ

Di ¼ K � Pfi
Pfcolony

ð11Þ

Pfi ¼ 1
LI

; Li ¼ Tour length ð12Þ

Pfcolony ¼ 1
NBee

XNBee

i¼1
Pfi ð13Þ

Equation (9) represents the probability of a bee k located on a node i that selects
the next node denoted by j, where Ni

k is the set of feasible nodes (in a neighborhood)
connected to node i with respect to bee k and qij is the probability of visiting the
following node. Note that the b is inversely proportional to the city distance; dij
represents the distance of node i until node j, for this algorithm indicating the total
dance that a bee travelled in this moment. Finally, a is a binary variable that is used
to find better solutions in the algorithm.

For the representation of S-ACOandBCOalgorithm in fuzzy controller, the Eq. (9)
and Eq. (10) are replaced for the Eq. (4), previously described in the section 3.

Equation (11) represents that a waggle dance will last for certain duration,
determined by a linear function, where K denotes the waggle dance scaling factor,
Pfi denotes the profitability scores of bee i as defined in Eq. (12), and Pfcolony
denotes the bee colony’s average profitability as in Eq. (13) and is updated after
each bee completes its tour. For this research, the waggle dance is represented for
the mean square error in the model, the intensity of waggle dance indicates that a
bee is close to a good solution, control is represented as the minimization of error is
found with the MSE.

The general steps of BCO are indicated in Table 2.

5 Simulations and Results

Various type-1 fuzzy logic system were designed, we changing the types of
membership functions in inputs, to observe the behavior of the controller; the
results will be discussed in the section of results and comparisons.Were performed
several experiments would changing the type of membership function of fuzzy
controller. The types of membership functions used are Gaussian, triangular, and
trapezoidal in the two input variables of the controller, namely level and rate. The
fuzzy controller performance is shown in Table 3.
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To obtain the errors shown in Table 1, we considered 100 iterations of use of the
fuzzy controller, and we obtained the corresponding average. Table 1 shows that the
best experiment is number 1 with an error of 0.0986, where in the controller is
provided with type-1 fuzzy logic system with 5 rules and without disturbance noise
applyed in the model.

Table 2 Basic steps of the BCO algorithm

Pseudocode of BCO

1. Initialization: an empty solution is assigned to every bee
2. For every bee: //the forward pass
(a) Set k = 1; //counter for constructive moves in the forward pass;
(b) Evaluate all possible constructive moves;
(c) According to evaluation, choose on move using the roulette wheel;
(d) k = k + 1; if k ≤ NC goto step (b)

3. All bees are back to the hive; //backward pass stars
4. Evaluate (partial) objective function value for each bee
5. Every bee decide randomly whether to continue its own exploration and become a recruiter, or
to become a follower
6. For every follower, choose a new solution from recruiters by the roulette wheel
7. If solutions are not completed goto step 2
8. Evaluate all solutions and find the best one
9. If stopping condition is not met goto step 2
10. Output the best solution found

B Represents the number of bees in the hive
NC Represents the number of constructive moves during one forward pass

Table 3 Results for type-1 fuzzy logic controller

# Experiments of type-1 fuzzy logic controller

Characteristics of the fuzzy controller Error Noise
0.3Type of FMs Number

of inputs
Number
of outputs

Number
of rules

# of
Iterations = 100Input Output

1 Gaussian Triangular 2 1 5 0.0986 No
2 Triangular Triangular 2 1 5 1.2770 No

3 Gaussian Triangular 2 1 9 0.1178 No

4 Triangular Triangular 2 1 9 1.2629 No

5 Trapezoidal Triangular 2 1 5 0.1003 No

6 Trapezoidal Triangular 2 1 9 0.1289 No

7 Gaussian Triangular 2 1 5 0.1772 Yes

8 Triangular Triangular 2 1 5 0.9287 Yes

9 Gaussian Triangular 2 1 9 0.2084 Yes

10 Triangular Triangular 2 1 9 0.9417 Yes

11 Trapezoidal Triangular 2 1 5 0.9076 Yes

12 Trapezoidal Triangular 2 1 9 0.9005 Yes
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In empirical related questions, we couldmake several experiments tofind the fuzzy
controller design that minimizes the error and show a better performance of the
solution, but for them there are techniques that simulate the behavior of insects (ants,
birds,fireflies, bees, among others),which allow to solve combinatorial problemswith
collaborativemechanisms that each present in their environment, which iswhy for this
research; the goal is to analyze the behavior of the S-ACOandBCOalgorithms have to
find the design of a Fuzzy Controller that minimize the error in the model.

• Results of the S-ACO Algorithm

Simulations for 30 experiments have been performed with different character-
istics of the algorithm, by changing the kind of membership functions at the input
and the number of rules in the fuzzy controller, and the best experiments are
presented in Table 4.

Table 4 shows the results in which the computational time increases when there
are more iterations and the number of ants is increased in the search space, and
experiments were performed by changing the value of the pheromone, number of
ants, and number of iterations, thereby obtaining the experiment 3 which is the one
with the minimum error for all testing, a behavior that showed the S-ACO algorithm
is that in the first iterations the minimum error is found.

Figure 11 shows on the left the first input of fuzzy controller called level and on
the right the second input of fuzzy controller called rate that the S-ACO algorithm
found as the best of all experiments performed, and the membership functions are
Gaussian because they were the ones that showed the error of simulation lowest
of all.

The behavior of the model using S-ACO algorithm is shown in Fig. 12 (a),
where the yellow line represents the reference value and pink line represents the
output to find by S-ACO algorithm. The convergence S-ACO is presented below in
Fig. 12 (b). The simulation was performed with 100 iterations.

Table 4 Results for type-1 FLC optimizing by S-ACO algorithm

No. Ants Iteration Alpha
α

Beta
β

Pheromone Average
error

S-ACO time
(min)

1 10 50 2 5 0.5 0.085 18:15

2 30 100 2 5 0.7 0.096 25:20

3 30 50 2 5 0.7 0.049 20:45
4 10 100 2 5 0.5 0.084 23:03

5 20 50 2 5 0.5 0.053 25:30

6 20 100 2 5 0.7 0.051 23:40

7 50 50 2 5 0.5 0.091 49:58

8 50 100 2 5 0.7 0.085 59:39

9 60 50 2 5 0.5 0.065 1:02:45

10 60 100 2 5 0.7 0.080 59:39
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Fig. 11 Distribution of membership functions of the type-1 fuzzy controller found by the S-ACO

Fig. 12 Simulation and convergence of S-ACO. a Simulation model using type-1 fuzzy controller
with S-ACO, b Optimization behaviour for the S-ACO on type-1 FLC
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Table 4 shows a comparison with the optimized experiments performed with the
fuzzy controller that solves the problem water tank and without optimization.

Table 5 shows that having triangular membership functions gives a better per-
formance in the fuzzy controller, and the results that were found when the fuzzy
controller is optimized are less error due to the intelligent ants together to find a
better solution. All experiments were done for 100 iterations of the fuzzy controller.

It is shown that by increasing the number of fuzzy rules in the controller, it tends
to explore much more expert by itself, which is why experiments show that without
optimizing the controller we get the minimum error in the triangular membership
functions with 5 rules, whereas the optimized controller has better results with only
5 rules, and this is because the controller tank water with 5 rules is sufficient for
evaluation. That is why, based on experimentation, it can be shown that the sim-
ulation error is less when using bio-inspired S-ACO algorithm in the fuzzy con-
troller design.

With the results shown in Table 4, it is envisioned that the S-ACO algorithm
computing time increases if the controller is not being optimized, yet it is much less
error than is obtained with S-ACO optimization in the fuzzy controller. These
results show that the best error when NOT optimized is 0.0986, whereas the best
optimization error with S-ACO is 0.049. Another variant is changing the number of
rules in the fuzzy controller, but does not present a major impact on the outcome.
However, to further explore the different ways to design a fuzzy controller leads to
better results in their evaluation.

• Results of the BCO Algorithm

Simulation for 15 experiments has also been performed with different charac-
teristics of the algorithm, by changing the size of population, number of iterations,
number of follower bees, and values of alpha and beta, and the experiments are
presented in Table 6.

Table 6 shows that the computational time increases when the iterations are high
and the number of follower bees is increased. We changed the number of follower

Table 5 Comparison the results with fuzzy controllers optimized and without optimizing

No Type of FMs
(input)

No. rules Without optimizing Optimized

Average
error

Time
(s)

Average
error

S-ACO Time
(min)

1 Gaussian 5 0.0986 05:45 0.085 43:15

2 Gaussian 9 0.1178 08:15 0.096 25:45

3 Triangular 5 1.2770 09:13 0.049 22:45

4 Triangular 9 1.2629 12:36 0.084 23:03

5 Trapezoidal 5 0.1003 15:30 0.067 32:40

6 Trapezoidal 9 0.1289 18:42 0.052 28:39
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bee, size of population and iterations for to note that both the algorithm affects these
parameters, It is observable the experiment 11 with MSEof 0.068650, population of
90, iterations of 25 and follower bee of 70.

Figure 13 shows on the left the first input of fuzzy controller called level and on
the right the second input of fuzzy controller called rate that the BCO algorithm
found as the best of all experiments performed, and the membership functions are
Gaussian because they were the ones that showed the error of simulation lowest
of all.

The simulation of the fuzzy controller is shown in Fig. 14 (a), where the yellow
line represents the reference value and pink line represents the behavior with BCO

Table 6 Results of type-1 fuzzy controller using BCO without noise

Experiment Population Iterations Follower
bees

Alpha
α

Beta
β

Average
error

BCO time
(min)

1 90 20 10 0.4 0.5 0.080920 26:24

2 80 20 10 0.4 0.5 0.076116 06:57

3 70 25 20 0.4 0.5 0.072430 18:23

4 60 30 25 0.4 0.5 0.07576 21:36

5 50 30 30 0.4 0.5 0.080448 23:14

6 70 25 15 0.4 0.5 0.098945 12:43

7 70 25 20 0.4 0.5 0.075186 15:04

8 70 25 25 0.4 0.5 0.084104 18:57

9 70 25 30 0.5 0.6 0.072270 31:52

10 90 30 60 0.5 0.6 0.070211 58:22

11 90 25 70 0.5 0.6 0.068650 39:25

12 90 20 80 0.5 0.6 0.072144 19:05

13 80 20 80 0.5 0.6 0.068682 01:45:18

14 80 25 85 0.5 0.6 0.072575 26:54

15 70 20 70 0.5 0.6 0.071754 26:41

Fig. 13 Distribution of membership functions of the type-1 fuzzy controller found by the BCO
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algorithm. The convergence BCO algorithm is presented below in Fig. 14 (b). The
simulation was performed with 100 iterations.

Finally, Table 7 shows the comparison the results to find the S-ACO and BCO.
We presented the average error in the simulation and the time. We to cant observed

Fig. 14 Simulation and convergence of BCO. a Simulation model using type-1 fuzzy controller
with BCO, b Optimization behaviour for the BCO on type-1 FLC

Table 7 Comparison of the results of S-ACO and BCO

Comparison of the results of S-ACO and BCO

Without optimizing S-ACO BCO

With noise Without noise

Average error 0.1772 0.0986 0.0491 0.0686

Time of simulation (min) 09:20 05:20 22:45 39:25
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that S-ACO algorithm is better compared to BCO algorithm in the minimization of
the error for the studied case presented.

6 Conclusions

This paper proposes a comparison the bio-inspired algorithm that solves combina-
torial problems, called S-ACO and BCO for the design of optimal Fuzzy Controllers.
These algorithms allow finding the appropriate distributions of parameters in the
membership functions for obtained a better performance in the studied case pre-
sented.The results show that S-ACO to find the better error in the simulations. The
water tank problem was analyzed and has a low complexity level this is why the best
results obtained in this study are shown when the Type-1 Fuzzy Controller was used
without level of noise applied in the model, also, for to find better results we apply
the robustness of two techniques inspired in the nature for solve problems; such as
S-ACO and BCO algorithms in the design of Fuzzy Controller.

Future work includes changing the parameters of the BCO and S-ACO algorithm
such as values of alpha, beta, and population size and number of follower bees to
BCO and number of ants, values of alpha, beta, and pheromone to ACO, thereby
finding better design fuzzy controllers. An interesting aspect is to perform the
dynamic adjustment of these parameters with the help of fuzzy logic.
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Mathematical Model of Ecopyrogenesis
Reactor with Fuzzy Parametrical
Identification

Y.P. Kondratenko and O.V. Kozlov

Abstract This paper presents the development of the mathematical model with
fuzzy parametrical identification of the ecopyrogenesis (EPG) complex reactor as a
temperature control object. The synthesis procedure of the fuzzy parametrical
identification system of Mamdani type is presented. The analysis of computer
simulation results in the form of static and dynamic characteristic graphs of the
reactor as a temperature control object confirms the high adequacy of the developed
model to the real processes. The developed mathematical model with fuzzy para-
metrical identification gives the opportunity to investigate the behavior of the
temperature control object in steady and transient modes, in particular, to synthesize
and adjust the temperature controller of the reactor temperature automatic control
system (ACS).

1 Introduction

The EPG technology is widely used for the utilization of municipal solid wastes
(MSWs) and low-grade coal in order to obtain alternative liquid fuels and generator
gas [1]. It provides a simplified sorting of organic solid waste into two categories:
the first category—dried organic waste, which includes all of the polymer waste,
including polyvinylchloride (PVC) but not more than 2 %, worn tires, rubber, oil
sludge, and paper, and the second category—waste with high humidity, which
includes food waste, shredded wood, paper, and cardboard. The first category of
waste is disposed by a multiloop circulatory pyrolysis (MCP) to obtain from the
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mass of raw materials up to 60–85 % of the liquid fuel of light fractions with
characteristics comparable to diesel fuel. The second category of waste is utilized
by the method of multiloop bizonal circulatory gasification (MCG) by obtaining
generator gas, which has a calorific value 1100–1250 kcal/m3 [1]. For realization of
the EPG technology, specific technological complexes are used, which are, in turn,
complicated multicomponent technical objects. Automation of such technological
complexes allows to significantly increase the operation efficiency and economic
parameters.

Stabilization of the pyrolysis reactor set temperature value is one of the important
tasks of automatic control of the EPG process [1]. The possibility of reactor tem-
perature mode control with high-quality indicators allows controlling of the thermal
destruction process inside the reactor with high accuracy. This gives the opportunity
to obtain the high-quality liquid fractions of alternative fuel at the outlet and, in turn,
requires to use a special kind of temperature ACS.

To study the ACS effectiveness at the stage of its design, it is reasonable to use
the mathematical and computer modeling methods that are quite effective and low
cost, compared with experimental and other approaches, especially while studying
the behavior of thermal power objects and their control systems [2–5]. In particular,
development and adjustment of pyrolysis reactor ACS temperature controller
require an availability of an adequate mathematical model. Also reactor temperature
ACS quality indicators significantly depend on the accuracy of the synthesized
model and its adequacy to the real processes.

Therefore, the aim of this work is development and research of the highly
adequate mathematical model of the EPG complex pyrolysis reactor as a temper-
ature control object.

2 EPG Complex Reactor Heating Temperature Control
System

The functional structure of the EPG complex pyrolysis reactor heating temperature
control system is presented in Fig. 1 [6].

The set value of the reactor heating temperature TSR is established by the setting
device SD. The setting device signal uSD is compared with the temperature sensor
TS signal uTS with the help of the summator, and control error ε is calculated. In
turn, the signal uTS corresponds to the real value of the reactor heating temperature
TRR. The temperature controller TC produces the control signal uTC that goes to the
linear flow regulator LFR. The linear flow regulator is a gas control valve with a DC
servo drive, which has linear characteristics of the gas flow depending on the input
voltage. The gas flow rate value QG that corresponds to LFR input DC voltage
signal (from 0 to 10 V) goes to the gas burner GB. The gas burner power PGB is
used to heat the reactor, which is also influenced by the disturbances f(t). If the real
value of reactor heating temperature TRR deviates from the set value TSR, the
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temperature controller produces the control signal uTC, according to the control law
that changes the gas flow rate and corresponding gas burner power that provides the
corresponding heating of the reactor.

3 Structure of the Reactor Mathematical Model
with Fuzzy Parameter Identification

The typical transfer function of the heat power control object, which consists of
proportional link, aperiodic link, delay link, and inertial link of nth order [7], can be
used in modeling of the EPG complex pyrolysis reactor as a temperature control
object that has heating device power as an input and heating temperature as an
output.

WRðpÞ ¼ UoutðpÞ
UinðpÞ ¼ ke�s p

T1pþ 1ð Þ T2pþ 1ð Þn ; ð1Þ

where WR(p)—transfer function of the control object; Uout(p)—image of the con-
trolled coordinate Uout(t) (reactor heating temperature); Uin(p)—image of the
control action Uin(t) (gas burner heat power); k—gain; τ—time delay; T1, T2—time
constants of the aperiodic and inertial links, respectively.

Transient process characteristic h(t) and other dynamic characteristics of the
generalized heat power control object [6–8], which has transfer function (1), are
given in Fig. 2, where h(t)—control object transient process characteristic, which is
obtained experimentally; h″(t)—second derivative nature of the transient process
characteristic h(t); h(ti)—value of the transient process characteristic at the extreme
point; hs—steady value of the transient process characteristic; T0 and τ0—time
constant and time delay that can be found from the experimental transient process
characteristic.

The problem of the EPG complex reactor mathematical model is reduced to the
identification of the transfer function (1) parameters and inertial link order n. In
this case, the approximation criterion is the requirement of coincidence of the

Fig. 1 Functional structure of the EPG complex pyrolysis reactor heating temperature control
system
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experimental transient characteristic of a real object h(t) with the approximate
transient characteristic ha(t) of the mathematical model at the points t = 0, t = ∞,
and inflection point ti, which is determined from the requirement h″(t) = 0. In
addition, the characteristics h(t) and ha(t) must have the same slope at the inflection
point. Considering all the above said, the criterion of the approximation has the
following form shown in Eq. (2)

hað0Þ ¼ hð0Þ
ha;steady ¼ hsteady
haðtiÞ ¼ hðtiÞ
h0aðtiÞ ¼ h

0 ðtiÞ

9>>=
>>;
: ð2Þ

Based on the analytical solution of the differential equation corresponding to the
transfer function (1) at n = 1, we can create a parameter identification algorithm for
approximating the transfer function. The approximation criterion (2) after substi-
tuting the results of the analytical solution of the differential equation becomes

xe�y ¼ e�y=x

ð1þ xÞe�y ¼ 1� b
T1=T0 ¼ e�y

9=
;; ð3Þ

where x = T1/T2 and y = ti, a/T1—dimensionless coefficients.
It is possible to calculate the variables x and y as well as parameters T1, T2, ti, а

(at τ = 0, ha(ti) = h(ti), ha
′ (ti) = h′(ti)) by using known experimental transfer function

values b and T0 and numerically solving transcendental Eq. (3). The calculation of
the variables x and y, and respectively time constants T1, T2 and moment of
inflection ti, a of the transient characteristic of the mathematical model (1) at τ = 0,
for which the condition ha(ti) = h(ti) and ha

′ (ti) = h′(ti) performed is possible. To
bring the point of inflection of the approximating function to the real value of ta, it
is necessary to enter a delay τ = ti, a − ta.

Fig. 2 Transient process characteristics of the generalized heat power control object
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The reverse of further increasing the degree of adequacy of the reactor mathe-
matical model is the optimization of its structure, which is done by varying the
exponent n of Eq. (1). Let us consider the algorithm of structural and parametric
identification of the above-stated mathematical model using the methods of non-
linear programming, in particular optimization gradient methods [9], and also based
on the structure and parameter identification of the complex transient objects, which
are considered in [7, 8].

The problem formulation of the nonlinear programming concedes the objective
function choice, the definition of the optimized parameter set, the set of constraints,
and also the formation of the primary hypothesis of the optimal parameter values.

The quadratic integral functional of experimental transfer function h(t) deviation
from the identified approximating transfer function ha(t) is proposed to be used as
the objective function.

I haðtÞ; hðtÞ½ � ¼
ZTmax

0

haðtÞ � hðtÞð Þ2dt: ð4Þ

Herewith, reactor model transfer function ha(t) is uniquely determined by the
parameters and structure of the approximating transfer function (1).

As the exponent n of the Eq. (1) can take only integer nonnegative values, so it
is not advisable to include n to the set of optimization parameters when we use the
nonlinear optimization algorithm. In particular, the definition of the n value is
possible by means of complete listing of the set of its admissible values
n2 1; 2; 3; . . .; nmaxf g, where nmax is the limit of the aperiodic link order, nmax = 8.
Thus, the optimized parameter set for the nonlinear optimization algorithm is
reduced to the form: P ¼ T1; T2; sf g. The set of conditions [8, 9] with the addi-
tionally imposed requirements of the time constants T1, T2 positivity and time delay
τ nonnegativity is a constraint for the nonlinear optimization process:
T1 [ 0; T2 [ 0; s� 0. The primary hypothesis is proposed to be formulated on the
basis of the transfer function (1) at n = 1. Let us accomplish the identification of the
transfer function (1) parameters on the basis of the given above approach and EPG
complex reactor heating experimental transient process characteristics (Fig. 3).

The experimental transient process characteristics of heating are obtained for the
reactor capacity of 14 l, and the following are values of gas burner power PGB and
reactor load level LR: (1) PGB = 16 kW, LR = 0.2 m; (2) PGB = 16 kW,
LR = 0.3 m; (3) PGB = 16 kW, LR = 0.5 m; (4) PGB = 20 kW, LR = 0.2 m;
(5) PGB = 20 kW, LR = 0.3 m; (6) PGB = 20 kW, LR = 0.5 m; (7) PGB = 25 kW,
LR = 0.2 m; (8) PGB = 25 kW, LR = 0.3 m; and (9) PGB = 25 kW, LR = 0.5 m.

The transfer function (1) parameters of the EPG complex pyrolysis reactor are
found in the identification process and presented in Table 1.

As Table 1 shows, the parameters k, T1, and T2 of pyrolysis reactor transfer
function (1) change at different values of the gas burner power PGB and reactor load
level LR. Therefore, for the synthesis of a universal mathematical model of the
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reactor on the basis of the data presented in Table 1, it is advisable to use the
specific identification system that determines the coefficients k, T1, and T2 of the
reactor transfer function (1), depending on the parameters PGB and reactor load
level LR.

The analysis of dependences k = f(PGB, LR), T1 = f(PGB, LR), and T2 = f(PGB,
LR) presented in Table 1 shows the reasonability of the parametrical identification
system development on the basis of fuzzy logic principles and algorithms that are
widely used in the synthesis of mathematical models and control devices of objects
with significant uncertainties and nonlinearities [10–16]. The mathematical models
and control systems based on fuzzy logic are developed and successfully introduced
in the following fields: technological processes control, transport control, medical
and technical diagnostics, financial management, stock forecast, pattern recogni-
tion, etc. [17–25].

The mathematical model of the pyrolysis reactor with fuzzy parametrical iden-
tification system is presented in Fig. 4.

Let us consider the synthesis procedure particularities of fuzzy identification
system of Mamdani type in detail.

Fig. 3 Experimental
transient process
characteristics of the EPG
complex reactor heating

Table 1 Transfer function
parameters of the EPG
complex pyrolysis reactor

Curve
number

PGB (kW) LR (m) k T1 T2 τ n

1 16 0.2 0.043 85.2 34.3 0 2

2 16 0.3 0.042 92.8 56.8 0 2

3 16 0.5 0.04 99.3 103.2 0 2

4 20 0.2 0.041 84.9 33.6 0 2

5 20 0.3 0.04 92.5 56.4 0 2

6 20 0.5 0.038 99.1 102.5 0 2

7 25 0.2 0.041 84.5 32.8 0 2

8 25 0.3 0.037 92.4 55.3 0 2

9 25 0.5 0.035 99.1 102 0 2
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4 Synthesis Procedure of the Mamdani-Type
Identification System

The main stages of the Mamdani-type fuzzy logic inference are fuzzification,
aggregation, activation, accumulation, and defuzzification [11]. The corresponding
linguistic meaning and degree of fuzzy set membership are determined for each
input variable on the fuzzification stage [12]. In this case, it is advisable to choose
the following linguistic terms for the input and output variables, whose parameters
are presented in Fig. 5.

For input variables PGB and LR, range of values is determined in relative units. In
Fig. 5, the following notations are accepted: VS—very small; S—small; M—
middle; B—big; L—low; and H—high.

The knowledge base is formed to implement the fuzzy inference. The rules of the
knowledge base according to the Mamdani algorithm are the linguistic statements
in the form:

IF “PGB ¼ a”AND “LR ¼ b” THEN “k ¼ c”AND “T1 ¼ d”AND “T2 ¼ e”;

where a, b, c, d, e—corresponding linguistic terms’ values.
For this case, the knowledge base consists of 12 rules, which correspond to all

possible combinations of two input fuzzy variables. The identification system
knowledge base is presented in Table 2.

The truth degree is determined for every rule of the fuzzy inference system at the
next stage (aggregation), and truth degree-finding procedure for each fuzzy output
rule subconclusion is implemented on the activation stage.

Fig. 4 Mathematical model of the pyrolysis reactor with fuzzy parametrical identification system
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Fig. 5 Fuzzy identification
system linguistic terms’
parameters
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The further stage of the fuzzy logic inference is accumulation that is the
membership function-finding procedure for every output linguistic variable [13].
The aim of accumulation is to combine all output linguistic terms with corre-
sponding truth degrees of each rule for obtaining the output variable membership
function.

Thus, the resultant membership function for the fuzzy decision is formed at the
accumulation stage, which is necessary to be converted to precise output signal
value.

The procedure of finding output signal uout precise numerical value is the
defuzzification procedure.

There are several methods of defuzzification: the gravity center method, the
square center method, the left modal value method, the right modal value method,
and the other [11, 14]. In this case, the gravity center method is chosen, according
to which the output signal value is calculated by the formula (5)

uout ¼
Pn
i¼1

ui � l uið Þ
Pn
i¼1

l uið Þ
; ð5Þ

where uout—one of the identification system output signals (k, T1, T2), n—the
number of output linguistic variable values; ui—ith value of the corresponding
output linguistic variable; μ(ui)—the number of the resultant membership functions
for the corresponding value ui.

The characteristic surface of the developed fuzzy identification system is pre-
sented in Fig. 6.

Table 2 Identification
system knowledge base

Rule number Input
variables

Output variables

PGB LR k T1 T2
1 VS L B S S

2 VS M B M M

3 VS H B B B

4 S L B S S

5 S M B M M

6 S H M B B

7 M L M S S

8 M M M M M

9 M H S B B

10 B L B S S

11 B M M M M

12 B H S B B
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5 Computer Simulation and Adequacy Evaluation
of the Reactor Mathematical Model with Fuzzy
Parameter Identification System

The computer simulation of the pyrolysis reactor heating transients was carried out
for the experimental EPG complex using two models: (a) developed in this paper
mathematical model with fuzzy parametrical identification system and
(b) well-tested model (based on heat transfer processes equations) which was
presented in [26]. The experimental EPG complex has the following parameters: the
displacement volume of the pyrolysis reactor is 14 l, the maximum power of gas
burner is 25 kW. The simulation was carried out at PGB = 18 kW, LR = 0.4 m,
constant temperature of ambient TA = 0 °C. Simulation results as the EPG reactor
heating transients are graphically shown in Fig. 7, where the following notations
are accepted: 1—transient of the real object, 2—transient of the model based on the
heat exchange processes equations from [26], 3—transient of the developed model
with fuzzy parametrical identification system.

Fig. 6 Fuzzy identification
system characteristic surface

Fig. 7 EPG reactor heating
transient processes
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Adequacy and comparative analysis of (a) the developed mathematical model
with fuzzy parametrical identification system and (b) model from [26] (based on
heat transfer processes equations) is carried out with application of the hypotheses
assessing methods of mathematical statistics [27], namely:

1. The sum of squared errors (SSE), which shows the total deviation of values of
the mathematical model Tm (t) from the corresponding values of the experi-
mental data Te (t)

SSE ¼
Xk
i¼1

Te i � Tm i½ �2 ! 0; ð6Þ

2. The coefficient of determination (R2), which is a part of the variance of the
variable deviation dependent from its average value. In other words, R2 is
the square of mixed correlation between experimental values and the values of
the synthesized mathematical model

R2 ¼ 1�
Pk
i¼1

Te i � Tm i½ �2

Pk
i¼1

Te i � Te i
� �2 ! 1; ð7Þ

where Te i ¼ 1
k

Pk
i¼1

Te i is the arithmetic mean of the experimental sample;

3. The root mean square error (RMSE) is an estimation of the standard deviation of
the random component between the data of the synthesized regression model
and the experimental values

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
k

Xk
i¼1

Te i � Tm i½ �2
vuut ! 0: ð8Þ

The calculation results of statistical evaluations of the adequacy of EPG reactor
mathematical models are shown in Table 3.

Based on the statistical data (Table 3), we can conclude that the mathematical
model developed in this work has better results of experimental samples’ compliance
than the model based on heat transfer processes equations that are presented in [26].

Table 3 Comparative analysis of the adequacy of EPG reactor mathematical models

Mathematical model type SSE R2 RMSE

Based on the heat exchange processes equations 319726.7 0.854 79.177

With fuzzy parametrical identification 13891.6 0.993 16.504
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6 Conclusions

In this work, the mathematical model with fuzzy parametrical identification of the
EPG complex reactor as a temperature control object is developed.

The obtained model gives the opportunity to study the behavior of the given
temperature control object in the steady and transient modes, particularly to syn-
thesize and adjust the temperature controller of the reactor ACS. The application of
the mathematical apparatus of the fuzzy logic under the development of this model
parametrical identification system allows us to take into account the specific fea-
tures of EPG complex pyrolysis reactor as the control object with essentially
nonlinear and undefined parameters.

The analysis of the computer simulation results and calculation results of sta-
tistical evaluations of the adequacy of EPG reactor mathematical models shows that
the mathematical model with fuzzy parametrical identification developed in this
work has higher adequacy than the model based on heat transfer processes
equations.
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Synthesis and Optimization of Fuzzy
Controller for Thermoacoustic Plant

Y.P. Kondratenko, O.V. Korobko and O.V. Kozlov

Abstract The paper is devoted to the synthesis of digital system for control of
thermoacoustic plant. Based on the analysis of thermoacoustic systems, the main
tasks of the synthesized system are shown. Its structure and main components are
described. Using the created system, the traditional PD and fuzzy Mamdani and
Sugeno controllers are implemented and compared. Best regulator is then addi-
tionally tuned using the described input terms optimization procedure. The com-
parative analysis of initial and optimized controllers is shown using graphs.

1 Introduction

One of the important components of developed industry is the use of heat engines
that convert heat energy into mechanical or electrical. Conventionally, heat
machines can be divided into two groups: direct effect mechanisms (heat engines)
and reverse action mechanisms (heat pumps, refrigerators). The most common are
the mechanical heat machines in which the mutual energy conversion is based on
the use of special mechanical devices, such as piston mechanisms (internal com-
bustion engines, steam engines, stirling engines) and rotary devices (gas and steam
turbines).

Thermoacoustic devices [1] (TAD) are the newest type of unconventional heat
machines. Their work is based on the mutual transformation of heat and acoustic
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energies [2]. The main feature of thermoacoustic systems is that unlike the other
heat machines, the powerful acoustic pulses [3], generated by TAD, are the carrier
of mechanical energy and the “executive mechanism” of thermodynamic cycle.

Considering the reversibility of thermoacoustic effect, TAD can be subdivided
into two main types:

– thermoacoustic engines (TAE), which consume supplied heat energy and pro-
duce acoustic wave inside the resonator [4, 5];

– thermoacoustic refrigerators (TAR) and heat pumps (TAHP) which consume
energy from supplied acoustic wave and produce cooling or heating power,
respectively [1, 6].

The schematic of simple thermoacoustic refrigerator is shown in Fig. 1. It
consists of sound wave electromechanical generator, hollow resonator filled with
gas medium, heat exchange surfaces (TC, TH) for heat adding and subtraction, and a
special heat exchange surface (the stack), which is the main catalyst of acoustic and
thermal energies mutual conversion in TAD.

Absence of moving parts [1] in such heat engines increases their reliability and
reduces energy losses in the mechanical connections.

However, for high-power thermoacoustic systems, the acoustic pressure level of
150–180 dB [4, 7] must be maintained in resonator, which leads to the appearance of
parasitic nonlinear effects [2]. Therefore, such heat machines are characterized by
high sensitivity to the working fluid properties (viscosity, density, thermal con-
ductivity) as well as the environment effects (temperature, pressure, etc.).
Furthermore, all TADs that are driven by thermoacoustic engines consume external
heat during their working process. This external power characteristic (power, tem-
perature) can wary and depend on outer uncontrolled conditions, such as the working
regime of heat energy source and surrounding temperature.

An effective work of TAD in such conditions is possible only if the different
nature values of the internal parameters (acoustic, hydrodynamic, thermal) are
stabilized. For that reason, it is reasonable to develop the automatic system for
thermoacoustic processes control.

The main motivation of this research is to design the digital control system that
is capable of output temperature stabilization of thermoacoustic engine-driven plant
under the unstable conditions caused by the both internal and external factors.

Fig. 1 Structure of the thermoacoustic refrigerator with electromechanical generator of sound
waves
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2 Synthesis of Discrete Control System
for the Thermoacoustic Engine-Driven Plants

2.1 Structure and Main Components of a TAD Control
System

Figure 2 shows the schematic of created experimental control system for the
thermoacoustic engine-driven plant. In this plant, the supplied heat QIN is converted
into the acoustic wave energy by the TAE branch. This acoustic energy is then used
by the heat pump (TAHP) to produce output heat QOUT with higher temperature.
QATM is the cooling power with atmospheric temperature.

Due to the thermoacoustic process features, the computer system combines rapid
data (acoustic pressure actuations, current, and voltage oscillations) and slow data
signals (temperature variations).

The main elements of the system [7] are personal computer (PC); pressure (PS1,
…, PS4), temperature (TS1, …, TS4), current (CS), and voltage (VS) sensors; a
programmable logic controller (PLC) ICPDAS µPAC 7186EX-SM that collects the
thermal behavior data of TAD and microcontroller (MCU) STM32F407VGT6, that
is used to collect rapidly changing data from the system pressure, current, and
voltage sensors and transfer it to PC.

STM32F4 microcontroller has three analog-to-digital converters, which are
characterized by 12-bit resolution and conversion frequency of up to 2.4 Msps and
hardware implemented floating-point unit and therefore is suitable for digital signal
processing tasks [8]. This provides high performance and applicability of the
proposed computer system for any thermoacoustic unit, since the operating fre-
quency range of TAD does not exceed tens of kHz. PLC performs data acquisition

Fig. 2 Structure of the
computer system for control
of thermoacoustic plants

Synthesis and Optimization of Fuzzy Controller … 455



of the status of TAD peripheral equipment and sends it to PC by the Ethernet
network.

The designed system allows the communication between all components via
RS232 network; also to enable the transfer of large amounts of data, PLC supports
the Ethernet connection with PC and MCU can communicate with PC via USB.
This grants maximum flexibility to the designed control system for the thermoa-
coustic engine-driven plants.

Created software for PC [6] allows storing the received from the controller
information in the archive database, execution of the necessary algorithms for
digital processing of measured signals, and displaying all available information on
the user’s screen.

As a result, the proposed structure of created control system allows the regis-
tration and ongoing monitoring of the thermoacoustic processes and is suitable for
the real-time control algorithms implementation for both thermoacoustic engines
and refrigerators.

2.2 Experimental Investigation of the TAE-Driven
Thermoacoustic Plants

The tests proposed by the authors discrete control system were conducted using the
experimental thermoacoustic engine (Fig. 8) [7, 19], with a resonator length of
1010 mm and diameter of 46 mm, which was filled with air at atmospheric pres-
sure. Engine was coupled with thermoacoustic heat pump, which acted as a payload
of the system.

Thermoacoustic engine-starting process is presented in Fig. 3 where on the top
are shown rooted mean square values of calculated [8] pressure p0(t) and particle
velocity v0(t) and on the bottom temperature changes in points TS1 and TS2 (Fig. 4).

Further research showed that in given configuration the maximum pressure
magnitude inside the TAE resonator depends on the length of TAHP resonator
branch. Thus, the control of TAD working process can be made by the adjustments
in TAHP resonator length. Therefore, let us consider the synthesis of TAD control
system based on the change of the TAHP resonator length.

2.3 Synthesis of the Control System for Thermoacoustic
Plant

Based on the results of experimental studies [7, 9] (Fig. 3), it can be concluded that
the TAE can be described by the first-order transfer functions that represent the
pressure p(t) and particle velocity v(t) which are generated due to the supplied
power Psupl(t).
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Fig. 3 Results of experimental studies of the TAE parameters

Fig. 4 Schematic of the digital system for control of thermoacoustic processes
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The exact values of pressure (1) and velocity (2) transfer functions (TF) were
identified using the least squares regression method [10] with the desired func-
tionality in the form (3).

WpðpÞ ¼ 14:66
48:72pþ 1

; ð1Þ

WUðpÞ ¼ 5� 10�5

41:36pþ 1
; ð2Þ

min
k;T

J k; Tð Þ ¼ min
k;T

XN
j¼1

k
T
e
�t
T � yj

� �2
; ð3Þ

where k, T—parameters of first-order link, y—experimental sample, and N—ex-
perimental sample length.

It should be noted that TF WU(p) (4) represents volume velocity in TAE res-
onator and it can be calculated as U(t) = v(t)S with S is the cross-sectional area of
TAE resonator.

TAHP branch (Fig. 4) is represented by the transfer matrix WTAHP(p) that is
based on the Rott’s representation of continuity and momentum equations [1] and
identified model (6) of temperature difference WT(p) between the stack hot TS4 and
cold TS3 ends (Fig. 4).

WTðpÞ ¼ 7:18� 10�4pþ 6:05� 10�6

p2 þ 0:12pþ 5:49� 10�4 : ð4Þ

The change of the TAHP resonator length is simulated by the system that
transforms DC engine WDCE(p) rotational movement into linear using the reduction
gear. The effect of resonator length change is simulated by the experimentally
obtained nonlinear dependency of pressure magnitude p(t) from the acoustic wave
frequency inside the TAHP resonator. The relation between TAHP resonator length
Lres and acoustic wave frequency fres is described by Eq. (5) [2].

fres ¼ a
k
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ckT=m

p
nL

; ð5Þ

where f—sound wave frequency; a—speed of sound; λ—sound wave length; k—
Boltzmann’s constant; γ—the adiabatic coefficient of gasses; T—absolute temper-
ature; m—molecular mass of gas; L—resonator length; and n—acoustic wave
length multiplier.
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2.4 Resulting Control System Simulation

The resulting model of TAD is shown in Fig. 5. The input values for the system are
supplied to TAE electric power Psupl, starting length of TAHP resonator LTAHP,
value of cold end of TAHP stack TC, value of sound speed a = 343 m/s, and
desired temperature Tdes of TAHP stack hot end.

The acoustic wave length multiplier n for current setup is equal to 2 (half wave
length resonator), kR is the reduction gear coefficient which transform rotational
movement of the DC engine into linear movement of the TAHP resonator end
piston. The acoustic pressure magnitude is adjusted by the value of the nonlinear
dependency pm(fres) which is normalized by the pressure value at the resonant
frequency (5). The output of the system is the value of the TAHP stack hot end
TH(p).

The desired value of TAHP stack hot end is set to Tdes = 45 °C. It should be
noted that synthesized system uses the proportional-derivative (PD) regulator,
whose transfer function in continuous form defined as

WREGðpÞ ¼ 0:05þ 0:3
p

0:01pþ 1
ð6Þ

Taking into account that the designed system uses the digital controllers for all
control operations, authors implemented digital PD controller [11] using the method
of substitutions. This is one of the approximate methods for the discrete systems
synthesis. Approximate conversion provides less accurate results that the direct Z-

Fig. 5 The resulting model of TAD for indirect control by TAHP resonator length adjustment
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transform approach, but can be calculated much easier. Another advantage of using
the approximate methods for continuous dynamic objects transform is that, unlike
the precise Z-transformation, the total discrete transfer function connected in series
is the product of discrete TFs found for each of the continuous transfer functions
separately.

When determining the approximate discrete transfer function, better accuracy
results of the discretized model can be achieved by using the Tustin substitutions
method

HðzÞ ¼ HðpÞjp¼ 2 z�1ð Þ
T0 zþ 1ð Þ

: ð7Þ

Applying the Tustin transformation (7) to the synthesized continuous controller
(6), authors obtain its equivalent discrete form (8) with the discretization period
T0 = 0.1 s due to the sample time of thermocouple data.

Wreg zð Þ��T0¼0:1¼
6:037z� 5:374
z� 0:06542

: ð8Þ

The simulation results of synthesized TAD model working process are shown in
Fig. 6. They demonstrate that the implementation of control system decreases the
transient response time (with 5 % setting bounds) from tTADtrans ¼ 365:6 to
tPDtrans ¼ 154:73 s.

Thermoacoustic systems can be characterized by a number of unpredictable
factors, which depends on surrounding temperature, pressure, and particular qual-
ities of thermoacoustic plant, such as the roughness of the resonator material and
exact qualities of working fluid. Therefore, it is reasonable to consider the imple-
mentation of fuzzy controllers [12] to the control system of thermoacoustic plant.

Fig. 6 Simulation results of synthesized TAD model
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3 Synthesis of Fuzzy Control System
for the Thermoacoustic Engine-Driven Plant

Fuzzy control provides a formal methodology [13] for representing, manipulating,
and implementing a human’s heuristic knowledge about how to control a system.

Fuzzy controllers are of interest primarily to manage objects that either could not
be described or could be described with great difficulties. However, even for control
objects for which could be obtained mathematical model, these regulators are often
better than others, because they allow obtaining higher quality (fewer errors in
transient and steady state) of automatic control.

Since the control algorithms based on fuzzy logic can be implemented using
only a computer, the automatic control system with fuzzy controller [14, 15] for
thermoacoustic plants is digital.

The microcontroller-based fuzzy controller block diagram for thermoacoustic
plant is given in Fig. 7, where we show a fuzzy controller embedded in a
closed-loop control system.

The fuzzy controller has four main components [16]: The “rule-base” holds the
knowledge, in the form of a set of rules, of how best to control the system; the
inference mechanism evaluates which control rules are relevant at the current time
and then decides what the input to the plant should be; the fuzzification interface
simply modifies the inputs so that they can be interpreted and compared to the rules
in the rule-base; and the defuzzification interface converts the conclusions reached
by the inference mechanism into the inputs to the plant.

Authors designed [17] fuzzy controllers of Mamdani and Sugeno types for the
control system of thermoacoustic plant. Comparison of their transient responses is
given in Fig. 8.

It should be noted that both fuzzy controllers have two input variables (tem-
perature error and its first derivative). Each input is characterized by the five triangle
input terms (Fig. 9). Output of Mamdani controller has seven terms. The output of
Sugeno controller consists of the first-order polynomial. The resulting rule-base for
Mamdani controller is given in Table 1.

Fig. 7 Block diagram for the TAD control system with fuzzy controller
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Fig. 8 Comparison of
designed fuzzy and
continuous controllers

Fig. 9 Input terms of Sugeno-type fuzzy regulator

Table 1 Rule base for
designed Mamdani controller

Error derivative, dε/dt

BN SN Z SP BP

Error, ε BN BN BN BN MN SN

SN BN MN MN SN SP

Z SN SN Z SP SP

SP SN SP MP MP BP

BP SP MP BP BP BP
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Comparison of transient responses of designed fuzzy and discrete PD controllers
shows that best results of designed control system can be achieved with Sugeno
type of fuzzy controller.

4 Fuzzy Controllers Optimization

One of the advantages of fuzzy logic systems is their flexibility in terms of tuning
procedures for designed controllers: You can choose different types of controllers,
implement different types and shapes of their terms, etc.

In this article, authors demonstrate the approach of input terms optimization
based on the gradient descend algorithm [18]. The goal (9) of optimization pro-
cedure was to minimize the integral of squared error f(t, P) between the simulated
ysim(t, P) and desired ydes(t, P) transient responses.

min
P

f t;Pð Þ ¼ min
P

Z
e t;Pð Þ2dt

� �

¼ min
P

Z
ydes t;Pð Þ � ysim t;Pð Þð Þ2dt

� �
:

ð9Þ

The vector of parameters P is the array of fuzzy controller terms vertexes for
each input (10).

P ¼ pki;j
n o

; k ¼ 1; 2f g; i ¼ 1; . . .; 5f g; j ¼ 1; 2; 3f g: ð10Þ

where k is the number of input, i is the number of term, and the j is the number of
vertex of term i.

For optimization of the thermoacoustic plant fuzzy controller, authors formulate
the desired transient response by the formula (11).

ydesðtÞ ¼ 15þ 30 1� e�t=2
� �

: ð11Þ

Based on the results of previous section for optimization, authors selected the
Sugeno fuzzy controller as the one with the best response characteristics.

The appearance of optimized [19] input terms of Sugeno fuzzy controller is
given in Fig. 10.

The transient responses of the designed control systems of the TAE-driven
thermoacoustic plant with initial and optimized Sugeno fuzzy controllers [20, 21]
along with the desired transient response are given in Fig. 11.
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Figures 12 and 13 show the characteristic surfaces of the designed Sugeno fuzzy
controller before and after optimization, respectively.

Figure 11 clearly shows that the optimization of the input terms of designed
Sugeno fuzzy controller allowed to lower the overshot of system from 4.6 to
1.71 % and also decreases the setting time (in terms of 3 % setting bounds) of
control system transient response from tsuginit ¼ 290:11 to tsugopt ¼ 156:76 s.

Fig. 10 Optimized input terms of Sugeno-type fuzzy regulator
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Fig. 11 Transient responses
of initial and optimized fuzzy
control systems for
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5 Conclusions

Thermoacoustic plants are the new type of heat machines. Their work is based on
the mutual transformations of the acoustic and heat energies. Since their work is
based on the energy transfers by the acoustic waves, their working process is
characterized by the strong dependency on the external uncontrolled factors and
also internal unpredicted characteristics.

Fig. 12 Characteristic surface of initial Sugeno-type fuzzy controller for digital control systems of
thermoacoustic plant

Fig. 13 Characteristic surface of optimized Sugeno-type fuzzy controller for digital control
systems of thermoacoustic plant
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To accomplish specified goal, authors designed the mathematical model that
describes the working process of thermoacoustic plant. Experimental setup used by
the authors combines the thermoacoustic engine for acoustic energy generation and
heat pump for its transformation into the useful external energy.

Mathematical modeling of thermoacoustic system transient response with
designed conventional PD, fuzzy Mamdani, and Sugeno controllers showed that the
created fuzzy controller of Sugeno type demonstrates best results.

For further tuning of designed fuzzy controller, authors implement the procedure
of the controllers input terms optimization based on the gradient descend mini-
mization of goal function. The goal function used the integral of squared error
between simulated and ideal transient responses of designed control system of
thermoacoustic engine-driven experimental plant.

Comparative analysis of the control systems with initial and optimized
Sugeno-type fuzzy controllers shows that the optimum tuning of the input terms of
fuzzy controller allowed decreasing the transient response time from 290.11 to
156.76 s and system overshot from 4.6 to 1.71 %.

Thus, the main contribution of authors includes the development of simplified,
suitable for simulation mathematical model of TAD, use of fuzzy control methods
in the stabilization system of TAHP output temperature, and implementation of
fuzzy controller’s optimization algorithm for overall system transient response
improvement.
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Analytical Models of WLAN
Standard IEEE 802.11

F.H. Mammadov and M.Y. Orudjova

Abstract Wireless LAN (WLAN) is considered having “point-to-point” mode,
consisting of an information maintenance device (IMD) and subscriber stations
distributed across multiple identical subnets interacting by a common wireless radio
link. Basing on Laplace transform, analytical models of service and information
delivery processes at the stations of the network subnets have been developed.
Methods for calculating probability-time characteristics of the service and infor-
mation delivery processes at the stations of the subnets and in the network as a
whole have been proposed.

Keywords Wireless LAN � Probability characteristics � Process of service �
Process of delivery � Service interval � Delivery interval � The Laplace transform �
Distribution density

Wireless LAN (WLAN) is considered having ad hoc “point-to-point” mode, con-
sisting of an information maintenance device (IMD), wireless radio channel
(WRC), and stations divided into 3 subnets different for the intensity of incoming
message. Physical structure of the network under consideration and timing dia-
grams of its subnets have been developed. Basing on Laplace transform, analytical
models of service and information delivery processes at the subnets have been
developed. Methods for calculating probability-time characteristics of the subnets
and in the network as a whole have been proposed.

Consider a WLA [1, 2] having ad hoc “point-to-point” mode, consisting of
N stations and IMD, which interact with each other by a WRC with the length of
Dm (Fig. 1).

Besides, the stations of this network are divided into three (first, second, and
third) subnets, three logical groups of stations using time division of general WRC
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and differing in the intensity of incoming message stream. Message servicing
coming from the second and third subnets is carried out by IMD without backlog
with the retention of WRC.

The subnet logging into each station which receives the message flow with great
intensity λf is called the first subnet, with an average intensity λs is called the second
subnet, and the low intensity λt is called the third subnet.

The first subnet consists of Nf stations, divided into Mf similar subnets. The
second subnet consists of Ns stations, divided into Ms similar subnets. Stations of
the first and second subnets use a protocol for synchronous random-temporary
access, respectively, at the intervals Tf and Ts, besides Tf/Ts = δ-integer. The thirds
subnet is allocated with a separate window in a time division in cycle intervals Ts.
The length of Mi cycle in Ts intervals equals to Mi = δMf + Ms + 1.

In the process, the message transfer as frames for the second subnet is invested
consistently in discrete time intervals nserv for service maintenance of the third
subnet in cycle intervals Tserv.

Since in a wireless radio channel, there exists error probability in the transmitted
packet, error checking errors in it are carried out by using jam-resistant code and a
system solving feedback with the expectation of DFB-EXP, by the way of trans-
mitting acknowledgment character with the first and second subnets in nacf and nacs
discharges, respectively.

Message transmitted from the stations of the second and third subnets is con-
sidered as maintained if no errors are found in them, no conflicts are observed and
service unit returns them the response command. Otherwise, delivery and service
are repeated.

Message transfer in the form of a frame between the stations I and j of the first
subnet is performed in the following sequence. Station i, which has a data frame in
its buffer, starts to transfer it to the station j of the given subnet.

The frame transmitted atVs while being distributed through the wireless channel, on
which tdij time is spent comes into the station j, where over time tdacf its decoding is
carried out. If during decoding errors are observed in the station j, accordingly a positive
acknowledgment is sent on the station i, on the distribution of which tsya tdji time
where during tdacf its decoding is performed. Timing diagram of message transmitting
in the station of the first subnet with an available access is shown in Fig. 2.

Wireless radio channel

. . . . . .S S S S IM

Fig. 1 The physical structure
of the wireless LAN
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From the timing diagram of a frame transmission in the station of the first subnet
shown in Fig. 2, the duration of the time interval Tt for transmitting a frame of the
said subnet is defined by the following expression:

Tt ¼ ð�nff þ nfd þ nacfÞV�1
s þ tfdf þ tacdf ; Tt ¼ ð�nff þ nfd þ nacfÞV�1

s þ tfdf þ tacdf ;

�nff ¼ rprf þ rff þ raf þ rcf þ rckf þ kf ;

nff ¼ tffVs; tff ¼ tdijs þ tdjif ; tdijf ¼ tdf=2;

nacf ¼ raf þ rcf þ kf ; raf ¼ log2 NP þ 1-integer, tdijf ¼ ndffV
�1
s ; tacdf ¼ ndacfV

�1
s ;

ð1Þ

whereVs—transmission rate in thewireless radio channel (Mbit/s), tfds and tacds—time
of frame decoding and the acknowledgment character of the first subnet, �nff—the
average length of the frame in the first subnet, nfd—discrete frame distribution time of
the first subnet at WRC, nacf—length of the acknowledgment character of the first
subnet, rprf—the length of thefirst frame preamble of thefirst subnet, rff—length of the
flag field of the frame of the first subnet, raf—the length of the address field of the
frame of the first subnet, rcf—length of the control field of the frame of the first subnet,
rckf—length of the check digit of the frame of the first subnet, kf —length of
the information part of the package for the first subnet, tdijf and tdjif—time for frame
distribution from station i to j and from j to i for the first subnet, ndff and ndacf—discrete
time for frame decoding and the acknowledgment character of the first subnet.

Fig. 2 Timing chart of a frame transmission in the station of the first subnet
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Let us consider now the sequence of frame transmission between the station
i and j of the second and third subnets (Fig. 3). The station i of the second subnet,
which has data frame in its buffer, starts to transfer it to the station j of the given
subnet. The frame transmitted at Vs speed on the distribution through wirelessly
radio channel of which tdijt time is spent comes for the station j, where after
decoding it arrives at the IMD. After frame servicing, IMD at the station j on the
same subnet transmits a positive acknowledgment character to the station i, on the
distribution of which tjit time is spent, where its decoding is performed.

Following from the timing chart of a frame transmission in the stations of the
second and the third subnets, the duration of the time interval Tt for transmitting a
frame of the said subnet is defined by the following expression:

Ts ¼ Tds þ nservTserv;

Tds ¼ ð�nfs þ nds þ nacsÞV�1
s þ tfs þ tacs;

�nfs ¼ rprs þ rfs þ ras þ rcs þ rcks þ ks;

nfs ¼ tfsVs; tfd ¼ tdijs þ tdjis; tdijs ¼ tds=2;

¼ ras þ rcs þ ks; ras ¼ log2 NP þ 1-integer,

tdijs ¼ ndfsV
�1
s ; tacds ¼ ndacsV

�1
s ;

ð2Þ

where Tds—duration of frame delivery interval on the second subnet, tfds and
tacds—time of frame decoding and the acknowledgment character of the second
subnet, �nfs—the average length of the frame in the second subnet, nacs—length of

Fig. 3 Timing chart of a frame transmission in the station of the second and the third subnets
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the acknowledgment character of the second subnet, nds—frame distribution time of
the second subnet at WRC, rprs—the length of the frame preamble of the second
subnet, rfs—length of the flag field of the frame of the second subnet, ras—the
length of the address field of the frame of the second subnet, rcs—length of the
control field of the frame of the second subnet, rcks—length of the check digit of the
frame of the second subnet, ks—length of the information part of the package for
the second subnet, tdijs and tdjis—time for frame distribution from station i to j and
from j to i for the second subnet, ndfs and ndacs—discrete time for frame decoding
and the acknowledgment character of the second subnet.

Let us assume that Poisson flow enters the input of the buffer of each station at
the first subnets with intensity λp at the interval Tp, and Poisson flow enters
the inputs of the buffer at the stations of different subnets with intensity λv at the
interval Tp, the service of which is conducted in discrete time. Such systems can be
described [3] by a stochastic system.

Then, Laplace transform of the distribution density of the service interval of a
delivery process of the first subnet at the interval Tf has the form:

gpðsÞ ¼ Qfs=ðe�STMa � PfsÞ;
Qfs ¼ qaQfcQfm; Pfs ¼ 1� Qfs;

Qfc ¼ ð1� pÞnfc; Qfm ¼ ð1� qaqfÞðNf=Mf Þ�1;

nfc ¼ rfa þ rfc þ kf ; T ¼ V�1
s ;Nf=Mf -integer;

ð3Þ

where qa—parameter random access to WRC, ρf—probability of buffer occupancy
at the station of the first subnet, p—error probability in WRC, s—Laplace operator.

Laplace transform of the distribution density of the interval of a delivery and
service of the second subnet at the interval Ts is determined by the following
expression:

gsðsÞ ¼ Qss=ðe�STMint � PssÞ; Qss ¼ qsQscQsm �P serv; Pss ¼ 1� Qss;

Qsc ¼ ð1� pÞnsc; nsc ¼ rsa þ rsc þ ks; Qsm ¼ ð1� qvqsÞðNs=MsÞ�1;Ns=Ms-integer;

ð4Þ

wherein ρv—probability of buffer occupancy at the station of the second subnet,
�Pserv probability of timely frame service [4], T, s, and p—are defined by the
expression (3).

Laplace transform of the distribution density of the interval of a delivery and
service of the third subnet at the interval Tt is defined as follows:

gtðsÞ ¼ QtsgtsðsÞ=1� PtsgtsðsÞÞ;
Qts ¼ Qtc �Pserv; gstðsÞ ¼ e�STMint ;

Pts ¼ 1� Qts;Qtc ¼ ð1� pÞntc; ntc ¼ rta þ tcþ kt:

ð5Þ
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The probability of buffer occupancy of the stations at the first, the second, and
the third subnets is, respectively, determined based on the equation of interference
obtained in [4] work by the following system of equations:

qf ¼ qif�nsf ; �nsf ¼ ðd=dsÞ gfðsÞjs!0;

qif ¼ fTp; qf\1:

qs ¼ qis�nss; �nss ¼ ðd=dsÞ gsðsÞjs!0;

qis ¼ ksTs; qs\1:

qt ¼ qit�nst; �nst ¼ ðd=dsÞ gtðsÞjs!0;

qit ¼ ktTs; qt\1:

ð6Þ

wherein Tf, Ts and gf(s), gs(s), gt(s) are determined by the expressions (1)–(5),
respectively.

For the corresponding network, Laplace transform of the distribution density for
frame delay at the stations of the first, the second, and the third subnets on the basis
of the model obtained in [4] work are determined by the following expressions:

fqfðsÞ ¼ ð1� qfÞð1� sÞgfðsÞð Þ= 1� sð1� qifÞ � qif sgfðsÞð Þ
fqsðsÞ ¼ ð1� qsÞð1� sÞgsðsÞð Þ= 1� sð1� qisÞ � qissgsðsÞð Þ;
fqtðsÞ ¼ ð1� qtÞð1� sÞgtðsÞð Þ= 1� sð1� qitÞ � qitsgtðsÞð Þ;

ð7Þ

where gp(s), gs(s), gt(s) and ρp, ρs, ρt, qip, qis and qit are determined by (3)–(6),
respectively.

We now turn to the probabilistic-time characteristics of the considered network.
Since the average delay at the stations of the first, the second, and the third subnets
will, respectively, has the form [4]:

�tqf ¼ �ðd=dsÞfqfðsÞjs!0;

�tqs ¼ �ðd=dsÞfqsðsÞjs!0;

�tqt ¼ �ðd=dsÞfqtðsÞjs!0;

ð8Þ

wherein fqf(s), fqs(s) и fqt(s) are defined by the expression (7).
Solving Eq. (8) with taking into consideration (3)–(5) and (7), we obtain final

expressions for calculating the average delay time at the stations of the first, the
second, and the third subnets, respectively :

�tqf ¼ MintTs=2ðQsf � qifMintÞð Þ 2� qifðMint þ 1Þð Þ;
�tqs ¼ MintTs=2ðQss � qisMintÞð Þ 2� qisðMint þ 1Þð Þ;
�tqt ¼ MintTs=2ðQst � qitMintÞð Þ 2� qitðMint þ 1Þð Þ;

ð9Þ

wherein Tp is defined by the expressions (2), Qsf ;Qss;Qst—(3)–(5), and
qif ; qis; qit—(6).

474 F.H. Mammadov and M.Y. Orudjova



Probability of timely delivery of packets is calculated in a stochastic timed out
message in the first, second, and third subnets, which is given by the aging time of
the geometric distribution with parameter γa will be, respectively:

Pqf ¼ fqfðcsfÞ; csf ¼ 1� Tp=�Tdf ;

Pqs ¼ fqsðcdsÞ; css ¼ 1� Tp=�Tds;

Pqt ¼ fqtðcdtÞ; cst ¼ 1� Tp=�Tdt;

ð10Þ

where Tp is determined by the expression (2), �Tdf ; �Tds and �Tdt—the average allowed
time for message aging in the first, the second, and the third subnets
fqf csfð Þ; fqs cdsð Þ; fqt cdtð Þ are defined by the expression (7) with the replacement of
them by csf ; css; cst, respectively, i.e.:

Pqf ¼ ðð1� qfÞð1� csfÞgfðcsfÞÞ=ð1� csfð1� qifÞ � qifcsfgfðcsfÞÞ;
Pqf ¼ ðð1� qsÞð1� cssÞgsðcssÞÞ=ð1� cssð1� qisÞ � qiscssgsðcstÞÞ;
Pqf ¼ ðð1� qtÞð1� cstÞgtðcstÞÞ=ð1� cstð1� qitÞ � qitcstgtðcstÞÞ;

ð11Þ

wherein csf ; css, and cst—determined by the expression (10).
Data rate in the first, the second, and third, respectively, subnets of common

application will be determined by the following expressions:

ROP
sf ¼ kfkfNf ;

ROP
ss ¼ ksksNs;

ROP
st ¼ ktkt;

ð12Þ

where kf, ks, kt are defined expressions (3)–(5), respectively. Data rate in the first,
the second, and the third subnets of real time correspondingly equals to:

RPB
sf ¼ ROP

sf Pqf ;

RPB
ss ¼ ROP

ss Pqs;

RPB
st ¼ ROP

st Pqt;

ð13Þ

wherein Pqf ;Pqs;Pqt and ROP
sf ;ROP

ss ;ROP
st are determined by (11) and (12)

respectively.
Data rate of WLAN of general application and the real time is overall determined

by the following expressions, respectively:

ROP
cR ¼

XNn

j¼1

kfjkfj þ
XNE

i¼1

ksiksi þ ktkt; j ¼ 2; 6; i ¼ 1; 5;

ROP
cR ¼

XNn

j¼1

kfjkfjPqfj þ
XNE

i¼1

ksiksiPqsi þ ktktPqt

ð14Þ

wherein Pqfj;Pqsi and Pqt, determined by the expression (10).
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Using these expressions and taking into account the internal parameters of the
used protocol, we can analyze probabilistic-time characteristics of a wireless local
area network as a whole, as well as its subnets.
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Neural Network-Based Approach
for Design and Modeling Evolution
Processes of Economic Clusters

E.A. Babkin, N.A. Klimova and O.R. Kozyrev

Abstract We present here the new approach for design and modeling evaluation of
economic clusters based on artificial neural networks platform. We show here the
basic principles and discuss the application of the approach for Hopfield networks.

1 Introduction

The task of intentional design of economic and innovation clusters can be con-
sidered as one of the major activities of policy makers and regional business
developers [1–3]. Large number of contributing agents and complex nonlinear
dynamics of cluster networking system makes thorough analysis of alternatives
during cluster design quite difficult and require application of computer-based
decision support systems at the stage of design or the forecasting. Traditionally to
automate the analysis, different analytical methods or simulation modeling are used.
We believe that the design of innovative clusters in general and analysis of alter-
native scenarios of agglomeration and distribution in particular require application
of soft methods and models which reflect evolutionary design and robust accom-
modation to the changing conditions. Traditional methods of operation research
cannot provide needed means. It is known that application of branch-and-bound
algorithms may lead to dramatic changes in solutions’ structure even if the modi-
fication of initial conditions is minimal.
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Taking such a viewpoint, we offer a new approach to the design of innovative
clusters and to the modeling of the processes of agglomeration and distribution
based on dynamics of artificial neural networks.

2 Main Approach

In our studies of agglomeration and distribution of cluster’s components, we use a
generic structural model of a distributed innovation cluster of the regional or
trans-regional scale. Multiple physical facilities of the innovation regional or
trans-regional cluster are linked with each other and form the cluster network
infrastructure. Different consumers of the cluster products and services are linked
with particular physical facilities by logistic services. The consumers expose
multiple demand queries specifying individual or combined services or products. In
our model, products and services of the cluster correspond to the economic agents
that produce a particular demanded product or service. Individual entrepreneurs,
innovative firms, research institutions, and other kinds of organization represent
economic agents. From the systemic point of view, agglomeration of some subset of
the agents may have holistic effects, bring extra added value, and increase entre-
preneurial opportunities. In such situation, design of alternative structures of the
agglomeration agents’ groups and scenarios of their distribution among the cluster’s
physical facilities stands for the key research issue. In our model, we specifically
emphasize such systemic phenomenon and call joint reinforcement and business
improvement effects of agent’s agglomeration as business contiguity and actively
exploit it in during modeling.

To design agglomeration and distribution scenarios and model their dynamics,
we offer the using of two-stage approach. The first stage of the approach is design
of agglomeration groups from a set of individual economic agents. The second
stage is distribution of the designed agglomeration groups among the physical
facilities of the cluster network infrastructure. For each stage, we define various
domain-specific constraints, including business contiguity of the economic agents’
business security constraints, limitations of facility’s capacities as well as specify
optimum criteria. Our principal objective was to minimize the total transaction costs
of consecutive provisioning of a set of consumers demand queries. From the
mathematical point of view, the specified problem represents a kind of NP-complete
nonlinear optimization problems of integer programming. So far, different
task-specific approaches were proposed such as branch-and-bound method with a
set of heuristics [4] and probabilistic algorithms etc. However, not many of them
exploit benefits of parallel processing and grid technologies. In such circumstances,
our strategic goal was developing expressive mathematical model and computa-
tionally efficient methods of optimization which will enforce next-generation
decision support systems for design of the structure of innovation clusters.

The following mathematical model is proposed to define precisely different
elements and constraints of the problem considered (Table 1).
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In the given mathematical framework, the stated problem of the innovation
cluster design using the criteria of a minimum of average transaction costs during
consecutive provisioning a set of consumers’ demand queries might be formulated
as follows for different transaction costs t:

min
fxit ;ytrg

XK0

k¼1

XP0

p¼1

nQkp � uQ
kp �

XR0

r1¼1

mkr1 �
XR0

r2¼1

zpr2 � tdis þ tserr1r2 þ ttrfr1r2 � 1þ
XT
t¼1

ztpr2

 ! !
þ tass

" #
þ
XR0

r2¼1

XT
t¼1

ztpr2 � tsrhr2 þ tr2
� �( )

Table 1 Formalization of the problem

The name The designation

Characteristics of the cluster network infrastructure

The set of economic agents DG ¼ dgi =i ¼ 1; I
� �

The vector of agents’ average
establishment size

q ¼ qif g

The vector of agent’s instantiation
numbers

p ¼ pif g

The matrix of business contiguity of
agents

AG ¼ ag
ii0

��� ���, where ag
ii0
¼ 1 if combination of ith and

i0th agents increase entrepreneurial opportunities,
ag
ii0
¼ 0—otherwise

Characteristics of consumers’ demand queries

The set of consumers’ demand
queries

Q ¼ qp=p ¼ 1;P0
� �

The matrix of agents involvement
during provisioning demand queries

WQ ¼ wQ
pi

��� ���, where wQ
pi ¼ 1 if demand query p uses

product or service provisioned by the ith agent,
wQ
pi ¼ 0—otherwise

The matrix of frequencies of
demand queries issued by the
consumers

KQ ¼ nQkp

��� ���, where nQkp is the frequency of the issuing

of the pth demand query by the consumer k

Characteristics of the consumers

The set of the consumers U ¼ uk=k ¼ 1;K0
� �

The matrix of an attachment of the
consumers to physical facilities in
the cluster infrastructure

m ¼ mkrk k, where mkr ¼ 1 if the kth consumer is
attached to the facility r of the cluster infrastructure,
mkr ¼ 0—otherwise

The matrix of demand queries
issuing by the consumers

UQ ¼ uQ
kp

��� ���, where uQ
kp ¼ 1 if consumer k issues the

demand query p;uQ
kp ¼ 0,—otherwise

The matrix of an attachment of the
demand queries to the consumer’s
local facilities

DQ ¼ dQpr

��� ���, where
dQpr ¼ 1 if

Pk0
k¼1 mkru

Q
kp � 1; dQpr ¼ 0 if

Pk0
k¼1 mkru

Q
kp ¼ 0
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subject to

1. the number of economic agents in the agglomeration group
PI

i¼1 xit �
Ft; 8t ¼ 1; T , where Ft—maximum number of agents in the group t;

2. single agent inclusion in the group
PI

i¼1 xit ¼ 1; 8i ¼ 1; I;
3. the required level of information and business security of the design xitxi0t ¼ 0

for given agents di and di0 ;
4. irredundant allocation of agglomeration groups

PRo
r¼1 ytr ¼ 1; 8t ¼ 1; T ;

5. the size of the formed agglomeration group
PI

i¼1 xitytrqiw0 � htr;
8t ¼ 1; T ; 8r ¼ 1;R0, where htr—the greatest allowable size of the group t de-
termined by characteristics of the facility r;

6. the total number of the designed agglomeration group located at the facility r:PT
t¼1 ytr � hr; 8r ¼ 1;R0, where hr—the maximum number of groups allowed

in the facility r;
7. the total establishment size of the facilities

PT
t¼1

PI
i¼1 w0qipixitytr �

gEMD
r ; 8r ¼ 1;R0;

8. the total transaction costs for production or provisioning services and productsPR0
r¼1

PT
t¼1 z

t
pr � ðtsrhr þ trÞ� Tp; 8p ¼ 1;P0 for given Qp 2 Q, where Tp—the

allowable transaction cost p needed for production or provisioning.

To solve the problem stated, we offer to extend the generic principles of
neuro-algorithms [4, 5]. Many combinatorial optimization problems are
NP-complete, which require state space explorations leading to O aNð Þ computations
for a system with N degrees of freedom. Different kinds of heuristic methods are
therefore often used to find reasonably good solutions. The generic paradigm of
artificial neural networks (ANN) falls within this category. Whereas the use of ANN
for pattern recognition and prediction problems is a nonlinear of conventional linear
interpolation/extrapolation methods, ANN in the optimization domain really brings
something new to the “table.” In contrast to existing search and heuristics methods,
the ANN approach does not fully or partly explore the different possible configu-
rations. This is done in a way that allows for a statistical interpretation of the result.
For feedback NN, the concept of network energy (Lyapunov function) is entered.

The main property of energy function is that during neural network states
evolution it decreases and achieves a local minimum, in which it keeps constant
energy. It allows solving combinatorial optimization tasks, if they can be formu-
lated as a task of energy minimization. The neural approach is particularly trans-
parent for graph bisection problem [5] due to its binary nature. This problem
considers a set of N nodes to be partitioned into two halves such that the con-
nectivity (cutsize) between the two halves is minimized. Traveling salesman
problem (TSP) is also the optimization task frequently arising in practice. It was
proved that this task belongs to the large set of tasks named NP-complete.

Described in [6], decision (the Hopfield method), based on feedback networks, is
typical concerning a finding acceptable, though also of not optimum decisions.
Nevertheless, answer turns out so quickly that in the certain cases the method can
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appear useful. The convergence of the decisions received on a Hopfield method for
traveling salesman problem strongly depends on coefficients of energy function,
and there is no regular method of definition of their values.

In [6], a general method called the stable state analysis technique was developed to
determine constraints that the weights in the Hopfield energy function must satisfy so
that valid solutions of high quality can be always obtained. In [6], the effectiveness of
thismethod is demonstrated through a reinvestigation of the capability of theHopfield
neural network to solve the TSP. A large number of experiments on 10-city TSPs
demonstrate the proposed method can obtain good results, while the mean error of
achieved solutions to a 51-city TSP is about 15 % longer than the optimal tour, which
is much better than that of solutions obtained through other ANN-based methods.

3 Hopfield Networks

In our research, firstly, we offer a method to determine the feedback neural network
structure for solving the problem of design of innovation clusters as it was pre-
sented in subsection II. The main idea of this method is to determine the parameters
in the energy function of the neural network by considering constraints of the
problem and the Lyapunov function. Let we have a matrix of a business contiguity
of economic agents of the given dimension n� n, where n—the number of agents.
It is necessary on the basis of this matrix to find proper combination of agents to the
agglomeration group, i.e., to determine splitting set of capacity n on some number
ðm� nÞ of subsets.

The decision is splitting the set of agents on subsets—agglomeration groups.
The task consists in display of this splitting in the cluster infrastructure with using
neurons in a mode with the large steepness of the characteristic (i.e., the transfer
function of a network is “almost threshold”):

FðxÞ ¼ 1
1þ e�k�NET where k ! 1

(where NET—weighed sum of inputs).
In this model, each agglomeration group is represented by a row (line) of

n neurons. That of these n neurons (economic agents), which outputs are equal 1,
are included to the given group.

Because each agent can be included only to a single agglomeration group, each
row of the resulting matrix should contain only one unit element. Under such
condition, the restriction on single inclusion may be presented as follow is carried
out automatically

Xt0
t¼1

xit ¼ 1; 8i ¼ 1. . .I
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where
t0 capacity of the agglomeration groups set,
I capacity of the agents set,
xit ¼ 1 if the ith agent is included to the tth agglomeration group,
xit ¼ 0 otherwise.

The problem solving is offered to use a Hopfield network. The way of presen-
tation differs from used in the original Hopfield’s work and others, but is equivalent
to them from the functional point of view. The zero layers do not carry out com-
puting function and only distributes outputs of a network back on inputs. The
output of each neuron is connected to inputs of all others neurons. Each neuron of
the first layer calculates the weighed sum of its inputs, giving a signal NET, which
then with the help of nonlinear function F will be transformed to a signal OUT. The
submission of entrance vectors is carried out through separate neurons inputs.

If F—thresholds function with a threshold Tj, the output of j-th neuron is cal-
culated as

NETj ¼
X
i6¼j

wij � OUTi

|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}
theweighed sumof outputs fromothers neurons

þ INj

OUTj ¼ 1; if NETj [ Tj
OUTj ¼ 0; if NETj\Tj

OUTj does not change, if NETj ¼ Tj

In our task m ¼ n2, where n—the number of agents.
The energy function for the computing network of our task should satisfy to two

requirements:

1. should be small only for those decisions, which have only one unit element in
each row;

2. should give preference to the decisions with such distribution of agents between
agglomeration groups, which logically follows a matrix of business contiguity
of agents (i.e., based that it is more preferable to combine such agents in the
same group, rather than in different, which are connected by mutual business
opportunity, proceeding from the given matrix).

The first requirement is satisfied with introduction of the following energy
function, consisting of two terms:

E ¼ A
2
�
X
x

X
i

X
j 6¼i

OUTxi � OUTxj þ C
2
�

X
x

X
i

OUTxi

 !
� n

" #2
;

where A, C—some constants. It reaches performance of the following conditions.
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1. The threefold sum is equal to zero that and only in the event that each row
(agent) contains no more than one unit element.

2. The second composed term of the energy function is equal to zero if and only if
the resulting matrix contains n unit elements sharply.

The second requirement is satisfied with the help of addition of the following
summand to the energy function:

where —given matrix of business contiguity of agents, B—some
constant.

At enough large values A, C low-energy states will represent the allowable
combinations of agents to the agglomeration groups, and the large values
B guarantee that the most preferable combination will be found.

So, the energy function for our task looks like

Now we shall set weight values, i.e., we shall establish conformity between the
members of energy function and members of the general form of the energy
function (Lyapunov function) for feedback networks:

E ¼ � 1
2
�
X
i

X
j

X
x

X
y

wxi;yj � OUTxi � OUTyj

�
X
j

X
y

Iyj � OUTyj þ
X
j

X
y

Tyj � OUTyj;

where E—artificial energy of a network, wxi;yj—weight from an output of xi-th
neuron to an input of yj-th neuron, OUTxi—output of xi-th neuron, Iyj—external
input of yj-th neuron, Tyj—threshold of yj-th neuron.

4 Extension by Genetic Programming

As there are no regular ways of coefficients A, B, C values definition, the principles of
genetic algorithms were investigated with the purpose of their using for a finding
constant A, B, C, appropriate to the optimum task decision. The idea of application of
genetic algorithms as “shell” for central neural network algorithmwas developed. The
functionof this “shell” is selection among thedecisions receivedwith thehelpofneural
network algorithm (generally locally optimum) and appropriate various values of
researched constants, optimal decisions (global optimum) with the given constraints.
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The block diagram of the implemented algorithm, which performs combination
of agents to the agglomeration groups, is submitted in a Fig. 1.

A core is neural network algorithm, which functions are designing Hopfield
neural network with setting of weights, external influences and thresholds for
neurons and reception with the help of created neural network the local-optimum
decisions at various values of coefficients A, B, C. Values of coefficients A, B, C are
generated by genetic algorithm—the “shell” of central neural network algorithm.
As the entrance data, the algorithm accepts the matrix of business contiguity of
agents. The target data are the task decision, selected by genetic algorithm, i.e.,
matrix of agglomeration of the agents in the groups, and graphical information
allowing to judge about a course of task decision process. The offered algorithm
was developed with the purpose of its application within the framework of the
distributed system supposing the collection of the requirements (the constraints of
the task) from various sources. The received in this case decision should optimize
the greatest possible number of the assembled restrictions, i.e., to give out best of
the possible decisions. In more complicated cases, we ought to use Tabu machine
approach for fascinating optimization process.

5 Conclusion

In these works, new aspects of innovative and industrial clusters design were
proposed. Certainly, this research can go on and develop further. We presented here
major research results in studies of new soft methods of design and modeling
evolution processes of innovation clusters. Our principal interest was to model
agglomeration and distribution processes which lead to the improving overall

Genetic Algorithm

Neural Network

Initial data:
The matrix of 

business 
contiguity of 

agents

output data:
the result matrix 

of agents 
combination to 
agglomeration 

groups

Fig. 1 The block diagram of the realized algorithm
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efficiency of the cluster in terms of minimization of total transaction costs during
provisioning the demand queries of multiple consumers. During the research, we
developed a generic model of innovation clusters of regional and intra-regional
scales as well as proposed its mathematical formalization. Based on that mathe-
matical formalization, a sequence of artificial neural network models was developed
with increasing quality and computational efficiency. The core of all network
models includes a modified version of Hopfield network.

The simplest algorithm offered uses Hopfield neural network and, hence, training
without the teacher, as all process of training for networks with feedbacks in this
case is reduced to correct account and initialization of a network parameters:
weights, thresholds, and external influences of neurons.

As the alternative approach to the decision of a similar sort tasks using of neural
networks and training with the teacher can act. If we compare our method to such
alternative, it is possible to tell that the genetic algorithm-shell in our case some-
what replaces process of training with the teacher. The method proposed has several
important advantages in comparison with supervisor learning algorithms:

1. The speed of result computation. Our method does not depend on the size of the
training set, while working times and the quality in supervisor learning algo-
rithms heavily depend on the size of the training set.

2. Flexibility of the algorithm. In our method adding new problem constraints does
not influence the structure of the neural network, only the suitability function of
the genetic algorithm should be changed accordingly.

Other alternative of the decision of NP-complete tasks of discrete optimization is
the traditional branch-and-bound method. Like for the neural network algorithm, a
number of experiments for the traditional branch-and-bound method were carried
out. It was found that the operating time of the traditional branch-and-bound
method for dimension of a task is less than 15 more, than operating time of neural
network algorithm for tasks of the same dimension. However with an increase in
the dimension of a task, the time spent by neural network algorithm on its decision
grows faster than time if we use the traditional branch-and-bound method. It is
explained to that the genetic algorithm, the “shell” of neural network algorithm,
during performance requires calculation individual’s suitability for each following
population, and for suitability definition for one individual the neural network
algorithm should once work with parameters describing given individual. Way
allowing reducing an operating time of neural network algorithm for a large
dimension tasks is the application of parallel calculations.

Newly proposed modification of the formalism of tabu machine became the next
step in improving the simplest variant of Hopfield network. Among TM advan-
tages, we can mention independence of the solution from the parameters of the
energy function of the network.
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Classification of Air Quality Monitoring
Stations Using Fuzzy Similarity Measures:
A Case Study

Kamal Jyoti Maji, Anil Kumar Dikshit and Ashok Deshpande

Abstract The objective of designing and installation air quality monitoring net-
work (AQMN) is to reduce network density with a view to acquire maximum
information on air quality with minimum expenses. In spite of the best research
efforts, there has been no general acceptance of any method for deciding the number
of stations. Majority of the cities have, therefore, installed monitoring stations with
their own guidelines. The present paper presents a useful formulation for classifi-
cation of the existing air quality monitoring stations (AQMS) using fuzzy similarity
measures. The case study has been demonstrated by applying the methodology to
the already-installed AQMS in Delhi, India.
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1 Introduction

Ever-increasing pollution levels due to rapid urbanization and industrialization,
especially in developing countries, with minimal focus on adequate pollution
abatement strategies have resulted in impairing natural environment such as air,
water, land, and alike. Air pollution is the fifth leading cause of death in India after
high blood pressure, indoor air pollution, tobacco smoking, and poor nutrition, with
about 620,000 premature deaths occurring from air pollution-related diseases
(Times of India News dated February 14, 2013).

Human exposure to air pollutants may result in a variety of respiratory diseases
depending on the type and the toxicity of the specific pollutant, magnitude, dura-
tion, and frequency of exposure. There are six common criteria pollutants, viz.,
particulate matter, ground-level ozone, carbon monoxide, sulfur oxides, nitrogen
oxides, and lead. Some of the hazardous air pollutants are asbestos, benzene, carbon
tetrachloride, chlordane, chloroform, formaldehyde, heptachlor, hydrochloric acid,
mercury, methanol, phenol, and toluene.

The concentration of air pollutants depends not only on the quantities that are
emitted from air pollution sources, but also on the ability of the atmosphere to either
absorb or disperse these emissions. The effects of air pollutants can be minor and
reversible such as eye irritation or debilitating leading to asthma and could be fatal
such as cancer [1].

The air quality in an area is monitored by first designing and then installing an
air quality monitoring network (AQMN). The objective of an optimum AQMN is to
reduce the network density with a view to acquire maximum information on air
quality with minimum expenses.

The present paper is organized as follows: Sect. 2 presents brief literature review
on air quality management network and objectives of the study are explained in
Sect. 3. Approach and the techniques used in the proposed fuzzy similarity-based
model are presented in Sects. 4 and 5, respectively. Section 6 relates to the case
study in Delhi, India, and assumptions and the limitation of the study which Sect. 7
present are in the concluding remarks.

2 Brief Literature Review

Stalker and Dickerson [2] initiated efforts in designing and installing air quality
monitoring networks. The researchers applied the coefficient of geographic variation
to find out the minimum number of air pollution monitoring stations required to
estimate the true areal mean within specified confidence limits. USEPA [3] for-
mulated guidelines for air quality surveillance network, while WHO [4] proposed air
quality guidelines for particulate matter, ozone, nitrogen dioxide, and sulfur dioxide.
Several researchers have made seminal contribution in an endeavor of AQMN
design. They include: Petrson [5], Seinfeld [6], Noll and Millar [7], Nakamori and
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Ikeda [8], Munn [9], Husain and Khan [10], Modak and Lohani [11, 12], Kainuma
et al. [13], Chang and Tseng [14], Tseng and Chang [15], and Baldaufet [16].
For risk-based prioritization air pollution monitoring location, Khan and Sadiq [17]
used fuzzy synthetic evaluation technique [18].

In spite of the concerted research efforts, there has been no general acceptance on
approaches for deciding the number of air quality monitoring stations (AQMS) and
their locations. Ad hoc decisions are taken on the number of AQMS and their
locations in a city—especially in the developing countries. Many a times, especially
in Indian context, AQMS in a city are installed in residential, commercial, and
industrial areas. In most of the cases, the availability of suitable site is the only
single consideration while deciding air quality monitoring locations.

3 Objectives of the Study

From the above discussion, two important issues stand out:

1. With the available data on air quality parameters, can these AQMS be classified
or grouped?

2. Based on the classification, is it possible to reduce number of monitoring sta-
tions so as to bring down recurring expenditure?

It is important to appreciate that the reduction in just a single AQMS will save
substantial operating and maintenance costs. The authors have made an attempt to
address these issues with a case study in this sequel.

4 Approach

The approach for achieving the study objectives primarily depends upon accurately
collated of relevant data on air pollutant concentration parameters from all the
AQMS, say five-year data. The analyst, in consultation with the domain experts,
will first identify the most important pollution parameter(s) in order to arrive at the
classification of the monitoring stations. For example, in most of the Indian cities,
PM10 and PM2.5 could be the governing parameters in the classification of AQMS
which may be due mobile transportation (three/two-wheelers, bus, and car),
ongoing infrastructure development activity, and the use of generators due to fre-
quent power cuts. While the parameter to be considered in New York City could be
as CO and PM2.5 levels are under control limits due to effective implementation of
pollution control measures and strict compliance of rules and regulations.
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PM10 can arise from a wide range of sources, but can generally be separated into
four categories: 1. primary combustion particulates—produced directly from
combustion, such as domestic heating, road transport, power stations, and industrial
processes; 2. secondary particulates—aggregates in the atmosphere following their
release as gasses (include nitrates and sulfates); 3. coarse particulates—from
non-combustion sources such as resuspended road dust, construction work, mineral
extraction, wind-blown dust and soil, and sea salt; and 4. excessive use of diesel
generators due to frequent power cuts, especially in the developing countries. The
procedure for the analysis of the data is as flows: Air quality parametric data can be
divided into five equal parts based on the NAAQS (USEPA) compliance criteria for
categories or group—of air quality as good, moderate. Further, calculate the number
of data in each group as stated above, for each monitoring site and normalize. The
generated X � Y matrix is on two universes. In this case, X refers to AQMS and Y as
the compliance criteria or group. It is not possible to use straightway, fuzzy com-
positional rule of inference to estimate the similarity relation between the AQMS as
the data are on different universes. A different fuzzy relational formalism termed as
cosine amplitude method as well as max–min method can be used. The matrices
generated using these fuzzy logic-based formalisms are invariably a fuzzy tolerance
relation which means that the relation is reflexive and symmetric but not transitive.
It is, therefore, necessary to transform fuzzy tolerance/proximity/compatibility
relation to fuzzy equivalence relation using one of the defined methods of transi-
tivity closure. Fuzzy to crisp conversion can be achieved using the concept of
α—cut which signifies the possibility of the AQM stations in a particular group.

5 Technique Used

Fuzzy relational calculus is one of the important facets in fuzzy set theory and has
wide applications. We used some of the defined techniques which are explained in
brief:

5.1 Similarity Measures

There are seven different ways to develop the numerical values that characterize a
relation, but similarity measures in one of the most prevalent forms of determining
the values in a relation. These methods attempt to determine some sort of similar
pattern or structure in data through various metrics. Two methods are discussed
below [19]:
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Cosine Amplitude Method
In this study, cosine amplitude method is one of the commonly used similarity
methods that based on the relativity concept. Data samples of a set form a data
array, say X and that can be expressed in the following equation for n data:

X ¼ x1; x2; . . .; xnf g ð1Þ

Each of the elements x1; x2; . . .; xn in the data array X is itself a vector of length
m; that is,

xi ¼ xi1 ; xi2 ; . . .; ximf g

Each element of a relation, rij, results from a pair-wise comparison of two data
samples, say xi and xj, where the strength of the relationship between data sample xi
and data sample xj is given by the membership value expressing that strength; that
is, rij ¼ lR xi; yj

� �
. Therefore, the cosine amplitude method calculates rij by the

following equation based on the comparison of two data arrays

rij ¼
Xm
k¼1

xikxjk

�����
�����
, ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

k¼1

x2ik

 ! Xm
k¼1

x2jk

 !vuut where i; j ¼ 1; 2; . . .; n: ð2Þ

Computing all elements will be form size n × n fuzzy tolerance relation matrix
(similarity relation). This method calculates pair-wise relational strength rij

� �
based

on the comparison of two data arrays and range of rij values that varies from 0 to 1
(0� rij � 1). According to this equation, close values of rij to zero suggests no
relation (dissimilarity), while closer values of rij to one represent strong relation
(similarity) of two data sets.

Max–min Method
Another popular method, which is computationally simpler than the cosine
amplitude method, is known as the max–min method. Although the name sounds
similar to the max–min composition method, this similarity method is different
from composition. It is found through simple min and max operations on pairs of
the data points, xij, and is given by the following

rij ¼
Xm
k¼1

minðxik; xjkÞ
,Xm

k¼1

maxðxik; xjkÞ where i; j ¼ 1; 2; . . .; n ð3Þ

A fuzzy equivalence relation must satisfy all three matrix conditions, viz.,
reflexivity, symmetry, and transitivity.

Let R be a similarity relation and x; y be elements of a set X and lRðx; yÞ denote
the grade of membership of the ordered pair (x; y) in R, then R is a similarity relation
in X if and only if, for all x; y and z in X, lRðx; xÞ ¼ 1 for all x in X (reflexivity),
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lRðx; yÞ ¼ lRðy; xÞ for all x and y in X (symmetry), and lRðx; zÞ� maxy 2
X min lRðx; yÞ; lRðy; zÞf gf g for all x; y and z in X (transitivity) [20–22].

If fuzzy relation matrix only has the properties of reflexivity and symmetry, then
it is called fuzzy tolerance relation matrix. Before defuzzification (fuzzy to crisp
conversion), fuzzy tolerance relation has to be converted to fuzzy equivalence
relation by composition.

Different composition methods such as max–min, min–max, and max-product
are available in literature [20–22] but the most popular is max–min composition
method. Any fuzzy tolerance relation matrix, R1, can be reformed into a fuzzy
equivalence relation by at most ðn� 1Þ compositions. That is

Rn�1
1 ¼ R1 � R1 � � � � � R1 ¼ R: ð4Þ

Max–min composition
Considering R1ðx; yÞ; ðx; yÞ 2 X � Y and R2ðy; zÞ; ðy; zÞ 2 Y � Z be two fuzzy tol-
erance relations. The max–min composition R1 max–min R2 is then the fuzzy set

R1 � R2 ¼ ðx; zÞ;max
y

min lR1
ðx; yÞ; lR2

ðy; zÞ� �� �� 	����x 2 X; y 2 Y ; z 2 Z


 �
ð5Þ

lR1�R2
is the membership function of a fuzzy relation on fuzzy sets.

5.2 Fuzzy to Crisp Conversion

We begin by considering a fuzzy set R, then define a lambda-cut set Rk, where
0� k� 1. The set Rk is a crisp set called the lambda (k)-cut (or alpha (a)-cut) set of

the fuzzy set A, where Rk ¼ xjlRðxÞ � k
n o

. The k-cut set in Rk is a crisp set derived

from its parent fuzzy set, and any particular fuzzy set R can be transformed into an
infinite number of k-cut sets, because there is an infinite number of value k on the
interval [0, 1]. Any element x in Rk belongs to fuzzy set R with a grade of
membership that is greater than or equal to the value k.

6 Case Study

The case study relates to Delhi, India, where the Central Pollution Control Board
(CPCB) has already-installed AQMS at defined locations. Delhi, largest metropolis
by area and the second-largest metropolis by population in India, is located at 28°
22ʹ48ʹʹN latitude and 77°7ʹ12ʹʹE longitude and at an elevation of 216 m above mean
sea level. The city is spread over 1483 km2 of that 75.10 % urban and 22.9 % rural
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with population was 16.75 million, of which 16.33 million are urban area and 0.42
million are rural area (http://censusindia.gov.in/).

As a result of rapidly expanding city with high-population growth followed by
intensive infrastructure, progress led to heightened demand in energy from
domestic, construction activities, industrial, and transport sectors, resulting in an
increase in the air pollutant in Delhi. There are about 148,680 industrial units during
2010–2011 [23]. These include engineering goods, textile, chemical, electronics,
electrical goods, dyes and paints, steel, plastic, rubber, and automobiles.

In order to meet the energy demand, the city of Delhi has installed three big
coal-based thermal power plants—the Rajghat, the Indraprastha (IP), and the
Badarpur, and three natural gas-based power plants– the Indraprastha Power
Generation Co Ltd. (IPGCL), the Pragati Power Station, and Pragati-III Combined
Cycle Power Plant.

From 1981 to 2011, the road length in Delhi increased from 14,316 to 31,183 km
(2.18 times), whereas the number of registered vehicles increased from 0.52 to 6.93
million (13.3 times), in between 6.93 million vehicles, 94 % personal vehicles
(31 % cars and jeeps, and 63 % two-wheelers), and 6 % commercial vehicles.

As a result, there is an increase in the air pollutant emissions of particulate matter
(PM10 and PM2.5), sulfur dioxide (SO2), nitrogen dioxides (NO2), carbon
monoxide (CO), ozone (ground level), and hydrocarbons. It can be stated that
vehicular pollution or mobile transportation contributes 67 % of the total air pol-
lution loads in Delhi

Ambient Air quality Monitoring stations in Delhi
There exists a total of twelve manually operated AQMS in Delhi. Table 1 presents
nine AQMS in residential area are codes as R while three stations located in
industrial are coded as 1.

Table 1 Location of ambient air quality monitoring stations in Delhi

Station code Location Operated by Land-use type

R1 Janakpuri CPCB Residential

R2 N.Y. School, Sarojini Nagar NEERIa Residential

R3 Nizamuddin CPCB Residential

R4 Pritampura CPCB Residential

R5 Siri Fort CPCB Residential

R6 Town Hall, Chandni Chowk NEERIa Residential

R7 Ashok Vihar CPCB Residential

R8 Delhi College of Engineering CPCB Residential

R9 Bahadur Shah Zafar Marg CPCB Residential

I1 Mayapuri Industrial Area NEERIa Industrial

I2 Shahdara CPCB Industrial

I3 Shahzada Bagh CPCB Industrial
aNEERI: National Environmental Engineering Research Institute
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In this study, daily average concentration data of PM10 and NO2 was used.
Unfortunately, air quality parametric data were not available for three AQMS;
therefore, these are excluded from the analysis. These excluded stations are Ashok
Vihar, Delhi College of Engineering, and Bahadur Shah Zafar Marg.

In order to classify the air quality stations, five linguistic descriptors good,
moderate, poor, very poor and severe were used in Indian air quality index as
proposed by Sharma et al. [24]. Table 2 represents linguistic variable and corre-
sponding pollutants concentration break point as shown in Fig. 1.

Table 2 Linguistic variable and corresponding pollutants concentration break point

Descriptor Pollutant

PM10 (µg/m
3) 24-h

avg.
NOX (µg/m3) 24-h
avg.

Good (compliance of NAAQS) 0–100 0–80

Moderate (compliance of NAAQS of
USEPA)

101–150 81–180

Poor (alert level) 151–350 181–564

Very poor (warning level) 351–420 565–1272

Severe (emergency level) >420 >1272

Fig. 1 Geographical location of nine monitoring station in Delhi
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7 Results and Discussion

In the absence of the data of PM2.5, the authors have used PM10 data in classifi-
cation of AQMS in the study. It has been observed that mobile transportation (bus,
three-/two-wheelers, and car) and the dust due to ongoing infrastructural devel-
opmental activity in the city are the major contributors in the increased levels of
particulate matter in Delhi. Electric power cuts forced Delhi residents to use
diesel-operated generator—also be a cause of air pollution. From the health effect
point of view, particulate matter is by far the most important air pollution parameter
in Delhi. Selecting particulate matter, the only air pollutant for deciding the number
of AQMS is similar to that of worst-case scenario in probabilistic risk assessment
study.

Table 3 presents computed normalized values corresponding to the linguistic
variable used [24] for PM10 data (2005) for nine monitoring stations in Delhi.

In order to work out the similarity between the AQMS, Cosine amplitude
method was used. A typical computational procedure for only PM10 (2005) is
presented using Expression 2

rR1R3 ¼ 0:45 � 0:64þ 0:32 � 0:28þ 0:23 � 0:08ð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:452 þ 0:322 þ 0:232ð Þ 0:642 þ 0:282 þ 0:082ð Þp

ffi 0:40
0:42

ffi 0:95

Following the above procedure, similarities between all the AQMS in Delhi are
calculated. Table 4 presents computed fuzzy tolerance relational matrix which is
invariably a fuzzy tolerance relation. The relation is transformed to fuzzy equiva-
lence relation matrix using one of the transitivity closure operations, i.e., max–min
composition (Expression 4).

In order to work out the similarity between the nine AQMS in Delhi, for PM10,

fuzzy values are converted to crisp version using α- cut. Table 5 presents the
possibility of similarity between the monitoring stations have been assumed to be
0.98 α-cut levels. This is somewhat like the concept of confidence level in statistical
inference. Looking at the Table 5, column wise, the identical columns form one
class and columns which are each unique form individual class.

Table 3 Normalized parametric values of PM10 data (2005) for nine monitoring stations in Delhi

R1 R2 R3 R4 R5 R6 I1 I2 I3

G 0.45 0.42 0.64 0.23 0.63 0.32 0.17 0.38 0.42

M 0.32 0.27 0.28 0.61 0.29 0.27 0.17 0.33 0.43

P 0.23 0.29 0.08 0.16 0.08 0.32 0.49 0.27 0.15

V 0.00 0.01 0.00 0.00 0.00 0.04 0.05 0.00 0.00

S 0.00 0.01 0.00 0.00 0.00 0.05 0.12 0.02 0.00

G: Good, M: Moderate, P: Poor, V: Very poor, and S: Severe
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It can be inferred that AQMS can be classified into five groups for PM10 based
on 2005 data set: Group 1 (R1, R2, R4, R6, and I2), Group 2 (R3, R5), Group 3
[R4], Group 4 [I1], and Group 5 [I3]. Figure 2 shows the graphical representation
of the similarity between the AQMS.

The computations carried out using max–min method also infer with the same
classification but the possibility of the classification is 0.81 (α-cut level of 0.81).

Table 6 presents the result of similar computations for the data sets (2005–2009)
were carried out for suspended particular matter.

Now taking union of all groups contain one element (station) from 2005 to 2009
(stations in bold in Table 6), we get R2, R3, R4, R6, I1 and I3. But R1, R5, and I2

Table 4 Fuzzy equivalence relational matrix for the nine AQMS in Delhi

R1 R2 R3 R4 R5 R6 I1 I2 I3

R1 1.00 0.99 0.95 0.93 0.95 0.98 0.89 0.99 0.97

R2 0.99 1.00 0.95 0.93 0.95 0.98 0.89 0.99 0.97

R3 0.95 0.95 1.00 0.93 1.00 0.95 0.89 0.95 0.95

R4 0.93 0.93 0.93 1.00 0.93 0.93 0.89 0.93 0.93

R5 0.95 0.95 1.00 0.93 1.00 0.95 0.89 0.95 0.95

R6 0.98 0.98 0.95 0.93 0.95 1.00 0.89 0.98 0.97

I1 0.89 0.89 0.89 0.89 0.89 0.89 1.00 0.89 0.89

I2 0.99 0.99 0.95 0.93 0.95 0.98 0.89 1.00 0.97

I3 0.97 0.97 0.95 0.93 0.95 0.97 0.89 0.97 1.00

Table 5 Fuzzy to crisp
values for the alpha cut 0.98

R1 R2 R3 R4 R5 R6 I1 I2 I3

R1 1 1 0 0 0 1 0 1 0

R2 1 1 0 0 0 1 0 1 0

R3 0 0 1 0 1 0 0 0 0

R4 0 0 0 1 0 0 0 0 0

R5 0 0 1 0 1 0 0 0 0

R6 1 1 0 0 0 1 0 1 0

I1 0 0 0 0 0 0 1 0 0

I2 1 1 0 0 0 1 0 1 0

I3 0 0 0 0 0 0 0 0 1

Fig. 2 Graphical
representation of the
similarity between the AQMS
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make groups always with other elements. These six elements (stations) contain all
the information of single-element group as well as clustering group in any of the
year.

For example in 2005, choose stations from group 1 and group 2 in such a way
that they at list one time that stations form single-element group (R2, R4 from
group 1 and R3 from group 2) in between years 2005 and 2009.

In summary, it can be concluded that based on PM10 data, CPCB might continue
to monitor air quality in Delhi only at the following locations: R2 (N.Y. School,
Sarojini Nagar), R3 (Nizamuddin), R4 (Pritampura), R6 (Town Hall, Chandni
Chowk), I1 (Mayapuri Industrial Area), and I3 (Shahzada Bagh) resulting in sub-
stantial reduction in capital and recurring expenses on air quality monitoring pro-
gram in Delhi.

Working with same methodology, for NO2 data set and the resulting stations are
R1 (Janakpuri), R2 (N.Y. School, Sarojini Nagar), R4 (Siri Fort), R6 (Town Hall,
Chandni Chowk), I1 (Mayapuri Industrial Area), and I3 (Shahzada Bagh).

Assumption and limitation of study
The method based on fuzzy similarity measures presented in this paper does not
include meteorological condition and assumes that at all the ambient AQMS in
Delhi remain unaltered. The case study also presupposes that the air quality para-
metric data are statistically accurate.

8 Concluding Remarks

Aristotle, Ancient Greek Philosopher says “It is the mark of an instructed mind to
rest satisfied with that degree of precision which the nature of the subject admits,
and not to seek exactness where only an approximation of the truth is possible.”

This is the total of our experiments and observation. As we expect same effects
from similar class of objects, we can expect the same in the data and classify
ambient AQMS based on their similarity measures as well. In the study reported in
the sequel, therefore, particulate matter is considered as the worst-case scenario.
From that study, it also shows that not every monitoring station needs to monitor
both PM10 and NO2. The approach presented is robust and depends upon the
statistical accuracy of time series data of pollution parameters.

Table 6 Classification/group
for PM10 data for various
years

Year Classification/group

2005 (R1, R2, R4, R6, I2); (R3, R5); R4; I1; I3
2006 (R1, R2, R3, R4, R5, R6); I1
2007 (R1, R4, R5, I2); R2; R3; R6; I1; I3
2008 (R1, R3, R5, R6, I1, I2); R2, R4; I3
2009 (R1, R2, R3, R5, I1, I2, I3); R4; R6
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Modeling of Decision Maker Under
Imperfect Information

L.A. Gardashova

Abstract In real life, imperfect information is commonly present in all the com-
ponents of the decision-making problem. In decision-making problems, a DM is
almost never provided with perfect, that is, ideal decision-relevant information to
determine states of nature, outcomes, probabilities, utilities, etc. We are known that
relevant information almost always comes imperfect. Imperfect information is
information in which one or more respects are imprecise, uncertain, incomplete,
unreliable, vague, or partially true [1]. Two main concepts of imperfect information
are imprecision and uncertainty. Imprecision is one of the widest concepts including
variety of cases. We will discuss uncertainty concepts of imperfect information and
its application for problem modeling of decision maker. In the first stage of the
modeling, the identification determinants of a decision maker was implemented
using Delphi method. The aim of the second stage consisted of the linguistic
evaluation of the factors. At the final stages, decision-maker model was realized by
using possibility–probability-based method and Dempster–Shafer theory-based
model.

1 Introduction

Making decisions is certainly the most important task of a manager, and it is often a
very difficult one. It depends on two factors: the statement of the decision-making
problem and the determinants of a decision maker. Decisions are an inevitable part
of human activities. It requires the right attitude. Every problem properly perceived
becomes an opportunity. In most cases, the decision maker must view the problems
as opportunities rather than solving problems. A pessimist sees the difficulty in
every opportunity, whereas an optimist sees the opportunity in every difficulty. It all
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depends on the decision maker’s attitude. Decision maker looks at the problems
using reaction and emotion. Decision making depends on a character of a decision
maker. This requires including different behavioral characteristics of decision maker
into decision-making model. The analysis of the existing works [2–14] of the field
modeling of decision maker shows that emotion, altruism, reciprocity, fairness,
social responsibility. etc., are basic attributes of human behavior. Authors of works
[2–6] developed theory of reciprocal altruism for games behavior. Decision-maker
modeling under second-order uncertainty using the method based on the possibil-
ity–probability measure is discussed in work [15–17]. Human behavioral modeling
based on the Dempster–Shafer theory of belief and fuzzy logic is suggested by
Yager in [18]. A tractable model of reciprocity and fairness is discussed in [5]. The
income distribution and the kindness or unkindness of others’ choices systemati-
cally affect a person’s emotional state. The emotional state systematically affects the
marginal rate of substitution between own and others’ payoffs, thus the person’s
subsequent choices. The proposed model is applied to two sets of laboratory data:
simple binary choice mini-ultimatum games and Stackelberg duopoly games with a
range of choices. The results confirm that other regarding preferences respond to
others’ intentions as well as to the income distribution. The existing approaches do
not deal with possibilistic and probabilistic uncertainty which is characterizing
decision makers’ behavior. In this paper, we try to do modeling of decision maker
by using emotion and altruism factors.

The rest of the paper is organized as follows: In Sect. 2, the process of determining
decision makers’ attributes and a statement of the problem are given. In Sect. 3,
modeling process is shortly described under second-order uncertainty using the pos-
sibility–probability measure-based method. In Sect. 4, we create the decision-maker
model by using obtained data. Decision-maker behavioral modeling using fuzzy and
Dempster–Shafer theories was suggested in Sect. 5. Section 6 is conclusion.

2 Statement of the Problem

The basic problem is to evaluate personal quality of a decision maker by using
psychological determinants.

For determining psychological determinants as basic factors influencing a choice
of a decision maker, we use the Delphi method. For determining basic factors of a
decision maker, the following questionnaires are created:

Query 1.
Please indicate by “+” which of the following should be considered as determi-
nants of a decision maker (see in Table 1):
Query 2. Identification of total index of a DM.
Please indicate what term should be used for a total index (resulting dimension) of
a DM as an overall evaluation to be determined on the base of the determinants
indicated in the previous query.
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(A) personal quality,
(B) power of decision, and
(C) other (please indicate).

These surveys have been sent over the Internet to experts. The answers received
from the experts are operated on the basis of Delphi method. Altruism, emotion,
trust, reciprocity, risk, social responsibility, tolerance to ambiguity, etc., are
obtained as the basic determinants. Therefore, in this work, two psychological
determinants are chosen for modeling of the decision maker. The index of decision
making of the decision maker’s personal quality is accepted. The following type
model is offered on the basis of received answers:

IF U_1 is A_i1, U_2 is A_i2, and U_r is A_ir, THEN V is Di and CFi 2�0; 100�
where CFi is the confidence degree of the rule that is defined by the expert. It
expresses the belief degree of the expert to the truth degree of the rule. A_i1, A_i2,
A_ir, and Di are linguistic values of the linguistic variables U_1, U_2, U_r, and V.

3 Modeling of a Decision Maker Under Second-Order
Uncertainty Using the Possibility–Probability
Measure-Based Method

The mathematical description of knowledge in the knowledge base of decision
maker is based on fuzzy interpretation of antecedents and consequents in produc-
tion rules [2].

Rk : IF x1 is ~Ak1 and x2 is ~Ak2 and . . . and xm is ~Akm THEN

uk1 is ~Bk1 and uk2 is ~Bk2 and . . . and ukl is ~Bkl; k ¼ 1;K

where xi; i ¼ 1;m and ukj; j ¼ 1; l are total input and local output variables,

Table 1 Determinants of a
decision maker

Factor Mark

Trust

Altruism

Reciprocity

Emotion

Risk

Social responsibility

Tolerance to ambiguity

Add new factor if necessary
……

……

Modeling of Decision Maker Under … 505



~Aki; ~Bkj are fuzzy sets, and k is the number of rules.
The basic steps of the method are given below:

1. The truth degree of the rule is computed as follows: rjk ¼ Possð~vk=~ajkÞ � cfk, if
the sign is “ = ”, and rk ¼ 1� Poss ~vk ~ajk

��� �� �
cfk , if the sign is “ ≠ ”. Poss is

defined as follows:

Poss ~v ~ajð Þ ¼ max
u

minðl~vðuÞ;l~aðuÞÞ 2 ½0; 1�:sj ¼ minðrjkÞ

First, the objects are evaluated, i.e., every wi object has appropriate linguistic value
defined as ðvi; cf iÞ, where vi is linguistic value and cfk 2�0; 100� is confidence degree
of the value vi. vk—linguistic value of the rule object and ajk—current linguistic
value (j is index of the rule, k is index of relation) (e.g., A_ir)

2. For each rule, calculate Rj ¼ ðmin
j

rjkÞ � CFj=100, where CF is the confidence

degree of the rule.

The user or the creator of the rule defines the firing level (p), and Rj � p is checked.
If the condition holds true, then the consequent part of rule is calculated.

3. The evaluated wi objects have Si value: wi; ðv1i ; cf1i Þ; . . .:; ðvSii ; cfSii Þ Si is the
number of the rules in fuzzy inference process

The average value is determined as follows:

�vi ¼
PSi
n¼1

vni � cfni
PSi
n¼1

cfni

IF x1 ¼ ~a j
1 AND x2 ¼ ~a j

2 AND … THEN y1 ¼ ~b j
1 AND y2 ¼ ~b j

2 AND …
IF … THEN Y1 ¼ AVRGðy1Þ AND Y2 ¼ AVRGðy2Þ AND …

This model has a built-in function AVRG which calculates the average value.
This function simplifies the organization of compositional inference with possibility
measures. As a possibility measure here, a confidence degree is used. So, the
compositional relation is given as a set of production rules such as:

IF x1 ¼ ~Aj
1 AND x2 ¼ ~Aj

2 AND … THEN y1 ¼ ~Bj
1 AND y2 ¼ ~Bj

2 AND,

where j is a number of a rule. After all these rules have been executed (with
different truth degrees), the next rule (rules) ought to be executed:

IF THEN Y1 ¼ AVRGðy1Þ AND Y2 ¼ AVRGðy2Þ AND …
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Using this model, one may construct hypotheses that generating and accounting
systems. Such system contains the rules:

IF <conditionj> THEN X ¼ ~Aj CONFIDENCE cf j

Here, “X ¼ ~Aj” is a hypothesis that the object X takes the value ~Aj. Using some
preliminary information, this system generates elements X ¼ ð~Aj;RjÞ, where Rj is a
truth degree of jth rule. In order to account the hypothesis (i.e., to estimate the truth
degree that X takes the value ~Aj), the recurrent Bayes-Shortliffe formula, general-
ized for the case of fuzzy hypotheses, is used [2]:

P0 ¼ 0

Pj ¼ Pj�1 þ cf jPossð~A0=~AÞ 1� Pj�1

100

� �

This formula is realized as a built-in function BS:

IF END THEN P ¼ BSðX; ~A0Þ:

4 Modeling of Decision Maker by Using
Possibility–Probability-Based Method

Let us describe the model taking into account the private characteristic features of a
decision maker by using the following rules:

Rule 1

IF altruism level of decision maker is about 45 and emotion level of decision maker
about 40,
THEN personal quality of decision maker (Di) is about 35 and CF is 90.

Rule 2

IF altruism level of decision maker is about 45 and emotion level of decision maker
about 60,
THEN personal quality of decision maker (Di) is about 45 and CF is 55.
…

Rule 15

IF altruism level of decision maker is about 65 and emotion level of decision maker
about 20,
THEN personal quality of decision maker (Di) is about 75 and CF is 60.
It is required to determine the output of the following rule:
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IF emotion level of decision maker is about 65 and altruism level of decision maker
about 60,
THEN personal quality of decision maker (Di) is equal.

Where the values of linguistic variable are trapezoidal fuzzy numbers. For example,

4~5 ¼

x�30
12 ; 30� x� 42

1; 42� x� 48

50�x
2 ; 48� x� 50

0; otherwise

8>>>>><
>>>>>:

6~0 ¼

x�50
5 ; 50� x� 55

1; 55� x� 65

70�x
5 ; 65� x� 70

0; otherwise

8>>>>><
>>>>>:

7~5 ¼

x�50
15 ; 50� x� 65

1; 65� x� 80

85�x
5 ; 80� x� 85

0; otherwise

8>>>>><
>>>>>:

The above-described model is realized by using the ESPLAN expert system
shell, and different tests are performed (see Fig. 1.)

For decision making in the given problem provided current characteristic fea-
tures of decision maker, i.e., the level of altruism and emotion, it is possible to
calculate personal quality on the basis of the given fuzzy IF-THEN rule. In order to
verify the sensitivity of the model, the personal quality of decision maker has been
investigated under change of level of altruism and emotion.

5 Modeling of Decision Maker on the Basis of Fuzzy
and Dempster–Shafer Theory

Now, we consider the modeling on the basis of Dempster–Shafer theory. Human
behavioral modeling requires an ability to represent and manipulate imprecise
cognitive concepts. It also needs to include the uncertainty and unpredictability of
human action [18]. Human behavioral modeling requires an ability to formally
represent sophisticated cognitive concepts that are often at best described in
imprecise linguistic terms. Fuzzy sets provide a powerful tool for enabling the
semantical modeling of these imprecise concepts within computer-based systems
[19]. With the aid of a fuzzy set, we can formally represent sophisticated imprecise
linguistic concepts in a manner that allows for the types of computational manip-
ulation needed for reasoning in behavioral models based on human cognition and
conceptualization.
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Now, we consider a DM behavioral modeling using fuzzy and Dempster–Shafer
theories suggested in [18].

The Dempster–Shafer approach fits nicely into the fuzzy logic since both
techniques use sets as their primary data structure and are important components of
the emerging field of granular computing. In [18], the behavioral model is repre-
sented by partitioning the input space. We can represent relationship between input
and output variables by a collection of n “IF-THEN” rules of the form:

If X1 is ~Ai1 and X2 is ~Ai2, … and Xr is ~Air , then Y is Di

Fig. 1 Fragment of computer simulation
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Here, each ~Aij typically indicates a linguistic term corresponding to a value of its
associated variable; furthermore, each ~Aij is formally represented as a fuzzy subset
defined over the domain of the associated variable Xj. Similarly, ~Di is a value
associated with the consequent variable Y that is formally defined as a fuzzy subset
of the domain of Y. To find the output of a DM described by above-mentioned rule,
Mamdani inference method is used.

We consider the consequent to be a fuzzy Dempster–Shafer granule. Thus, we
shall now consider the output of each rule to be of the form Y is mi where mi is a
belief structure with focal elements ~Dij which are fuzzy subsets of the universe
Y and associated weights mi (~Dij). Thus, a typical rule is now of the form.

If X1 is ~Ai1 and X2 is ~Ai2, … and Xr is ~Air, then Y is mi().

Using a belief structure to model, the consequent of a rule is essentially saying
that mi (~Dij) is the probability that the output of the ith rule lies in the set ~Dij. So
rather than being certain as to the output set of a rule, we have some randomness in
the rule. We note that with mið~DijÞ ¼ 1 for some ~Dij.

Let us describe the reasoning process in this situation with belief structure
consequents. Assume that the inputs to the system are the values for the antecedent
variables, Xj ¼ xj. For each rule, we obtain the firing level, si ¼ Min½AijðxjÞ�.

The output of each rule is a belief structure m̂i ¼ si ^ m.
The focal elements of m̂i are ~Fij, a fuzzy subset of Ywhere FijðyÞ ¼ Min½si;DijðyÞ�,

where ~Dij is a focal element of mi. The weights associated with these new focal
elements are simply m̂ið~FijÞ ¼ m̂ið~DijÞ. The overall output of the systemm is obtained

by taking a union of the individual rule outputs: m ¼ Sn
i¼1

m̂i.

For every a collection h~F1j1 ; . . .; ~Fnj1i where ~Fij1 is a focal element of mi, we
obtain a focal element of m, ~E ¼ S

i

~Fij1 , and the associated weight is as follows:

mð~EÞ ¼
Yn
i¼1

m̂ið~Fij1Þ:

As a result of this third step, it obtained a fuzzy D–S belief structure V and m as
output of the agent. We denote the focal elements of m as the fuzzy subsets
~Ej; j ¼ 1 to q, with weights mð~EjÞ.

Let us describe the model taking into account the characteristic features of DM.
DM’s behavioral model can be described as follows[19]:

Rule 1 IF trust level of a DM is about 76 and altruism level of a DM about 45,
THEN personal quality of a DM (V) is m1.

Rule 2 IF trust level of a DM is about 35 and altruism level of a DM about 77,
THEN personal quality of a DM (V) is m2.

Let us determine the output (personal quality of a DM).
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If trust level of a DM is about 70 and altruism level of a DM is about 70: m1 has
focal elements ~D11 ¼ 4~6 with mð~D11Þ ¼ 0:7 and ~D12 ¼ 4~8 with mð~D11Þ ¼ 0:3
m2 has focal elements ~D21 ¼ 7~6 with mð~D21Þ ¼ 0:2 and ~D22 ¼ ~81 with
mð~D22Þ ¼ 0:8

The values of linguistic variables are trapezoidal fuzzy numbers:

4~6 ¼

x�40
6 ; 40� x� 46

1; x ¼ 46
65�x
19 ; 46� x� 65

0; otherwise

8>>><
>>>:

4~8 ¼

x�40
8 ; 40� x� 48

1; x ¼ 48
65�x
17 ; 48� x� 65

0; otherwise

8>>><
>>>:

7~6 ¼

x�61
15 ; 61� x� 76

1; x ¼ 76
95�x
19 ; 76� x� 95

0; otherwise

8>>><
>>>:

8~1 ¼

x�61
20 ; 61� x� 81

1; x ¼ 81
95�x
14 ; 81� x� 95

0; otherwise

8>>><
>>>:

Let us calculate the belief values for each rule. By using [18] in this example, the
empty set takes the value 0.09. But in accordance with Dempster–Shafer theory,
m value of the empty set should be zero. In order to achieve this, m values of the
focal elements should be normalized and m value of the empty set made equal to
zero. The normalization process is as follows:

1. Determine T ¼ P
Ai \Bi¼£

m1ð~AiÞ � m2ð~BiÞ

2. For all ~Ai \ ~Bi ¼ £ weights

mð~EkÞ ¼ 1
1� T

m1ð~AiÞ � m2ð~BjÞ

3. For all ~Ek ¼ £ sets mð~EkÞ ¼ 0

In accordance with the procedures described above:

m3 ¼ ðf4~6gÞ ¼ 0:230769;

m3 ¼ ðf4~6; ygÞ ¼ 0:384615;

Belðf4~6; ygÞ ¼ 0:615385:

For the second rule, Belðf7~6; ygÞ ¼ 0:753425. Firing level of the ith rule is equal
to the minimum among all degrees of membership of a system input to antecedent

fuzzy sets of this rule: si ¼ min
n

j¼1
max
Xj

ðA0ðxjÞ ^ AijðxjÞÞ
� �

. The firing levels of each
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rule are s1 ¼ 0:26 and s2 ¼ 0:28: The defuzzified values of focal elements obtained
by using the center of gravity method are the following:

Defuzð~E1Þ ¼ �y1 ¼ 61:56;

Defuzð~E2Þ ¼ �y2 ¼ 64:15;

Defuzð~E3Þ ¼ �y3 ¼ 62:52;

Defuzð~E4Þ ¼ �y4 ¼ 65:11:

The defuzzified value of m is �y ¼ 63:92.
By using the data described above, we arrive at the following Dempster–Shafer

structure.
IF trust level of a DM is about 70 and altruism level of a DM about 70 THEN,

personal quality of a DM (V) is equal to 63.92.

6 Conclusion

In this paper, the decision-maker behavioral modeling under imperfect information
or second-order uncertainty is proposed. By using Delphi method, psychological
determinants of a decision maker were determined. The described models are
realized by using the expert system shell, and the language of technical computing
MATLAB and different tests are performed. The obtained results proved the
validity of the suggested approach.

Acknowledgment I would like to thank Professor R. Yager and Professor R. Aliyev in provision
of useful advice in implementation of this research work.
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Expert Knowledge Base in Integrated
Maintenance Models for Engineering
Plants

Ajit K. Verma, A. Srividya, P.G. Ramesh, Ashok Deshpande
and Rehan Sadiq

Abstract Maintenance of large engineering systems is a complex requirement.
Experience shows that a combination of both time- and condition-based maintenance is
required to be optimally planned for such systems. Further, such a plan is required to be
put in place even as the systems are being designed and installed so that the benefits of
maintenance are maximized. While it is possible to use historical data for reliability and
maintenance models, considerable amount of knowledge available as domain expertise
needs to be tapped, to effectively model and plan maintenance strategies. In this paper,
a framework for integration of time- and condition-based maintenance is presented and
areas where domain expertise can be harnessed have been highlighted. Fuzzy logic has
been shown as a useful tool in this framework to elicit expert information. A case study
has been discussed to demonstrate the utility of expert information in modeling and
planning scheduled preventive maintenance aspect for a ship’s machinery platform.
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1 Introduction

Engineering systems today are required to perform in competitive environments where
functional failures can be extremely expensive, not only in terms of repairing or
replacing failed components but also due to lost opportunities and customer goodwill.
Failures can also adversely impact safety of life such as in the cases of nuclear and
chemical plants, aircraft, and other mass transport systems. While failure prevention is
generally addressed through reliability programs and by proactive and periodic
maintenance, it is common knowledge that not all failures are age-related.
Considerable numbers of failures in large engineering systems are due to random
causes and physical, functional, and stochastic interdependencies between various
constituents of the systems. Management of such failures would essentially involve
early detection of onset of failures of subsystems and assemblies so that the systems
can be safely taken out of operation and preventive maintenance undertaken. Such
advance failure detection is also expected to provide adequate lead time for mainte-
nance managers to mobilize required maintenance logistics and undertake mainte-
nance at an opportune time with minimal impact on system operation.

Needless to say that there is an increasing trend among industries to provide
equipment and systems which enable strategies for monitoring health of machinery in
large maintenance of large engineering systems such as power plants, process plants,
ships, and aircraft is a complex activity that has large stakes in terms of life cycle cost,
availability, reliability, and safety. A number of stochastic models for time-based
maintenance (TBM) of such repairable systems have been proposed in the literature
[1–4]. The models are essentially based on lifetime distributions and optimization tools
with recommendations in favor of modeling and analysis as key approaches for
supporting maintenance decision makers [5, 6]. With the advancement in sensor
technologies and greater understanding of failure prognosis, condition-based mainte-
nance (CBM) and predictive maintenance (PrM) strategies began to gain ground.
Several studies have focused on diverse aspects of the strategy such as sensor tech-
nologies, condition-monitoring systems, tools/techniques, inspection intervals, diag-
nosis, and prognosis [7–12]. Predictive information has been used for scheduling
maintenance dynamically for multicomponent systems, also suggesting a combination
of time- and condition-based maintenance strategies [13].

Comparisons between the two strategies—TBM and CBM—have been studied by
several authors. One of the recent studies has been that by Ahmad and Kamaruddin
[14]. The authors have suggested CBM to be more realistic than TBM since most
failure mechanisms do provide indications or telltale signs of impending failures.
Also TBM data analysis/modeling is required to follow several statistical rules and
assumptions which reduce realism in their solutions. Although advantages of CBM are
widely recognized, it can be seen that there have not been many studies that have
critically examined the practical impact or advantages of CBM actually realized by
industries. A few studies have highlighted the need for greater application of prog-
nostics, condition-monitoring procedures, and use of domain-related knowledge [15].
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In both TBM and CBM models, a large part of the information required for
modeling and solution methods are traceable to domain experts. Considerable work
has been done in the field of expert elicitation. Two of the recent works pertain to
formal knowledge modeling of multiple experts as decision support [16] and
involvement of a number of experts in the elicitation of uncertain parameters with
an application of Dempster–Shafer theory of evidence [17]. Fuzzy logic has been
observed to be a useful tool in uncertainty management in the area of maintenance,
particularly with respect to selection, planning of maintenance strategies, and
multicriteria maintenance decision making [18–20]. Specific issues such as optimal
action required in responding to asset condition using accumulated knowledge base
with the help of fuzzy-based decision support models have been proposed [21]. One
of the important issues that have not been adequately addressed in the literature is
the formulation of comprehensive maintenance strategies integrating TBM and
CBM for large engineering systems at the design and development stages and the
effective use of expert knowledge base for the same. In this paper, a framework for
maintenance integrating TBM and CBM has been proposed. Some of the areas
where expert knowledge could be used through fuzzy rule base in the absence of
crisp data have been highlighted. A typical modeling approach and a case study to
demonstrate the application of the proposed methodology have been also presented.

2 Integrated Maintenance

Condition-based or predictive maintenance tools and techniques are gaining favor
among maintenance personnel in general. However, maintenance undertaken based on
equipment health or condition alone is likely to lead to frequent interruptions in the
operations of large and complex engineering systems. Maintenance actions are
time-consuming; they require elaborate logistic preparations and mobilization of
maintenance personnel including those for support functions such as material han-
dling, quality assurance, and record keeping. Further, most large-scale maintenance
actions in such plants are related to deterioration like wear of moving components,
expiry of life of components such as bearings, sealing devices, and gaskets, and
general loss of material due to corrosion and erosion. All these processes of deteri-
oration are age-related and can, with fair amount of precision, be predicted by mod-
eling, historical data, or domain experience. Therefore, in the opinion of the authors,
time-based maintenance as per a predetermined maintenance cum operations schedule
is worthy of consideration as a justifiable basic maintenance strategy for such plants.
Maintenance intervals, however, need to be optimized so that maintenance jobs are
undertaken as concurrently as feasible for all components or modules of large engi-
neering systems, thereby reducing the total downtime for maintenance [22].

At the same time, it is essential to note that likelihood of occurrence of random
or hidden failures cannot be ruled out completely despite having a scheduled
maintenance strategy in place. In order to meet such eventualities and to ensure that
the availability of plants is enhanced during the time that the plant is in operation,
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appropriate condition-monitoring strategies are required to be used. Such
condition-monitoring facilities will have to be capable of detecting random defects
as well as incipient failures that can grow into large-scale failures. Additionally,
prognostic features in the facilities will need to be capable of evaluating telltale
signs and predicting times to failure so that necessary preventive or, more aptly,
predictive maintenance can be conjoined with schedule preventive maintenance.
However, in the case of random defects, concerned equipment should be taken up
for maintenance without leading to major plant-level breakdown and the selected
condition-monitoring facility should be able to support such a requirement.

Some of the key factors that can ensure the success of an integrated maintenance
system are optimal scheduling of time-based maintenance and selection or design of
suitable condition-monitoring facility for detecting and predicting incipient failures.

3 Expert Knowledge Base

In order to plan an optimized operations maintenance cycle and design an appro-
priate condition-monitoring system, research work including all ground realities
needs to be undertaken. An important ingredient in the above research would
necessarily be contributions from domain experts including a cross section of
management personnel, designers, operations personnel, maintenance engineers,
logisticians, and experienced workmen and their supervisors.

It is a common observation in the field of maintenance that such expert knowledge
base is widely available, albeit mostly in the form of collective and subjective expe-
rience of personnel involved in maintenance operations. Elicitation of such information
and incorporation of the same in maintenance decision models and frameworks is a
challenge that needs to be addressed to enable formulation of realistic, cost-effective,
and reliability-based maintenance strategies. The use of fuzzy rule-based expert
knowledge elicitation is one of the techniques that can meaningfully use domain
expertise in optimizing an integrated framework for both time- and condition-based
maintenance strategies and techniques.

Maintenance decision making follows a sequence of activities. The literature
outlines these activities under certain phases of decision process: intelligent phase,
design phase, and choice phase [23]. In general, maintenance decision making can
be divided into the following five phases as shown in Fig. 1.

• Problem identification and definition
• Modeling
• Generation of alternate solutions
• Choice of solution
• Implementation

Maintenance problem identification and definition. To identify a maintenance
problem, the gap between the desired state of the system and its current state has to
be recognized with a consensus among all decision makers. There will be a need to
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understand the ‘on-ground’ situation in terms of system health, both desired and
actual, adequate collection of life and maintenance data and awareness of organi-
zational constraints. These inputs are to be gathered from the domain experts. The
inclusiveness and comprehensiveness of these inputs cannot be overemphasized.
Further, these inputs will have to be measurable or quantifiable, in quantitative or
qualitative or fuzzy terms.

Maintenance modeling. Modeling should be the core phase of a systematic
maintenance decision-making process. A maintenance decision maker is concerned
with selecting and planning a course of action for the maintenance of an engi-
neering system. Models consist of variables and parametric constants in the
selection of which often there will be a need for contribution from experts.

Generations of alternative maintenance solutions. Decision making implies
selecting the best possible alternative. Therefore, there is a need to generate several
alternative solutions. A suitable optimization strategy must be chosen for this and
preferences of various stakeholders elicited.

Choice of maintenance solutions. The choice is to be made on the basis of the
weightage to be accorded for the various objectives in the prevailing overall
organizational scenario. The chosen solution is also required to be validated.

Implementation of the chosen maintenance solution. The validated solution is
applied to the maintenance situation. For continuous improvement to be possible in
the process of decision making, the outcome of application of the solution is
necessary to be monitored and the necessary corrections are to be fed back at
appropriate phases of decision making.

Fig. 1 Sequence of activities in maintenance decision making
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As shown in Fig. 1, domain experts can play an important role in the
decision-making process.

4 Proposed Integrated Maintenance Framework

A framework proposed to include both TBM and CBM as an integrated mainte-
nance strategy is shown in Fig. 2. TBM and CBM are being proposed to be con-
currently undertaken for large engineering systems, and hence, there are two
parallel paths shown in the figure. The various stages indicated in the framework are
also explained in this section.

Step 1: The engineering system is to be divided into subsystems and individual
equipment. The subdivision is then to be grouped into sets of modules called
higher modular assemblies (HMAs). Components of eachHMAhave certain
commonality with respect to functionality and maintainability.

A: CBPM

Step 2A: Identify the hierarchical layout of the HMA—subsystem, sub-
subsystem, assembly, subassembly, and component levels.

Step 3A: Undertake fault tree analysis (FTA) for each HMA at
suitable levels in the hierarchy.

Step 4A: Based on the faults expected to occur at identified locations,
select suitable sensors and signal processing devices to pick up
signals appropriately corresponding to the equipment condition.

Step 5A: Estimate predictability and prognostic ability of the
condition-monitoring strategies selected in the previous
step through expert elicitation and fuzzy inference systems.
In doing so, the capabilities available locally with the LES
as well as those available remotely for exploitation through
e-maintenance framework are to be taken into account.

Step 6A: Collect statistical data pertaining to failure, repair, cost of
CBPM, and logistic lead times.

Step 7A: Formulate mathematical expressions for maintenance
objectives (as functions of the decision variables) for the
optimization problem.

Step 8A: Execute the multiobjective optimization problem (MOOP)
using genetic algorithms.

Step 9A: Select the optimum solution from the set of Pareto-optimal
solutions keeping in view the trade-off between the com-
peting objectives. Study of the sensitivities of decision
variables will aid in the selection of the optimum solution.

Step 10A: Plan the condition-monitoring strategies corresponding to
the selected solution.
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B: TBPM

Step 2B: Estimate the reliability available and required for each of the
HMAs, the acceptable cost of TBPM, and manufacturers’ rec-
ommendations regarding maintenance intervals.

Step 3B: Assessment of maintenance facilities available for the LES
locally as well as those that can be accessed from remote
locations.

Step 4B: Collect and process data pertaining to failures, repairs, and cost
of TBPM.

Step 5B: Collect expert inputs to the model through fuzzy fault tree
analysis.

Step 6B: Formulate mathematical expressions for maintenance objectives
(as functions of the decision variables) for the optimization
problem.

Step 7B: Execute the multiobjective optimization problem (MOOP) using
genetic algorithms.

Step 8B: Select the optimum solution from the set of Pareto-optimal
solutions keeping in view the trade-off between the competing
objectives. Study of the sensitivities of decision variables will aid
in the selection of the optimum solution.

Step 9B: Formulate operation-cum-maintenance cycle for the given period
of time and TBPM infrastructure based on the selected solution.

5 The Model

In the framework proposed in the previous section, maintenance decision models are
aimed at optimizing time- and condition-based maintenance decisions that are
required to bemade a priori for a large engineering system. This activity would be part
of the design and system integration phase in the life cycle of the plant. The following
are some of the inputs that would be necessary to be obtained from experts:

• Chances of a maintenance or repair activity being completed in a specified time.
• Labor-related issues affecting maintenance.
• Spares-related issues affecting maintenance.
• Chances that a CM strategy is capable of detecting the onset of a failure.
• Chances that the CM strategy is capable of predicting the time to failure.
• Chances that the CM strategy is capable of diagnosing the cause of a defect.

Expert knowledge elicitation in connection with condition-based maintenance
has been discussed elsewhere [24]. In this section, it is proposed to highlight a
model for scheduled (time-based) preventive maintenance and indicate how expert
knowledge pertaining to one of the parameters can be incorporated in the model.
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The following two objectives are considered in the model [22]:-

Objective 1: Non-concurrence of Maintenance Periods (NC). The sum of the
absolute difference between starting times of maintenance periods
and the absolute difference between completion times of mainte-
nance periods of all HMAs can be considered as a measure of
non-concurrence of maintenance periods.

Let
ti = Starting times of the first preventive maintenance of HMA,

i, (i = 1,..p,..h)
Ti = Completion time of the preventive maintenance of HMA,

i, (i = 1,..p,..h)
Wi = Number of labor-days for completion of maintenance of

HMA, i,
Pi = Probability of timely completion of the maintenance of HMA,

i, due to logistic delay, and mi = number of personnel
employed for maintenance of HMA, i

Therefore, the non-concurrence of maintenance periods is given by

NC ¼
Xh�1

i¼1

Xh
p¼iþ 1

jðti � tpÞj þ ti þ Wi

Pimi

� �
� tp þ Wp

Ppmp

� �����
����

� �
ð1Þ

Objective 2: Unreliability (UR). While different unreliability models can be used
for the purpose of optimization, a simple expression for unreliability
is used for the present model. In the subject case, every HMA con-
sists of several modules, which in turn have multiple components.
During the time horizon, deterioration is assumed to be negligible
and preventive maintenance is expected to restore the HMAs to as
good as new condition. Therefore, it is assumed that exponential
distributions are suitable to describe the failure rate for all the HMAs,
of course, with different hazard rates. As mentioned earlier, all
HMAs are required to be operational for the operational state of the
plant (series configuration). Thus, we have unreliability given by:

UR ¼ 1�
Yh
i¼1

RiðtiÞ ð2Þ

Constraint Function. It is possible that several constraints limit the feasible
space in the above multiobjective optimization problem owing to the restraining
requirements of various stakeholders of the system as far as the objectives are
concerned. One of the constraints can be that of the maximum number of personnel
available for maintenance, N. The constraint function is given by
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Xh
i¼1

mi �N ð3Þ

The probability of timely completion of maintenance is a parameter that is not
available in crisp form as part of any measured data. The parameter is estimated
based on expert information using suitable fuzzy inference systems (FISs) as shown
in Fig. 3.

The evaluation after fault tree analysis follows the following steps:-

(a) Step 1: Analyze expert opinion and form relationship matrix.
(b) Step 2: Form membership functions and fuzzy rules.
(c) Step 3: Evaluate the FIS.
(d) Step 4: Evaluate the top event probability.

Fig. 3 Fuzzy fault tree for non-completion of maintenance job within specified time
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6 Case Study

Maintenance for a 32,700 tonne small cruise ship’s machinery modules needs to be
preventively maintained and a suitable schedule prepared. The following modules
of the ship are considered for the maintenance planning:-

• Propulsion diesel engine (PDE)
• Diesel generator (DG)
• Air-conditioning plant (AC)
• Fire main system (FMS)

The following are some of the important data collected:
Typically, the FIS for the top event in the fuzzy fault tree, that is, ‘probability of

non-completion of maintenance’ is depicted in Fig. 4. The fuzzy relationship matrix
bringing out the rule base is shown in Table 1.

Thus, the combined influence of labor issues, material constraints, and cir-
cumstantial issues on non-completion of maintenance jobs in respect of propulsion
diesel engine module is 0.3442. The probability of completion of maintenance jobs
for propulsion module is 1 − 0.3442 = 0.6558 as indicated in Table 2. Likewise,
the probabilities for the lower branches in the fault tree can be estimated.

The above data were applied in the model mentioned in the previous section.
Both the objectives were simultaneously optimized in using NSGA II
(non-dominated sorting genetic algorithm) [25].

Fig. 4 FIS for non-completion of maintenance job

Table 1 Important data for TBM model

Data PDE DG AC FMS

Weibull–Poisson process
parameters β λ

1.78
1.99 × 10−5

1.998
6.7 × 10−6

1.85
1.42 × 10−5

1.55
1.95 × 10−4

Man-days for maintenance 9 6 4 3

Probability of timely
completion of maintenance
(obtained from expert
elicitation)

0.6558 0.5945 0.5556 0.6357
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7 Results and Discussion

The relationship between non-concurrence of maintenance periods and reliability
obtained as a result of the optimization is shown in Fig. 5.

It may be noticed that there are multiple solutions as represented by the
Pareto-optimal front. Each point in the front represents a trade-off solution. As the
non-concurrence of maintenance periods reduces (maintenance actions for all
HMAs are undertaken more concurrently), there is a reduction in system reliability.
In the case where non-concurrence of maintenance actions is high, maintenance is
expected to be carried out at intervals most suitable for each of the HMAs, from

Table 2 Relationship matrix for non-completion of maintenance jobs

Labor
issues

Material
constraints

Circumstantial
issues

Non-completion of
maintenance job

Influence
factor

Low Low Low Low 0.15

Low Low Medium Low 0.2

Low Medium High Medium 0.4

Low Medium Low Medium 0.6

Medium High Medium Medium 0.6

Medium High High High 0.8

Medium Low Low Low 0.8

Medium Low Medium Medium 0.6

High Medium High High 0.7

High Medium Low Medium 0.6

High High Medium High 0.8

High High High High 0.9
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Fig. 5 Non-concurrence of maintenance periods and system reliability
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reliability point of view. Hence, the reliability of the system as a whole is also high
as seen from the above results. This would, however, result in frequent interven-
tions for maintenance. On the other hand, a low value of non-concurrence of
maintenance means that maintenance actions are clubbed, often at the cost of
reliability, and hence, there is a drop in reliability with decrease in non-concurrence
of maintenance. Two candidate solutions are shown in Table 3.

8 Decision Making

Maintenance decision makers may select that solution which would be appropriate
in accordance with the management priorities. For instance, comparing candidate
solutions 1 and 2, it can be seen that the former can provide a higher reliability of
0.785 as against the letter where the reliability is lower at 0.78. However, in the
former case, the downtime for maintenance is 5 days as against 3 days for the latter.
For reliabilities over 0.8, non-concurrence of maintenance is quite high, indicating a
situation where frequent interruptions would be encountered. For instance, a
maintenance planner for a warship would desire a high level of reliability and hence
would accept more frequent interruptions for maintenance. The interruptions in
operation could be, if necessary, offset by increasing equipment redundancy. It may
be observed that in this present case, differences in the reliability values are not very
significant. The range or the extent to which one objective would vary with respect
to the other will depend on the inherent reliability and other model parameters of
the HMAs.

9 Conclusion

Maintenance of large engineering systems would require frameworks that integrate
both TBM and CBM. Such a combined framework should be implemented and
maintenance decisions need to be carried out at the design and development stage of

Table 3 Comparison of two candidate solutions

Candidate solution 1 2

Module Reliability = 0.785 Reliability = 0.78

Start time End time Start time End time

PDE 66 70 69 71

DG 66 70 68 70

AC 67 69 69 71

FMS 70 71 70 71

Downtime for PM 5 3
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an engineering plant. This would aid in optimizing the benefits to be accrued from
maintenance. However, under such conditions, historical data available for esti-
mating various parametric values would be limited. This limitation could, to a
considerable extent, be overcome by exploiting expert knowledge base in the
domain. One of the useful approaches for elicitation of expert knowledge is through
fuzzy logic tools and techniques. One such framework as mentioned above has been
presented in this paper. A modeling approach and a case study to demonstrate the
proposed idea have also been presented. It can be seen that integration of TBM and
CBM, also including the aid of fuzzy logic-based elicitation of expert knowledge
base, is a very promising strategy for informed maintenance decision making in the
context of large engineering systems. Such decision making will enable the for-
mulation of cost-effective maintenance plans right at the inception of the engi-
neering systems.
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