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Preface

This volume is a selected collection of papers presented and discussed at the
International Conference “Advanced Computing for Innovation (AComIn 2015)”.
The papers report innovative approaches and solutions in hot topics of computa-
tional intelligence—advanced computing, language and semantic technologies,
signal and image processing, as well as optimisation and intelligent control.

Advanced Computing is presented by five papers. The work of I. Dimov and
V. Todorov is related to efficient methods and tools for analysis of reliability of
large-scale models. The authors present an error analysis of an almost optimal
Monte Carlo algorithm based on balancing the systematic and stochastic error. This
contribution to the solution of hard computational problems is relevant to envi-
ronmental sciences and computational physics. Three other papers concern
high-performance computing in engineering and environmental problems.
S. Stoykov and S. Margenov propose and analyse some numerical methods for
computing nonlinear frequency-response curves of plates with complex geometries.
They show that parametric study on the dynamics of complex structures can be
carried out deploying appropriate parallel implementation. K. Liolios et al. describe
a numerical simulation of biochemical oxygen demand removal in Horizontal
Subsurface Flow Constructed Wetlands (HSF CW). The simulated experimental
data is obtained from five pilot-scale HSF CW units. A. Liolios et al. present an
approach that can be effectively used for numerical investigation the seismic
inelastic behaviour of cultural heritage industrial buildings of reinforced concrete
strengthened by cable elements and subjected to multiple earthquakes. The authors
propose an approach for selecting the optimal cable-bracing scheme by using
computed damage indices. The paper of J. Kohler et al. is related to application of
cloud computing for processing Big Data. The authors propose an original query
rewriting approach that parallelises queries and joins in an order that has been
implemented and tested for performance gains. The approach can be used for
improving data security and privacy, especially in public cloud computing
environments.
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Five papers present innovative approaches in the areas of Language, Semantic
and Content Technologies. The paper of V. Cantoni et al. is focused on digital
preservation of cultural heritage for research and education. It describes an
innovative use of interactive digital technologies in cultural heritage presentation
practices exemplified by multimodal interaction modalities developed for the
Exhibition “1525–2015. Pavia, the Battle, the Future. Nothing was the same
again”—a satellite event of the Universal Exposition Expo 2015 in Milan. Two
papers are devoted to application of data mining methods for analysing Big and
Educational Data. S. Boytcheva et al. present a novel cascade data mining
approach for frequent pattern mining, sequence mining and periodical events
mining applied to discovery of complex temporal relationships between disorders
and their treatment. An evaluation of the approach on real data is provided.
I. Nikolova et al. describe application of educational data mining to a real educa-
tional web portal—UCHA.SE with the goal to improve the quality of the educa-
tional services provided by the site and its revenue generation. The extracted
predictive rules are used to make recommendations to the UCHA.SE development
team. Two other papers are related to advanced methods and tools for processing of
textual and semantic data. O. Kanishcheva and G. Angelova present an original
integrated approach for word sense disambiguation of image tags that can be
applied for improving machine translation of tags or image similarity measurement.
K. Simov et al. describe an approach for the enrichment of word sense disam-
biguation knowledge bases with data-driven relations from a gold standard corpus
(annotated with word senses, valency information, syntactic analyses, etc.). The
paper is focused on Bulgarian and English as use cases, but the approach is scalable
to other languages as well.

Signal and Image Processing issues are discussed in eight papers. The work of A.
Nikolov et al. is related to advanced methods for biometric analysis. The authors
describe a novel multimodal ear database characterised by different types of ear
representation, either 2D or 3D, depending on the device used for data acquisition.
The database can be used as a benchmark to test different pattern recognition methods
on a set of images captured in known conditions, and to highlight the strengths and
the weaknesses of each approach in terms of recognition accuracy and robustness.
Several problems of smart multi-sensor signal and image processing are treated in
the following six papers. S. Ilchev and Z. Ilcheva propose a modular digital water-
marking service coupled with steganalysis suitable both for commercial and non
commercial users. The service acts as intermediary facilitating the payment flow for
commercial uses and is able to gather and provide statistics about image distribution
and popularity. S. Harizanov investigates several techniques for restoring images
corrupted by a non-invertible or ill-conditioned linear transformations and Poisson
noise. These techniques are based on image domain decomposition and give rise to
multi-constraint optimisation problems. D. Karastoyanov et al. present a new type of
graphical Braille screen containing a matrix with linear electromagnetic micro drives
and non-magnetic needles, passing through the axes of the electromagnets.
P. Koprinkova-Hristova et al. discuss an application of a recently developed smart
approach for feature extraction from multi-dimensional data sets using Echo state
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networks to the focalised spectra obtained from multi-sensor measurements of an
acoustic camera. The aim of the study is development of a remote diagnostic system
for prediction of bearing wearing out. V. Kudriashov proposes new detection rules for
multistatic reception of non-stationary random Wiener acoustic signals. The rules are
suitable for such applications as monitoring aircraft engine noise at landing/take off,
and testing of a car engine. I. Chirka suggests two novel techniques for the inter-
polation of acoustic fields generated by a single acoustic source based on sinewave
model and instantaneous phase measurement, and generation of virtual microphones.
The approaches allow improving the accuracy of source localisation avoiding the
necessity of using expensive equipment. Some speech analysis problems are con-
sidered in the paper of P. Mitankin and S. Mihov, who propose an original algorithm
to be integrated in the decoding stage of the speech recognition pipeline.
The innovative aspect is the implicit generation of a much larger set of decoding
candidates than the state-of-the-art N-best approach.

Three papers present innovative results in the areas of Optimisation and
Intelligent Control of Traffic. S. Fidanova proposes a model of the passenger flow
suitable for analysing existing public transportation systems. The task is defined as a
multi-objective optimisation problem that can be solved by an ant colony optimi-
sation algorithm. T. Stoilov et al. introduce an innovative idea for the formal
description of the urban traffic control based on a bi-level model. Such an approach
gives the potential for increasing the space of the control allowing simultaneously
the minimisation of the waiting vehicles and maximisation of the traffic flows.
A. Balabanov proposes an original algorithm based on fast finding of solutions of
Riccati equations for synthesis of a steady-state Kalman estimator, which can be
used for online applications such as estimations of the real traffic intensity.

We would like to thank the members of the ACOMIN 2015 Programme
Committee, who reviewed the submissions thoroughly and fairly, and the AComIn
project (Advanced Computing for Innovation, FP7 Capacity grant 316087) for the
generous support provided to the ACOMIN 2015 conference.

February 2016 Svetozar Margenov
Galia Angelova
Gennady Agre
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Error Analysis of Biased Stochastic
Algorithms for the Second Kind
Fredholm Integral Equation

Ivan Dimov and Venelin Todorov

Abstract In this work error analysis of biased stochastic algorithms for the second
kind of Fredholm integral equation is considered. There are unbiased and biased
stochastic algorithms, but the latter algorithms are more interesting, because there
are two errors in there solutions—stochastic and systematic errors. An almost
optimal Monte Carlo algorithm for integral equations in a combination with the idea
of balancing of both systematic and stochastic errors is analysed. An optimal ratio
between the number of realizations of the random variable and the number of
iterations in the algorithm is studied. We considered two examples of integral
equations that are widely used in computational physics and environmental sci-
ences. We have shown that the almost optimal Monte Carlo algorithm based on
balancing of the errors gives excellent results.

Keywords Almost optimal Monte Carlo algorithm � Balancing of errors � Monte
Carlo methods in computational physics and environmental sciences

1 Introduction

The Monte Carlo method is a widely used tool in many fields of science. It is well
known that Monte Carlo methods give statistical estimates for the functional of the
solution by performing random sampling of a certain random variable whose
mathematical expectation is the desired functional [3].

Monte Carlo methods are methods of approximation of the solution to problems
of computational mathematics, by using random processes for each such problem,
with the parameters of the process equal to the solution of the problem. The method
can guarantee that the error of Monte Carlo approximation is smaller than a given

I. Dimov (&) � V. Todorov
IICT, Bulgarian Academy of Sciences, Acad. G. Bonchev 25 A, 1113 Sofia, Bulgaria
e-mail: ivdimov@bas.bg

V. Todorov
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value with a certain probability [15]. Monte Carlo methods always produce an
approximation to the solution of the problem or to some functional of the solution,
but one can control the accuracy in terms of the probability error [8].

An important advantage of the Monte Carlo methods is that they are suitable for
solving multi-dimensional problems, since the computational complexity increases
polynomially, but not exponentially with the dimensionality. Another advantage of
the method is that it allows to compute directly functionals of the solution with the
same complexity as to determine the solution. In such a way this class of methods
can be considered as a good candidate for treating innovative problems related to
modern areas in quantum physics.

The simulation of innovative engineering solutions that may be treated as can-
didates for quantum computers need reliable fast Monte Carlo methods for solving
the discrete version of the Wigner equation [10, 11, 14]. High quality algorithms are
needed to treat complex, time-dependent and fully quantum problems in
nano-physics and nano-engineering. These methods use estimates of functionals
defined on discrete Markov chains defined on properly chosen subspaces.

In order to be able to analyze the quality of biased algorithms we need to
introduce several definitions related to probability error, discrete Markov chains and
algorithmic computational cost.

Definition 1 If J is the exact solution of the problem, then the probability error is
the least possible real number RN, for which:

P ¼ Pr �nN � J
�� ���RN
� �

where 0\P\1. If P ¼ 1
2, then the probability error is called the probable error.

The probable error is the value rN for which:

Pr �nN � J
�� ���RN
� � ¼ 1

2
¼ Pr �nN � J

�� ���RN
� �

In our further considerations we will be using the above defined probable error
taking into account that the chosen value of the probability P only changes the
constant, but not the rate of convergence in the stochastic error estimates.

There are two main directions in the development and study of Monte Carlo
algorithms [5]. The first is Monte Carlo simulation and the second is the Monte
Carlo numerical algorithms. In Monte Carlo numerical algorithms we construct a
Markov process and prove that the mathematical expectation of the process is equal
to the unknown solution of the problem [4]. A Markov process is a stochastic
process that has the Markov property. Often, the term Markov chain is used to mean
a discrete-time Markov process.

4 I. Dimov and V. Todorov



Definition 2 A finite discrete Markov chain Tk is defined as a finite set of states
fa1; a2; . . .; akg.
Definition 3 A state is called absorbing if the chain terminates in this state with
probability one.

Iterative Monte Carlo algorithms can be defined as terminated Markov chains:

T ¼ at0 ! at1 ! at2 . . .atk ; ð1Þ

where atq ; q ¼ 1; . . .; i is one of the absorbing states.

Definition 4 Computational cost of a randomized iterative algorithm AR is defined
by

costðA; x;wÞ ¼ nEðqÞt0;

where EðqÞ is the mathematical expectation of the number of transitions in the
sequence (1) and t0 is the mean time needed for value of one transition.

The computational cost is an important measure of the efficiency of Monte Carlo
algorithms. If one has a set of algorithms solving a given problem with the same
accuracy, the algorithm with the smallest computational cost can be considered as
the most efficient algorithm. In the latter case there is a systematic error. The Monte
Carlo algorithm consists in simulating the Markov process and computing the
values of the random variable. It is clear, that in this case a stochastic error also
appears. The error estimates are important issue in studying Monte Carlo
algorithms.

In order to formalize our consideration we need to define the standard iterative
process. Define an iteration of degree j as [2, 4]

ukþ 1 ¼ FkðA; b; uk; uk�1; . . .; uk�jþ 1Þ;

where uk is obtained from the kth iteration. It is desired that

uk ! u ¼ A�1b as k ! 1:

The degree of j should be small because of efficiency requirement, but also in
order to save computer memory storage. The iteration is called stationary if Fk ¼ F
for all k, that is, Fk is independent of k. The iterative Monte Carlo process is said to
be linear if Fk is a linear function of uk; . . .; uk�jþ 1.

In this work we shall consider iterative stationary linear Monte Carlo algorithms
only and will analyze both systematic and stochastic errors. We will put a special
effort to set-up the parameters of the algorithm in order to have a good balance
between the two errors mentioned above [1].

Error Analysis of Biased Stochastic Algorithms … 5



2 Description of the Almost Optimal Monte Carlo
Algorithm for Integral Equations

In this section a description of the almost optimal Monte Carlo algorithm for
integral equations will be given. Let X be a Banach space of real-valued functions.
Let f ¼ f ðxÞ 2 X and uk ¼ u xkð Þ 2 X be defined in R

d and K ¼ KðuÞ be a linear
operator defined on X.

Consider the sequence u1; u2; . . .; defined by the recursion formula

uk ¼ K uk�1ð Þþ f ; k ¼ 1; 2; . . . ð2Þ

The formal solution of (2) is the truncated Liouville-Neumann series

uk ¼ f þK fð Þþ � � � þKk�1 fð ÞþKk fð Þ; k[ 0; ð3Þ

where Kk means the kth iterate of K. As an example consider the integral iterations.
Let uðxÞ 2 X; x 2 X � R

d and k x; x0ð Þ be a function defined for x; x0 2 X. The
integral transformation

KuðxÞ ¼
Z
X

kðx; x0Þuðx0Þdx0

maps the function uðxÞ into the function KuðxÞ, and is called an iteration of uðxÞ by
the integral transformation kernel kðx; x0Þ. The second integral iteration of uðxÞ is
denoted by

KKuðxÞ ¼ K2uðxÞ:

Obviously

K2uðxÞ ¼
Z
X

Z
X
kðx; x0Þkðx0; x00Þdx0dx00:

In this way K3uðxÞ; . . .;KiuðxÞ; . . . can be defined. When u kð Þ !k!1
u then u ¼P1

i¼0 Kif 2 X and

u ¼ KðuÞþ f : ð4Þ

The truncation error of (4) is

uk � u ¼ Kðu0 � uÞ:

6 I. Dimov and V. Todorov



Random variables hi; i ¼ 1; 2; . . .; k are defined on spaces Tiþ 1, where

Tiþ 1 ¼ R
d � R

d � . . .Rd|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
i times

; i ¼ 1; 2; . . .; k;

and it is fulfilled

Eh0 ¼ Jðu0Þ;Eðh1=h0Þ ¼ Jðu1Þ. . .;Eðhk=h0Þ ¼ JðukÞ:

An approximate value of linear functional JðukÞ that is to be calculated is set up as:

JðukÞ � 1
N

XN
i¼1

fhkgs; ð5Þ

where fhkgs is the sth realization of hk.
We consider the case when K is an ordinary integral transform

K uð Þ ¼
Z
X
k x; yð Þu yð Þdy

and uðxÞ and f ðxÞ are functions.
Equation (4) becomes

uðxÞ ¼
Z
X
kðx; yÞuðyÞdyþ f ðxÞ or u ¼ Kuþ f : ð6Þ

We want to evaluate the linear functionals of the solution of the following type

JðuÞ ¼
Z
X
uðxÞuðxÞ ¼ uðxÞ; uðxÞð Þ: ð7Þ

In fact (7) defines an inner product of a given function uðxÞ 2 X with the
solution of the integral Eq. (6). The adjoint equation is

v ¼ K	vþu; ð8Þ

where v;u 2 X	; K 2 ½X	 ! X	
, X	 is the dual function space and K	 is an
adjoint operator. We will prove that

J ¼ u; uð Þ ¼ f ; vð Þ:

If we multiply (4) by v and (8) by u and integrate, then:

Error Analysis of Biased Stochastic Algorithms … 7



v; uð Þ ¼ v;Kuð Þþ v; fð Þ and v; uð Þ ¼ K	v; uð Þþ u; uð Þ:

From

K	t; uð Þ ¼
Z
X
K	t xð Þu xð Þdx ¼

Z
X

Z
X
k	 x; x0ð Þv x0ð Þu xð Þdx dx0

¼
Z
X

Z
X
k x0; xð Þu xð Þt x0ð Þdxdx0 ¼

Z
X
Ku x0ð Þv x0ð Þdx0 ¼ t; Kuð Þ

we obtain that

K	v; uð Þ ¼ v;Kuð Þ:

Therefore

u; uð Þ ¼ f ; vð Þ:

That is very important, because in practice it happens the solution of the adjoint
problem to be simple than this of the original one, and they are equivalent as we
have proved it above.

Usually it is assumed that uðxÞ 2 L2ðXÞ, because kðx; x0Þ 2 L2ðX� XÞ; f ðxÞ 2
L2ðXÞ. In a more general setting kðx; x0Þ 2 XðX� XÞ; f ðxÞ 2 XðXÞ, where X is a
Banach space. Then the given function uðxÞ should belong to the adjoint Banach
space X	, and the problem under consideration may by formulated in an alternative
way:

v ¼ K	vþu; ð9Þ

where v;u 2 X	ðXÞ, and K	ðX� XÞ 2 ½X	 ! X	
. In such a way one may com-
pute the value JðvÞ ¼ R f ðxÞvðxÞdx ¼ ðf ; vÞ instead of (7). An important case for
practical computations is the case when X � L1, where L1 is defined in a standard
way:

fk kL1¼
Z
X
f xð Þj jdx; Kk kL1 � sub

x

Z
X
k x; x0ð Þj jdx0:

In this case the function uðxÞ from the functional (7) belongs to L1, i.e. uðxÞ 2
L1 since L	1 � L1. It is also easy to see that ðK	v; uÞ ¼ ðv;KuÞ, and also
ðu; uÞ ¼ ðf ; vÞ. This fact is important for practical computations since often the
computational complexity for solving the adjoint problem is smaller than the
complexity for solving the original one. The above consideration shows that if uðxÞ
is a Dirac d-function dðx� x0Þ, then the functional JðuÞ ¼ uðxÞ; uðxÞð Þ ¼

8 I. Dimov and V. Todorov



dðx� x0Þ; uðxÞð Þ ¼ uðx0Þ is the solution of the integral equation at the point x0, if
u 2 L1.

An approximate value of the linear functional J, defined by (7) is [13]

J � 1
N

XN
s¼1

hð Þs ¼ ĥN :

The random variable whose mathematical expectation is equal to JðuÞ is given
by the following expression

h½u
 ¼ u x0ð Þ
p x0ð Þ

Xk
j¼0

Wj f xj
� �

;

where W0 ¼ 1;Wj ¼ Wj�1
kðxj�1;xjÞ
pðxj�1;xjÞ ; j ¼ 1; . . .; k; and x0; x1; . . . is a Markov chain in

X with initial density function pðxÞ and transition density function pðx; x0Þ. If we
consider [15]

pðx; x0Þ ¼ Kðx; x0Þj jR Kðx; x0Þj jdx0 ; pðxÞ ¼ uðxÞj jR
uðxÞj jdx ;

then the algorithm is called an Almost Optimal Monte Carlo algorithm (MAO) and
it reduces the variance [7]. We use MAO instead of optimal algorithms, because
they are very expensive and give much bigger variance [8].

So, it is clear that the approximation of the unknown value ðu; uÞ can be
obtained using a truncated Liouville-Neumann series (3) for a sufficiently large k:

ðu; uðkÞÞ ¼ ðu; f Þþ ðu;Kf Þþ � � � þ ðu;Kðk�1Þf Þþ ðu;KðkÞf Þ:

So, we transform the problem for solving integral equations into a problem for
approximate evaluation of a finite number of multidimensional integrals. We will
use the following denotation ðu;KðkÞf Þ ¼ IðkÞ, where IðkÞ is a value, obtained after
integration over X jþ 1 ¼ X� � � � � X; j ¼ 0; . . .; k: It is obvious that the calcu-
lation of the estimate ðu; uðkÞÞ can be replaced by evaluation of a sum of linear
functionals of iterative functions of the following type ðu;Kð jÞf Þ; j ¼ 0; . . .; k,
which can be presented as:

ðu;Kð jÞf Þ ¼
Z
X
uðt0ÞKð jÞf ðt0Þdt0

¼
Z
G
uðt0Þkðt0; t1Þ. . .kðtj�1; tjÞf ðtjÞdt0. . .dtj;

ð10Þ
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where t ¼ ðt0; . . .; tjÞ 2 G � X jþ 1 � Rdð jþ 1Þ. If we denote by FkðtÞ the integrand
function

FðtÞ ¼ uðt0Þkðt0; t1Þ. . .kðtj�1; tjÞf ðtjÞ; t 2 X jþ 1;

then we will obtain the following expression for (10):

Ið jÞ ¼ ðu;Kð jÞf Þ ¼
Z
G
FkðtÞdt; t 2 G � R

nð jþ 1Þ: ð11Þ

Thus, we will consider the problem for approximate calculation of multiple
integrals of the type (11).

The above consideration shows that there two classes of possible stochastic
approaches. The first one is the so-called biased approach when one is looking for a
random variable which mathematical expectation is equal to the approximation of
the solution problem by a truncated Liouville-Neumann series (3) for a sufficiently
large k. An unbiased approach assumes that the formulated random variable is such
that its mean value approaches the true solution of the problem. Obviously, in the
first class of approaches there are two errors: a systematic one (a truncation error) rk
and a stochastic (a probabilistic) one, namely rN , which depends on the number N
of values of the random variable,or the number of chains used in the estimate. In the
case of unbiased stochastic methods one should analyse the only probabilistic error.
In the case of biased stochastic methods more careful error analysis is needed:
balancing of both systematic and stochastic error should be done in order to min-
imize the computational complexity of the methods (for more details, see [4]).

3 Balancing of the Errors

The error balancing is an important issue for the optimal by rate Monte Carlo
algorithms.

As it was already mentioned, there are two errors in MAO algorithm-systematic
rk and stochastic error rN . In [9] it is proven that

rN � 0:6745 uk kL2 fk kL2ffiffiffiffi
N

p
1� Kk kL2
	 
 ;

rk �
uk kL2 fk kL2 Kk kkþ 1

L2

1� Kk kL2
:
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We have shown that for an integral Eq. (6) with a preliminary given error d, the
lower bounds for N and k for the Monte Carlo algorithm with a balancing of the
errors are:

N� 1:349 uk kL2 fk kL2
d 1� Kk kL2
	 


0
@

1
A2

; k�
ln

d 1� Kk kL2ð Þ
2 uk kL2 fk kL2 Kk kL2
ln Kk kL2

: ð12Þ

The Eq. (12) defines the error balancing conditions. The above statement allows
to find the optimal value of k for a given value of the number of realizations of the
random variable N. Namely, we find the following optimal ratio between k and N:

k�
ln 0:6745

Kk kL2
ffiffiffi
N

p

ln Kk kL2
:

We may now formulate the following corollaries:

Corollary 1 In the next tests with a preliminary given error in Monte Carlo
algorithm with a balancing of the errors we choose

N ¼ 1:349 uk kL2 fk kL2
d 1� Kk kL2
	 


0
@

1
A22

666
3
777; k ¼

ln 0:6745
Kk kL2

ffiffiffi
N

p

ln Kk kL2

2
666

3
777: ð13Þ

Corollary 2 If we choose k to be close to its lower bound in the error balancing
conditions, then the inequality for the number of realizations of the random
variable N is:

N� 0:455

Kk k2kþ 2
L2

:

The two obtained lower bounds for N are equivalent because in this case one can
easily see that the upper bound for the systematic error is bigger than the upper
bound for the stochastic error and the above inequality directly leads.

Corollary 3 One can also choose the following values for N and k:

k ¼
ln

d 1� Kk kL2ð Þ
2 uk kL2 fk kL2 Kk kL2
ln Kk kL2

2
6666

3
7777; N ¼ 0:455

Kk k2kþ 2
L2

& ’
: ð14Þ

The above corollaries are of great importance for the quality of the algorithm.
Depending on the norm of the integral transformation kernel and the right-hand side
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one may chose the needed number of Monte Carlo iterations such that to reach the
needed accuracy with an optimal balance between the systematic and stochastic
errors.

4 Numerical Examples and Results

To illustrate the idea of the almost optimal Monte Carlo algorithm combined with
the balancing of errors we give two examples from the area of environmental
sciences and computational physics.

4.1 Example 1

The first example is analytically tractable model taken from biology, which
describes the population growth model. This model is widely used in environmental
sciences [12]:

u xð Þ ¼
Z
X
k x; x0ð Þu x0ð Þdx0 þ f xð Þ;

X � ½0; 1
, k x; x0ð Þ ¼ 1
3 e

x, f xð Þ ¼ 2
3 e

x;uðxÞ ¼ dðxÞ; uexactðxÞ ¼ ex.
We want to find the solution in the middle of X. In order to apply (13) we

evaluate the L2 norms: uk kL2¼ 1, Kk kL2¼ 0:3917, fk kL2¼ 1:1915: The Monte
Carlo Markov chain starts from x0 ¼ 0:5 so the exact solution is 1:6487 and
p xð Þ ¼ dðxÞ. The number of algorithmic runs is 20 and we used Intel Core
i5-2410 M @ 2.3 GHz.

In Table 1 the preliminary given error d by different values and estimates of N
and k by (13) are presented. The expected relative error is obtained by divided the
preliminary given error by the exact value. We compare Monte Carlo method with

Table 1 Computational time and relative error for the first example

d N k Expected
rel. error

Experimental
rel. error

Time (s) Experimental
rel. error

Time
(s)

0.23 132 3 0.1395 0.0123 0.5 0.0121 0.2

0.037 5101 4 0.0224 0.0041 11 0.0040 7

0.025 11,172 5 0.0152 0.0014 16 0.0012 9

0.014 35,623 6 0.0085 4.5725e−04 56 4.0010e−04 34

0.0055 230,809 7 0.0033 1.5242e−04 424 9.8811e−05 346

0.0045 344,788 7 0.0027 1.5242e−04 605 1.4893e−04 592
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constant probabilities with an almost optimal Monte Carlo algorithm [2]. From the
Table 1 leads that MAO gives slightly better results, but the closeness of the results
is due to the fact that the initial probability is the d function. We see that experi-
mental relative error confirms the theoretical relative error on Fig. 1.

4.2 Example 2

It is interesting to see if the considered algorithm can be applied to non-linear
integral equations with polynomial non-linearity. One may expect that if the non-
linearity is not too strong instead of considering functionals on branching Markov
processes (see, the analysis presented in [4]) one may use the presented balanced
biased algorithm. We consider the following non-linear integral equation with a
quadratic non-linearity [4, 6]:

u xð Þ ¼
Z
X

Z
X
k x; y; zð Þu yð Þu zð Þdydzþ f xð Þ; ð15Þ

where X ¼ E � ½0; 1
 and x 2 R
1. The kernel kðx; y; zÞ is non-negative. In our test

k x; y; zð Þ ¼ x a2y�zð Þ2
a1

and f ðxÞ ¼ c� x
a3
, where a1 [ 0; a3 6¼ 0; a2 and c are constants.

We evaluate:

Fig. 1 Experimental and expected relative error
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K2 ¼ max
x2½0;1


Z 1

0

Z 1

0
k x; y; zð Þj jdydz ¼ 2a22 � 3a2 þ 2

6a1
:

The process converges when the following condition is fulfilled:

K2\
1
m
, 2a22 � 3a2 þ 2

6a1
\

1
2
:

According to the Miranda’s theorem the Eq. (15) has a unique solution uðxÞ ¼ c
when

c ¼ � 6a1
a3 2a22 � 3a2 þ 2
� � !1

2

:

We have that:

p y; zð Þ ¼ 6
2a22 � 3a2 þ 2

a2y� zð Þ2:

We set

a1 ¼ 11; a2 ¼ 4; a3 ¼ 12; c ¼ 0:5;

and

u xð Þ ¼ d x� x0ð Þ:

We evaluate the transition density function:

p y; zð Þ ¼ 3
11

4y� zð Þ2:

In order to apply the (13) we evaluate the L2 norms:

Kk kL2¼ 0:408; fk kL2¼ 0:459; uk kL2¼ 1:

Table 2 Computational time
and relative error for the
second example

d N k Expected
rel. error

Experimental
rel. error

0.03 1487 2 0.06 0.0856

0.01 13,381 3 0.02 0.0710

0.005 53,522 4 0.01 0.0602

0.002 334,512 5 0.004 0.0456
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The Monte Carlo Markov chain starts from x0 ¼ 0:5, the exact solution is uðxÞ ¼
c ¼ 0:5 and p xð Þ ¼ dðxÞ. We make 20 algorithm runs on the same CPU.

In Table 2 we give the preliminary given error d different values and estimate N
and k by (13). The initial probability is the d-function. For problems like these
scientists are happy to have error like 5 or even 10 %. Although this is multidi-
mensional nonlinear integral equation, one can easily see that MAO based on
balancing of the errors gives reliable results and experimental relative error con-
firms the expected theoretical error.

5 Conclusion

Error analysis of an almost optimal Monte Carlo algorithm based on balancing of
the systematic and stochastic error is presented. MAO algorithm is applied to one
linear and one non-linear Fredholm integral equations of the second kind. The
examples that we solved are widely used in environmental sciences and compu-
tational physics. Since the algorithms are based on computing functionals on
Markov chains defined in optimal Krilov subspaces one may expect that this kind of
algorithms is a good candidate for treating much more complicated problems with
kernels arising from nano-physics. In the latter case people are dealing with a
special kind of kernels containing three components. The problem of obtaining an
optimal ratio between the number of realizations of the random variable and the
number of iterations in the Monte Carlo Markov chain is analyzed and solved. Error
balancing conditions are obtained and studied. It is proven that the idea of com-
bining balancing of the errors with an almost optimal Monte Carlo algorithm gives
best results. It is shown that the balancing of errors reduce the computational
complexity if the error is fixed.

This makes the algorithms under consideration an efficient tool for simulation
advanced innovative problems arising in environmental sciences, and nano-physics
as well.

Acknowledgments This work has been supported by the project Support of Young scientists
from the Bulgarian Academy of Sciences under grant # 214, as well as by the Bulgarian NSF Grant
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Finite Element Method for Nonlinear
Vibration Analysis of Plates

Stanislav Stoykov and Svetozar Margenov

Abstract Plates are structures which have wide applications among engineering
constructions. The knowledge of the dynamical behavior of the plates is important
for their design and maintenance. The dynamical response of the plate can change
significantly due to the nonlinear terms at the equation of motion which become
essential in the presence of large displacements. The current work presents
numerical methods for investigating the dynamical behavior of plates with complex
geometry. The equation of motion of the plate is derived by the classical plate
theory and geometrical nonlinear terms are included. It is discretized by the finite
element method and periodic responses are obtained by shooting method. Next
point from the frequency-response curve is obtained by the sequential continuation
method. The potential of the methods is demonstrated on rectangular plate with
hole. The main branch along the fundamental mode is presented and the corre-
sponding time responses and shapes of vibration are shown.

1 Introduction

Plates are thin structures and due to strong external loads their displacements can
become large. Linear theories are not appropriate for modeling large displacements
thus one should include geometrical nonlinear terms at the equation of motion for
obtainingmore accurate and reliable results. The nonlinearities can change drastically
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the behavior of the system, thus additional tools for analyzing such systems need to be
used. The aim of the work is to present efficient numerical methods for analyzing
nonlinear dynamical systems which arise from space discretization of elastic plates
with complex geometry.

The equation of motion of the plate is derived assuming classical plate theory
and including geometrically nonlinear terms. It is discretized into a system of
ordinary differential equations (ODE) by the finite element method. The variation of
the periodic steady-state responses with the excitation frequency are of interest for
the dynamical analysis, thus periodic responses due to external harmonic excita-
tions are obtained by shooting method. Newmark’s time integration scheme is used
for solving the ODE in time domain. The resulting nonlinear algebraic system is
solved by Newton’s method. Prediction for the next point from the frequency-
response curve is defined by the sequential continuation method. The process
involves simultaneously solvers for sparse and dense matrices. The complete pro-
cess of computing the frequency-response curve becomes computationally slow and
burdensome when the resulting ODE system is large. A suitable parallel imple-
mentation used for beams and three-dimensional structures in [6] is also applied
here.

2 Equation of Motion of Plates

The nonlinear equation of motion of plate is derived in Cartesian coordinate system
assuming classical plate theory, also known as Kirchoff’s hypotheses. Only
transverse displacements are considered on the middle plane. Kirchoff’s hypotheses
states that stresses in the direction normal to the plate middle surface are negligible
and strains vary linearly within the plate thickness [5].

Assuming Kirchoff’s hypotheses, the in-plane displacements uðx; y; z; tÞ and
vðx; y; z; tÞ and the out-of-plane displacement wðx; y; z; tÞ are expressed by the
out-of-plane displacement on the middle plane w0ðx; y; tÞ:

uðx; y; z; tÞ ¼ �z
@w0ðx; y; tÞ

@x
;

vðx; y; z; tÞ ¼ �z
@w0ðx; y; tÞ

@y
;

wðx; y; z; tÞ ¼ w0ðx; y; tÞ:

ð1Þ

The middle plane is defined for z ¼ 0. Using the nonlinear strain-displacement
relations from Green’s strain tensor and assuming that ez, cxz and cyz are negligible,
i.e. ez ¼ cxz ¼ cyz ¼ 0, the following expressions are obtained:
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ex ¼ @u
@x

þ 1
2

@w
@x

� �2

¼ �z
@2w0

@x2
þ 1

2
@w0

@x

� �2

;

ey ¼ @v
@y

þ 1
2

@w
@y

� �2

¼ �z
@2w0

@y2
þ 1

2
@w0

@y

� �2

;

cxy ¼
@u
@y

þ @v
@x

þ @w
@x

@w
@y

¼ �2z
@2w0

@x@y
þ @w0

@x
@w0

@y
:

ð2Þ

The stresses are related to the strains by the constitutive relations written in
reduced form. For isotropic materials this relation is given by:

rx
ry
sxy

8<
:

9=
; ¼ E

1� m2

1 m 0
m 1 0
0 0 1�m

2

2
4

3
5 ex

ey
cxy

8<
:

9=
;; ð3Þ

where E is the Young’s modulus and m is the Poisson’s ratio. The equation of
motion is derived by the Hamilton’s principle:

Zt2
t1

dT � dPþ dWð Þdt ¼ 0; ð4Þ

where T is the kinetic energy, P is the potential energy and W is the work done by
external loads:

T ¼ q
Z
V

u€uþ v€vþw€wð ÞdV ; ð5Þ

P ¼
Z
V

exrx þ eyry þ cxysxy
� �

dV ; ð6Þ

W ¼
Z
V

q x; y; tð ÞwdV ; ð7Þ

where by double dot is denoted the second derivative with respect to time, V is the
volume of the plate, q is the density and qðx; y; tÞ is the applied external load in
transverse direction. The equation of motion is obtained in the following form:

qh
@2w0

@t2
þ Eh3

12ð1� m2Þ
@4w0

@x4
þ 2

@4w0

@x2@y2
þ @4w0

@y4

� �

¼ qþ qh3

12
@2

@t2
@2w0

@x2
þ @2w0

@y2

� �
þNx

@2w0

@x2
þ 2Nxy

@2w0

@x@y
þNy

@2w0

@y2
; ð8Þ
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where h is the thickness and Nx, Ny and Nxy are the stress resultants given by:

Nx ¼ Eh
1� m2

1
2

@w0

@x

� �2

þ m
2

@w0

@y

� �2
 !

;

Ny ¼ Eh
1� m2

1
2

0

@y

� �2

þ m
2

@w0

@x

� �2
 !

;

Nxy ¼ Eh
2ð1þ mÞ

@w0

@x
@w0

@y

� �
:

ð9Þ

In the current work are considered simply-supported boundary conditions. The
essential boundary condition, which is imposed in the space of admissible func-
tions, is given by:

w0ðx; y; tÞ ¼ 0: ð10Þ

The natural boundary condition is related with the second derivatives of the
transverse displacement w0. It is not imposed in the finite element model, but it is
automatically satisfied. Details about the derivation of the equation of motion can
be found, for example in [4].

3 Finite Element Method and Computation of Periodic
Responses

The partial differential Eq. (8) is discretized by the finite element method [7].
A mesh of rectangular elements is used. The reference finite element is square
element with local coordinates denoted by n and g 2 ½�1; 1�. The element has 4
nodes, each node is considered to have 4 degrees of freedom (DOF), i.e. w0, @w0

@n ,
@w0
@g

and @2w0
@n@g. Hence, each element has 16 DOF. The transverse displacement w0 is

approximated by the shape functions within each element by:

we n; g; tð Þ ¼
X16
i¼1

qi tð Þwi n; gð Þ; ð11Þ

where wiðn; gÞ; i ¼ 1; . . .; 16 are the shape functions and qiðtÞ are the local
unknowns (DOF). The finite element is conforming, the FEM space is
Vh � H2ðXÞ.

The equation of motion is written in variational form and application by parts is
applied. Assuming the approximation (11) for the transverse displacement w0, and
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using the same expression for the test functions, a system of nonlinear ordinary
differential equations of the following type is obtained:

M€qðtÞþC _qðtÞþKLqðtÞþKNLðqðtÞÞqðtÞ ¼ FðtÞ; ð12Þ

where M represents the mass matrix, KL represents the stiffness matrix of constant
terms, KNLðqðtÞÞ represents the stiffness matrix that depends on the global vector of
unknowns qðtÞ, FðtÞ is the global vector of external forces and C is the damping
matrix. Stiffness proportional damping is considered in the model, hence the
damping matrix is expressed as C ¼ aKL, where a is the factor of proportionality.

The external force FðtÞ is assumed to be harmonic:

FðtÞ ¼ AcosðxtÞ; ð13Þ

where A is the force vector and x is the excitation frequency.
Equation (12) is solved in frequency domain where each point from the

frequency-response curve presents a periodic solution. Shooting method is used to
compute the periodic responses. The method consists of iterative correction of the
initial conditions that lead to periodic solution.

Of interest are the initial conditions qð0Þ ¼ q0 and _qð0Þ ¼ _q0 which satisfy the
equations:

qðT ;q0; _q0Þ ¼ q0; ð14Þ

_qðT ;q0; _q0Þ ¼ _q0; ð15Þ

where T is the minimal period of vibration which is determined from the excitation
frequency, qðT ; q0; _q0Þ and _qðT ; q0; _q0Þ present the response and velocity of the
equation of motion (12) at time T due to initial conditions q0 and _q0. The initial
conditions are also written in the response and velocity, in order to outline the
dependence of the solution on the initial conditions.

The method finds corrections of the initial conditions q0 and _q0 in such a way
that the response of the system with the corrected initial conditions performs
periodic steady-state vibration. I.e. of interest is to find dq0 and d _q0 such that

qðT; q0 þ dq0; _q0 þ d _q0Þ � q0 � dq0k k\ �;

_qðT; q0 þ dq0; _q0 þ d _q0Þ � _q0 � d _q0k k\ �;
ð16Þ

for some small �.
The corrections dq0 and d _q0 are obtained by solving the following linear system:

QdðTÞ � I Qv
_QdðTÞ _QvðTÞ � I

� �
dq0
d _q0

� 	
¼ q0 � qðT; q0; _q0Þ

_q0 � _qðT; q0; _q0Þ
� 	

: ð17Þ
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The matrix in Eq. (17) is obtained by solving another initial value problem, i.e.
QdðTÞ and _QdðTÞ are solutions at time T of the system:

MQ
::

ðtÞþCQ
:

ðtÞþKLQðtÞþ JðqðtÞÞQðtÞ ¼ 0 ð18Þ

due to initial conditions Qdð0Þ ¼ I and _Qdð0Þ ¼ 0. QvðTÞ and _QvðTÞ are solutions
at time T of the system (18) due to initial conditions Qvð0Þ ¼ 0 and _Qvð0Þ ¼ I.
JðqðtÞÞ is the Jacobian of the nonlinear terms of the equation of motion (12), i.e.

JðqðtÞÞ ¼ @KNLðqðtÞÞqðtÞ
@qðtÞ : ð19Þ

The shooting method requires time integration scheme for obtaining the
responses of Eqs. (12) and (18) from time 0 to T . Newmark’s method is used for the
time integration. Newton’s method is used for solving the resulting nonlinear
algebraic system of Eq. (12) after application of Newmark’s method. Equation (18)
presents linear system of ODE, thus Newton’s method is applied only to Eq. (12).
Next point from the frequency-response curve is computed by increasing the
excitation frequency and repeating the shooting procedure. This parametric analysis
is known as sequential continuation method.

In the cases of plates with complex geometries (Fig. 1), the necessity of
obtaining sufficiently accurate results requires the usage of enough elements. The
resulting system of ODE (12) becomes large and the process of computing periodic
responses and frequency-response curves becomes computationally burdensome.
The parallel implementation of the shooting method, presented in [6] is also applied
here. It consists of efficient parallel algorithms for solving large systems of sparse
and dense matrices. UMFPACK library [2], which is a direct solver, is used for
solving the sparse systems which result from the application of Newmark’s method
to systems (12) and (18). ScaLAPACK [1] library, which is library of
high-performance linear algebra routines for parallel distributed memory machines,
is used for solving the dense system (17).

Fig. 1 Plate with complex
geometry and mesh of
quadratic finite elements
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4 Numerical Tests

4.1 Linear Free Vibration

The developed finite element model is validated by comparing the natural frequen-
cies of rectangular plate with analytical solutions. Rectangular plate with dimensions:
a ¼ 0:3 m, b ¼ 0:6 m and thickness h ¼ 0:001 m is considered. The material
is assumed to be isotropic with material properties (Aluminum): E ¼ 70 GPa
(Young modulus), q ¼ 2778 kg/m3 (density) and m ¼ 0:3 (Poisson’s ratio). The
results are presented in Table 1. Three different meshes are used in order to inves-
tigate the convergence of the FEM. Meshes with rectangular elements of sizes
Dh ¼ 0:05 m, Dh ¼ 0:025 m and Dh ¼ 0:0125 m are considered. Figure 2 shows the
convergence rates of the natural frequencies. The results correspond to the theoretical
estimates and confirm that the FEM model is implemented correctly. The theoretical
evaluation of the error of the natural frequencies isOðDh4Þ [3], which is also obtained
by the implemented FEM (Fig. 2).

Further to investigate the dynamical behavior of plates with complex geometry,
a model of rectangular plate with whole is generated. The plate and its dimensions
are presented in Fig. 1, the thickness is h ¼ 0:001 m and the same material prop-
erties are assumed (Aluminum). The natural frequencies of the plate are presented
in Table 2 and first four mode shapes are presented in Fig. 3.

Fig. 2 Rates of convergence
of first (– – – –), third
(� � � � �) and fourth (� � �)
natural frequencies,
�—computed values

Table 1 Comparison of the natural frequencies (rad/s) of FEM model and analytical

solutions—xmn ¼ p2½ðmaÞ2 þðnbÞ2�
ffiffiffiffi
D
qh

q
;D ¼ Eh3

12ð1�m2Þ

Mode FEM, 364 DOF FEM, 1300 DOF FEM, 4900 DOF Analytical

1 208.2338 208.2283 208.2279 208.2279

2 333.1668 333.1650 333.1646 333.1646

3 541.4399 541.3965 541.3927 541.3924

4 708.4704 708.0070 707.9768 707.9747

5 833.2874 832.9382 832.9132 832.9114
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4.2 Nonlinear Forced Vibration

Uniformly distributed harmonic loads, with amplitudes of 4, 5 and 6 kN/m2, are
applied on the plate (Fig. 1) in order to study steady-state forced vibrations.
Shooting method is started with small excitation frequency, which is continuously
increased. The frequency-response curve is shown in Fig. 4. The amplitude is

Table 2 Natural frequencies
(rad/s) of plate from Fig. 1

Mode FEM

1 848.69

2 1214.39

3 1382.06

4 1831.07

5 2249.98

6 2489.70

Fig. 3 First four natural modes of vibration of plate from Fig. 1

Fig. 4 Frequency-response
curves around the first linear
mode due to uniformly
distributed load of
�—6 kN/m2, ▪—5 kN/m2,
�—4 kN/m2, w0—maximum
transverse displacement at
point ðx; yÞ = (0.32, 0.16 m),
h thickness, x=xl

fundamental dimensionless
frequency
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measured at point ðx; yÞ = (0.32 m, 0.16 m) which is the point with maximum
displacement on the first linear mode. The figure shows that there is decrease of the
amplitude for small values of the excitation frequency and then the amplitude
increases for values of the excitation frequency close to the linear mode.

Figure 5 presents time responses and phase plots of the plate for different
excitation frequencies. It can be seen from the time response and the phase plot that
the third harmonic appears in the response for x=xl = 0.27, which is due to a
super-harmonic resonance. When the excitation frequency is close to the linear
frequency, the first harmonic is dominant and the response is similar to harmonic
(Fig. 5, x=xl = 1.3). Figure 5 confirms that the plate vibrates in nonlinear regime.

Fig. 5 Time and phase plots for different excitation frequencies of point ðx; yÞ = (0.32 m, 0.16 m),
uniformly distributed load of 5 kN/m2, first row x=xl = 0.27, second row x=xl = 0.5, third row
x=xl = 1.3
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The shape of vibration changes during the period of vibration, even when the
response is close to harmonic. Shapes for different times within one period are
shown in Fig. 6, where the amplitude is normalized. The change of the shape can be
better seen in Fig. 7, where different sections are presented.

5 Conclusion

Numerical methods for computing nonlinear frequency-response curves of plates
with complex geometries are presented. The equation of motion is derived by the
Hamilton’s principle and the classical plate theory and discretized by the finite
element method. Geometrical nonlinear terms are included in the model. Periodic
responses are computed by the shooting method and next points from the
frequency-response curve are defined by the continuation method.

A plate with complex geometry is analyzed in order to investigate the potential
of the proposed methods. The main branch of solutions is obtained for loads with

Fig. 6 Shapes of vibration of the plate for different times, x ¼ 1:3xl, uniformly distributed load
of 5 kN=m2, (right) t ¼ 0, (left) t ¼ T=4

Fig. 7 Sections of the plate for different times, x ¼ 1:3xl, uniformly distributed load of 5 kN=m2,
(right) xz plane, y = 0.2 m, (left) yz plane, x = 0.32 m, – – – – t ¼ 0, . . . t ¼ T=12, � � � � ��
t ¼ T=4, w0 normalized displacement, T period of vibration
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different amplitudes. The effects of the nonlinear terms on the response of the plate
and the influence of the excitation frequency are outlined. The proposed numerical
methods and the results show that parametric study on the dynamics of complex
structures which lead to large-scale dynamical systems can be carried out with
appropriate parallel implementation.

Acknowledgments This work was supported by the project AComIn “Advanced Computing for
Innovations”, grant 316087, funded by the FP7 Capacity Programme.
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Abstract A numerical simulation of Biochemical Oxygen Demand (BOD) removal
in Horizontal Subsurface Flow Constructed Wetlands (HSF CW) is presented.
Emphasis is given to select the optimal type of the reaction concerning the BOD
removal. For this purpose, a computational investigation is realized by comparing
the most usual reaction type, the first-order one, and the recently proposed Monod
type, with simulated experimental data obtained from five pilot-scale HSF CW units.
These units were operated for 2 years in the facilities of the Laboratory of Ecological
Engineering and Technology (LEET), Democritus University of Thrace (DUTh),
Xanthi, Greece. For the numerical simulation the Visual MODFLOW family com-
puter code is used, and especially the RT3D code.
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1 Introduction

Constructed Wetlands (CW) are recently used in the Environmental Engineering as
a good alternative solution for small settlements, in order to treat municipal
wastewater and to remove groundwater pollutants in contaminated soils [1]. The
numerical simulation of CW operation is based on concepts of both, groundwater
flow and contaminant transport and removal through porous media, and requires the
choice of the relevant optimal reaction type. Thus, it seems necessary to investigate
computationally the optimal design characteristics of CW, in order to maximize
their removal efficiency and keep their area and construction cost to a minimum.

The present research treats with a numerical simulation of BOD removal in
HSF CW. Emphasis is given to select the optimal type of the relevant reaction by
using inverse problem procedures [2]. For this purpose, a computational investi-
gation is realized by comparing the most usual reaction type, the first-order one
[1, 3] and the recently proposed Monod type [4], with available experimental data.
These data have been obtained from five pilot-scale HSF CW units, which were
operated for 2 years in the facilities of LEET, DUTh, Xanthi, Greece. For more
details concerning the description of the above units and the experimental proce-
dures, see [3, 5]. Concerning the numerical simulation, the Visual MODFLOW
family computer code [6] is used, and especially the RT3D code [7] for the Monod
type reaction. The comparison between first-order and Monod reaction types is
based on the experimental and computational values of BOD concentration at
selected points along the length of the pilot-scale DUTh units.

2 The Mathematical Formulation of the Problem

The partial differential equation which describes the fate and transport of contam-
inants of species k, without adsorption, in 3-dimensional transient groundwater flow
systems, can be written by using tensorial notation (i, j = 1, 2, 3), as follows [8, 9]:

@ðeCkÞ
@t

¼ @

@xi
eDij

@Ck

@xj

� �
� @

@xi
eviCk
� �þ qvC

k
s þ

X
Rn ð1Þ

where ε is the porosity of the subsurface medium [dimensionless]; Dij is the
hydrodynamic dispersion coefficient tensor, in [L2T−1]; Ck is the dissolved con-
centration of species k, in [ML−3]; vi is the seepage or linear pore water velocity, in
[LT−1], which is related to the specific discharge or Darcy flux through the rela-
tionship: qi = viε; qV is the volumetric flow rate per unit volume of aquifer repre-
senting fluid sources (positive) and sinks (negative), when precipitation and
evapotraspiration effects are taken into account respectively, in [T−1]; Cs

k is the
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concentration of the source or sink flux for species k, in [ML−3]; and ΣRn is the
chemical reaction term, in [ML−3T−1].

The above Eq. (1) is the governing equation underlying in the transport model
and contaminant removal. The required velocity field vi is computed through the
Darcy relationship:

vi ¼ �Kij

e
@h
@xj

ð2Þ

where Kij is a component of the hydraulic conductivity tensor, in [LT−1]; and h is
the hydraulic head, in [L]. The hydraulic head h = h(xi;t) is obtained from the
solution of the 3-dimensional groundwater flow partial differential equation:

@

@xi
ðKij

@h
@xj

Þþ qv ¼ Sy
@h
@t

ð3Þ

where Sy is the specific yield of the porous materials.
As concerns the reaction term ΣRn, the optimal type according to available

experimental data must be chosen. For the usual linear reaction case, ΣRn depends
linearly on the concentration C via the first-order removal coefficient λ, in [T−1],
and is given by the formula:

X
Rn ¼ �keC ð4Þ

For non-linear reaction cases, the Monod reaction type has been alternatively
proposed recently [4]. Then, the following formula is used for the reaction term,
which is now not depending linearly on the concentration C:

X
Rn ¼ �Kmax

C
CþKs

ð5Þ

Here, Kmax is the zero-order removal capacity, in [ML−3T−1]; and Ks is the
half-saturation constant for the considered contaminant, in [ML−3]. Depending on
the relation between C and Ks, the Monod reaction type degradation involves as
limited cases the first-order reactions, when Ks ≫ C, and the zero-order reaction,
when Ks ≪ C. Also, the two unknown Monod parameters are the Ks and the Kmax.

The above Eqs. (1)–(3), combined with either, Eq. (4) or Eq. (5), and appropriate
initial and boundary conditions, describe the 3-dimensional flow of groundwater
and the transport and removal of contaminants in a heterogeneous and anisotropic
medium. So, for the case of one only pollutant species (k = 1), the unknowns of the
problem are the following five space-time functions: The hydraulic head: h = h(xi;t),
the three velocity components: vi = vi(xi;t) and the concentration: C = C(xi;t).
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The problem is linear when the reaction Eq. (4) for the first-order type is used,
whereas becomes a highly non-linear one when the reaction Eq. (5) for the Monod
type is used.

3 The Numerical Treatment of the Problem

For the numerical treatment of the problem described in the previous paragraph, the
Finite Difference Method (FDM) is chosen among the other available numerical
methods. The reason is that on the one hand CW usually have a rectangular scheme,
something that happens also in our case for the DUTh pilot-scale units, and on the
other hand this method is the basis for the computer code family MODFLOW. This
code is widely used for the simulation of groundwater flow and mass transport, see
e.g. [3, 8, 9]. In the present study the MODFLOW code, accompanied by the
effective computer packages MT3DMS and RT3D modules, is used. Concerning
RT3D, it is a general purpose, multispecies, reactive transport code [7]. The double
Monod model will be applied herein, where BOD is the electron donor and oxygen
is the electron acceptor.

4 Short Description of Experimental Data

As mentioned, the experimental data were collected after the operations of five
similar pilot-scale HSF CW. A detailed description of these units, and their exper-
imental procedures, are presented in [5]. Briefly, each tank has a rectangular scheme,
with dimensions 3 m of length, 0.75 m of width and 1 m of depth. Three units
contained medium gravel (MG), one contained fine gravel (FG) and one cobbles
(CO). Common reeds (R) were planted in three tanks (MG-R, FG-R and CO-R),
while one unit was planted with cattail (MG-C) and one was kept unplanted (MG-Z)
for comparison reasons. The above five pilot-scale units operated continuously for
2 years (2004–2006). The space discretization of the computation domain in each
unit was performed by using 210 columns and 40 layers [3, 9], resulted to 8400 cells.
This grid was also used for the computation of both, the hydraulic head and the
concentration fields. For more details about the numerical simulation, see [3].

5 The Problem of Transport and Removal
for Interacting Pollutants

For the general case of biological treatment of a pollutant, the biodegradation
contains the influence of bacteria, with are dissolved either in aqueous phase or
attached to the porous material. Assuming interacting pollutants [10, 11], the fate
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and transport equation for an electron donor D (in our case, BOD) in a
3-dimensional saturated porous media, can be written as [12]:

Rd
@½D�
@t

¼ @

@xi
Dij

@½D�
@xj

� �
� @

@xi
vi½D�ð Þþ qs

e
Ds½ � �M1 ð6aÞ

where:

M1 ¼ lm Xa þ qbXs

e

� � ½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
ð6bÞ

In the above equations, Rd is the retardation factor; [D] is the electron donor
concentration in the aqueous phase, in [ML−3]; [Ds] is the donor concentration in
the sources/sinks, in [ML−3]; µm is the contaminant utilization rate, in [T−1]; Xa is
the concentration of the bacteria in the aqueous phase, in [MXL

−3]; ρb is the bulk
density, in [ML−3]; Xs is the concentration of the bacteria in the solid phase, in [MX/
Ms]; KD is the half saturation coefficient for the electron donor, in [ML−3]; [A] is the
electron acceptor concentration in the aqueous phase, in [ML−3]; and KA is the half
saturation coefficient for the electron acceptor, in [ML−3].

The differential equation with partial derivatives, which describes the fate and
transport of the electron acceptor A (in our case, oxygen), is:

RA
@½A�
@t

¼ @

@xi
Dij

@½A�
@xj

� �
� @

@xi
vi½A�ð Þþ qs

e
As½ � �M2 ð7aÞ

where:

M2 ¼ YA=Dlm Xa þ qbXs

e

� � ½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
ð7bÞ

In these equations, RA is the retardation coefficient of the electron acceptor;
[As] is the electron acceptor source concentration in the aqueous phase, in [ML−3];
and YA/D is the stoichiometric yield coefficient that relates the donor and acceptor
concentrations.

The fate and transport of bacteria concentration in the aqueous phase, Χα, is
described by the following differential equation with partial derivatives:

@Xa

@t
¼ @

@xi
Dij

@Xa

@t

� �
� @

@xi
viXað Þþ qs

e
Xa½ � � KattXa þ KdetqbXs

e
þM3 ð8aÞ

where:

M3 ¼ YX=DlmXa
½D�

KD þ ½D�
� � ½A�

KA þ ½A�
� �

� KeXa ð8bÞ
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In these Equations, Katt is the bacterial attachment coefficient, in [T−1]; Kdet is
the bacterial detachment coefficient, in [T−1]; YX/D is the stoichiometric yield
coefficient that relates the bacteria and donor concentrations; and Ke is the
endogenous decay coefficient, in [T−1].

The growth of attached-phase bacteria concentration, Χs, can be described by
using the following differential equation:

@Xs

@t
¼ KatteXa

qb
� KdetXs þ YX=DlmXs

½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
� KeXs ð9Þ

Thus, in the system of the above partial differential Eqs. (6)–(9), the unknown
space-time functions are the four concentrations: [D], [A], Xa and Xs.

The numerical solution of this system is realized by considering appropriate
initial and boundary conditions. For this solution, the reaction-operator splitting
strategy is used, see [8, 13, 14]. Thus, the original problem first requires the
separate solution of the following differential equations system concerning the
terms reaction M1, M2 and M3:

d½D�
dt

¼ � lm
Rd

Xa þ qbXs

e

� � ½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
ð10aÞ

d½A�
dt

¼ � YA=Dlm
RA

Xa þ qbXs

e

� � ½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
ð10bÞ

dXa

dt
¼ �YX=Dlm Xa þ qbXs

e

� � ½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
þ KdetqbXs

e

� KattXa � KeXa

ð10cÞ

dXs

dt
¼ KatteXa

qb
� KdetXs þ YX=DlmXs

½D�
KD þ ½D�

� � ½A�
KA þ ½A�

� �
� KeXs: ð10dÞ

The solution of the above equations is possible by using the Visual MODFLOW
family computer code. In more details, these equations are coded into the RT3D
code as described in [11, 12]. First, the problem of flow is solved and then, by using
the Darcy law, the velocity field is calculated. Finally, for the interacting pollutants
the unknowns, as described above, are the four space-time functions of the con-
centrations [D], [A], Xa and Xs. On the contrary, for individual pollutants the
unknown was only one concentration.

34 K. Liolios et al.



6 Simulation Results and Discussion

6.1 Input Parameters

According to previous paragraph 5, for each one cell of the total number 8400 in a
DUTh pilot-scale unit, eight unknown parameters should be determined: μm, KD,
KA, YX/D, YA/D, Ke, Katt and Kdet. In order to estimate the plausible range of these
parameters, first a literature review was performed concerning the BOD removal. In
the international literature, some typical parameter values are given for the degra-
dation of pollutants by using Monod reactions. Especially for BOD, the following
values were suggested by [15]: KD = 10–40 mg BOD/L and YX/D = 0.30–0.65.
Similarly, the following values, concerning degradation of BOD by using Monod
reactions, were suggested by [16]: KD = 25–100 mg BOD/L and YX/D = 0.4–0.8.

About the determination of other parameters, an inverse problem procedure [2],
based on the least square method, was used. Finally, the optimal combination for
the input parameters values was the following: μm = 5 d−1, KD = 70 mg/L,
KA = 0.001 mg/L, YX/D = 0.005, YA/D = 0.011, Ke = 0.001 d−1, Katt = 0.010 d−1 and
Kdet = 0.001 d−1.

Especially for the parameter KD, an average value was selected (KD = 70 mg/L),
which is in agreement with the range (KD = 25–100 mg/L) recommended by [16].
For the boundary conditions, the experimental data [5] were used for the incoming
concentration Cin, in [mg BOD/L], and for the incoming oxygen concentration an
average measured value of Cin,O2 = 4 mg O2/L was adopted. About the dissolved
oxygen (DO), the value of 9 mg DO/L was referred by [15], as maximum
concentration.

6.2 Representative Results

The first question was to determine the optimal value of the maximum reaction rate
Kmax, when BOD is considered as individual pollutant. In order to achieve this, the
inverse problem procedure was adopted [2], when Ks = 70 mg/L. In the following
Table 1, the estimated values of Kmax are presented for each one of the five
HSF CW and for Hydraulic Residence Time (HRT) of 6, 8, 14 and 20 days. The
experimental values of inlet and outlet concentrations, Cin and Cout respectively, in
[mg BOD/L], are also presented.

In Fig. 1, the distribution of BOD concentration along a representative HSF CW
tank is presented, after the simulation by using Monod kinetics. The diagram is for
the MG-R tank and for HRT = 8 days.

In Figs. 2 and 3 are presented the distributions of BOD and oxygen concen-
trations, respectively, in the MG-C tank and for HRT = 14 days. The green curve
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represents the temporal variation of the concentration at distance x1 = 1 m from the
inlet of the pollutant, the purple curve at position x2 = 2 m and the blue curve at the
outlet of the tank (x = L = 3 m). In Fig. 3, the declining form of curves show
the consumption of oxygen, which is necessary for the degradation of BOD.

Table 1 Input parameters in MODFLOW for the simulation of BOD removal by using Monod
kinetics, when KD = 70 mg/L

Tank HRT (days) Cin (mg/L) Cout (mg/L) Kmax (mg/L/day)

MG-R 6 332.6 83.7 57.4

8 364.4 57.3 54.6

14 389.4 47.3 35.0

20 357.6 35.0 22.4

MG-C 6 332.6 76.2 59.5

8 364.4 29.7 64.4

14 389.4 36.3 37.1

20 357.6 29.5 25.2

MG-Z 6 332.6 67.2 63.0

8 364.4 58.2 54.6

14 389.4 40.0 36.4

20 357.6 33.3 24.5

FG-R 6 332.6 65.4 63.7

8 364.4 28.7 64.4

14 389.4 36.8 37.1

20 357.6 27.7 25.9

CO-R 6 332.6 84.2 58.7

8 364.4 45.1 60.9

14 389.4 42.9 36.4

20 357.6 24.2 26.6

Fig. 1 BOD concentration distribution, in (mg/L), along the MG-R tank (length: L = 3 m) after
the simulation by using Monod kinetics, for HRT = 8 days
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Fig. 2 BOD concentration
distribution, in (mg/L), at
selected points along the
MG-C tank, after the
simulation by using Monod
kinetics, for HRT = 14 days

Fig. 3 Oxygen concentration
distribution, in (mg/L), at
selected points along the
MG-C tank, after the
simulation by using Monod
kinetics, for HRT = 14 days
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7 Comparison Between First-Order and Monod Reaction
Types

In order to compare which one of the two reaction types, the first-order or the
Monod, was the optimal one for simulating the removal of BOD in the HSF CW
DUTh units, a sensitivity analysis was realized [3] and inverse problem procedures
have been used [2]. Briefly, the values of concentration which were computed by
the model at distances 1/3 and 2/3 of the unit length, by using both reaction types,
were compared to the corresponding experimental data which were collected at the
respective sampling locations of each pilot-scale HSF CW.

The first criterion which was used was a linear regression line of equation:
y = ax. As well-known, the best match occurs when all data fall on the 1:1 slope
line. The values of slope a and for coefficient of determination (R2) for all tanks and
for both reaction types, are presented in Table 2. These results give us a first
indication that first-order were clearly better than Monod type reactions for simu-
lating the removal of BOD in the pilot-scale DUTh HSF CW. Indeed, the values of
slope a are closer to unit. Generally, the simulation by Monod kinetics seems to
overestimate the experimental results. Regarding the values of the coefficient of
determination R2, they do not give us a clear conclusion.

Next Figs. 4, 5, 6, 7 and 8 show the spatial distribution of concentrations along
each HSF CW unit. In more details, each pilot tank and for each standard value of
HRT, the concentrations at the entrance, at distances x1 = 1 m and x2 = 2 m from the
entrance and at the outlet (x = 3 m) of the tanks are shown. More specifically, the
blue lines relate to the experimental values Cexp [5], the red curves to the con-
centrations obtained by simulating first-order reactions (Cfirst) and the green curves
to the concentration values which were simulated by using Monod type reactions
(CMonod). Finally, the black line represents the concentrations if zero-order reaction
types (Czero) would be adopted.

From these Figures, the optimal reaction type can be easily concluded.: The red
curves (representing the first-order reaction type) are closer to the blue curves
(experimental values) than the green curves, which represents the Monod type
reaction. Also, it is obvious that for the DUTh HSF CW facilities, the optimal
reaction type which approaches in the best way the experimental results, is the
first-order reaction.

Table 2 Comparison of
reaction types (first order or
Monod) for simulating the
removal of BOD in pilot-scale
HSF CW

Tank First-order reaction type Monod reaction type

y = ax R2 y = ax R2

MG-R y = 1.1840x 0.5716 y = 1.6417x 0.5218

MG-C y = 1.2155x 0.5250 y = 1.8470x 0.7038

MG-Z y = 1.4572x 0.2186 y = 2.1123x 0.4347

FG-R y = 1.0150x 0.5123 y = 1.6111x 0.4636

CO-R y = 1.0995x 0.6218 y = 1.5489x 0.5171
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Fig. 4 Comparison between first-order and Monod reaction types for simulating the removal of
BOD, in MG-R tank
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MG-C (HRT = 6 days)
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Fig. 5 Comparison between first-order and Monod reaction types for simulating the removal of
BOD, in MG-C tank
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MG-Z (HRT = 6 days)
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Fig. 6 Comparison between first-order and Monod reaction types for simulating the removal of
BOD, in MG-Z tank
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FG-R (HRT = 6 days)
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Fig. 7 Comparison between first-order and Monod reaction types for simulating the removal of
BOD. in FG-R tank
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8 Concluding Remarks

A computational investigation to select the optimal reaction type, concerning the
BOD removal in HSF CW, has been presented. For this purpose, a simulation by
using on the one hand the first-order and on the other hand the Monod reaction type
has been realized. The proper modeling procedure using the MODFLOW—RT3D
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Fig. 8 Comparison between first-order and Monod reaction types for simulating the removal of
BOD, in CO-R tank
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set of codes was presented in detail. The simulation results have been compared
with available experimental ones. Values of slope a, for linear regression line of
equation: y = ax, and for coefficient of determination R2 were computed for both
reaction types, by using concentration values at distances 1/3 and 2/3 from the inlet
of the facility. As the obtained results show, the proposed numerical approach can
be applied effectively for investigating the optimal choice of the reaction type. For
the investigated case of the DUTh HSF CW units, the first-order reaction type is the
one which approaches better the experimental results, in comparison to the Monod
type.
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A Computational Approach
for the Seismic Sequences Induced
Response of Cultural Heritage Structures
Upgraded by Ties
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Krassimir Georgiev and Ivan Georgiev

Abstract The seismic upgrading of Cultural Heritage structures under multiple
earthquakes excitation, using materials and methods in the context of Sustainable
Construction, is computationally investigated from the Civil Engineering praxis
point of view. A numerical approach is presented for the seismic response of
Cultural Heritage industrial buildings of reinforced concrete (RC), which are
seismically strengthened by using cable elements (tension-ties). A double dis-
cretization, in space by the Finite Element Method and in time by an incremental
approach, is used for the system of the governing partial differential equations
(PDE). The unilateral behaviour of the cable-elements, as well as the other
non-linearities of the RC frame-elements, are strictly taken into account and result
to inequality problem conditions. A non-convex linear complementarity problem is
solved in each time-step by using optimization methods. The seismic assessment of
the RC structure and the decision for the optimal cable-strengthening scheme are
obtained on the basis of computed damage indices.
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1 Introduction

In Civil Engineering praxis, recent Cultural Heritage includes, besides the usual
historic monumental structures (churches, monasteries, old masonry buildings etc.),
also existing industrial buildings of reinforced concrete (RC), e.g. old factory
premises [1]. As concerns their global seismic behaviour of such RC structures, it
often arises the need for seismic upgrading. For the recent built Cultural Heritage,
this upgrading must be realized by using materials and methods in the context of the
Sustainable Construction [1, 26–28, 35].

The use of cable-like members (tension-ties) can be considered as an alternative
strengthening method in comparison to other traditional methods (e.g. RC mantles)
[2, 8, 22, 39]. As well-known, ties have been used effectively in monastery
buildings and churches arches [1]. The ties-strengthening approach can be con-
sidered as an alternative one in comparison to other well-known traditional
seismic-strengthening methods, e.g. the RC mantles [5, 8, 33], and has the
advantages of “cleaner” and “more lenient” operation, avoiding as much as possible
the unmaking, the digging, the extensive concreting and “nuisance” functionality of
the existing building.

These cable-members (ties) can undertake tension but buckle and become slack
and structurally ineffective when subjected to a sufficiently large compressive force.
Thus the governing conditions take equality as well as an inequality form and the
problem becomes a highly nonlinear one [13–20, 29].

As concerns the seismic upgrading of existing RC structures, modern seismic
design codes adopt exclusively the use of the isolated and rare ‘design earthquake’,
whereas the influence of repeated earthquake phenomena is ignored. But as the
results of recent research have shown [11], multiple earthquakes generally require
increased ductility design demands in comparison with single isolated seismic
events. Especially for the seismic damage due to multiple earthquakes, this is
accumulated and so it is higher than that for single ground motions.

The present research treats with a computational approach for the seismic
analysis of Cultural Heritage existing industrial RC frame-buildings that have been
strengthened by cable elements and are subjected to seismic sequences. Damage
indices [6, 25, 30] are computed for the seismic assessment of historic and
industrial structures and in order the optimum cable-bracing strengthening version
to be chosen. Finally, an application it is presented for a simple typical example of a
three-bay three-story industrial RC frame strengthened by bracing ties under mul-
tiple earthquakes.
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2 The Computational Approach

2.1 Mathematical Formulation of the Problem

Due to unilateral behavior of the tie-elements, the dynamic hemivariational
inequalities approach of Panagiotopoulos [29] can be used for the mathematical
formulation of the seismic problem concerning Cultural Heritage RC structures
strengthened by ties. For the so-resulted system of the governing partial differential
equations (PDE), a double discretization, in space and time, is used as usually in
structural dynamics [3, 4, 42]. Details of the developed numerical approaches given
in [20] are briefly summarized herein.

First, the structural system is discretized in space by using frame finite elements
[3, 42]. Pin-jointed bar elements are used for the cable-elements. The behavior of
these elements includes loosening, elastoplastic or/and elastoplastic-softening-
fracturing and unloading—reloading effects. Non-linear behavior is considered as
lumped at the two ends of the RC frame elements, where plastic hinges can be
developed. All these non-linear characteristics, concerning the ends of frame ele-
ments and the cable constitutive law, can be expressed mathematically by the
subdifferential relation [29]:

si ðdiÞ 2 @̂ SiðdiÞ: ð1Þ

Here si and di are the (tensile) force (in [kN]) and the deformation (elongation)
(in [m]), respectively, of the ith cable element, @̂ is the generalized gradient and Si is
the superpotential function, see Panagiotopoulos [29].

Next, dynamic equilibrium for the assembled structural system with cables is
expressed by the usual matrix relation:

Mu
:: þCð _uÞþKðuÞ ¼ pþAs: ð2Þ

Here u and p are the displacement and the load time dependent vectors,
respectively, and s is the cable stress vector. M is the mass matrix and A is a
transformation matrix. The damping and stiffness terms, Cð _uÞ and K(u), respec-
tively, concern the general non-linear case. Dots over symbols denote derivatives
with respect to time. For the case of ground seismic excitation xg, the loading
history term p becomes p ¼ �Mr €xg, where r is the vector of stereostatic dis-
placements [3, 4].

The above relations (1) and (2), combined with the initial conditions, consist the
problem formulation, where, for given p and/or €xg, the vectors u and s have to be
computed. From the strict mathematical point of view, using (1) and (2), we can
formulate the problem as a dynamic hemivariational inequality one by following
[24, 29, 36, 37] and investigate it.
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2.2 Numerical Treatment of the Problem

In Civil Engineering practical cases, a numerical treatment of the problem is
realized by applying to the above constitutive relations (1) a piecewise linearization
based on experimental investigations [9, 12]. So, simplified stress-deformation
constitutive diagrammes are used [9, 12, 40, 41]. Such a force-displacement con-
stitutive diagramme is shown in Fig. 1, where F is the force in [kN], Δ is the
displacement in [m], and Ke is the elastic stiffness in [kN/m]. By lower indices y, c,
r and u the yield, cracking, remaining and ultimate quantities, respectively, are
denoted. Hardening and softening correspond to positive α (≥0) and negative γ
(≤0), respectively.

Further, for the above piecewise linearization of the constitutive relations, use is
made of the plastic multipliers approach as in elastoplasticity [21, 29]. Applying a
direct time-integration scheme, in each time-step a relevant non-convex linear
complementarity problem [18–20] of the following matrix form is solved:

v� 0; Dvþ a� 0; vT � Dvþ að Þ ¼ 0 : ð3Þ

So, the nonlinear Response Time-History (RTH) can be computed for a given
seismic ground excitation.

An alternative approach for treating numerically the problem is the incremental
one. So, the matrix incremental dynamic equilibrium is expressed by relation:

MD€uþCD _uþKTDu ¼ �MD€ug þADs ð4Þ

where C and KT(u) are the damping and the tangent stiffness matrix, respectively,
and €ug is the ground seismic acceleration. On such incremental approaches is based
the structural analysis software Ruaumoko [3], which is applied hereafter.

Ruaumoko software [3] uses the finite element method and permits an extensive
parametric study on the inelastic response of structures. For practical applications,
an efficient library of hysteretic behaviour models is available. Concerning the

Fig. 1 Representative
simplified force-displacement
constitutive diagramme
(backbone)
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time-discretization, implicit or explicit approaches can be used. Here the Newmark
implicit scheme is chosen and Ruaumoko is used to provide results which are
related to the following critical parameters: local or global structural damage,
maximum displacements, interstorey drift ratios, development of plastic hinges and
response using the incremental dynamic analysis (IDA) method [40, 41].

Details of the approach are described in [19, 20], where the seismic response of
cable-braced RC systems to multiple earthquakes is investigated. As concerns
multiple earthquakes, it is reminded [11] that current seismic codes suggest the
exclusive adoption of the isolated and rare “design earthquake”, while the influence
of repeated earthquake phenomena is ignored. This is a significant drawback for the
realistic design of building structures in seismically active regions, because, as it is
shown in [11], real seismic sequences have accumulating effects on various damage
indices.

2.3 Comparative Investigations for the Cable-Strengthening
Versions by Damage Indices

The decision about a possible strengthening for an existing structural, damaged by a
seismic event, can be taken after a relevant assessment of the existing Cultural
Heritage structure [8]. This is obtained by using in situ structural identifications and
evaluating suitable damage indices [6, 8, 30, 38]. Further, a comparative investi-
gation of structural responses due to various seismic excitations can be used. So, the
system is considered for various cases, with or without strengthening by
cable-bracings.

Among the several response parameters, the focus is on the overall structural
damage index (OSDI) [6, 25, 30]. This is due to the fact, that this parameter
summarises all the existing damages on columns and beams of reinforced concrete
frames in a single value, which is useful for comparison reasons.

In the OSDI model after Park and Ang [30], the global damage is obtained as a
weighted average of the local damage at the section ends of each structural element
or at each cable element. First the local damage index DIL is computed by the
following relation:

DIL ¼ lm
lu

þ b
Fydu

ET ð5Þ

where μm is the maximum ductility attained during the load history, μu the ultimate
ductility capacity of the section or element, β a strength degrading parameter, Fy the
yield force of the section or element, ET the dissipated hysteretic energy, and du the
ultimate deformation.
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Next, the dissipated energy ET is chosen as the weighting function and the
global damage index DIG is computed by using the following relation:

DIG ¼
Pn

i¼1 DILiEiPn
i¼1 Ei

ð6Þ

where DILi is the local damage index after Park and Ang at location i, Ei is the
energy dissipated at location i and n is the number of locations at which the local
damage is computed.

The proposed numerical approach has been successfully calibrated in [15, 16] by
using available experimental results from literature [23].

3 Numerical Example

3.1 Description of the Considered Cultural Heritage RC
Structural System

The old industrial reinforced concrete frame F0 of Fig. 2 is considered to be
subjected to a multiple ground seismic excitation. The frame, of concrete class C
16/20, was initially constructed without cable-bracings.

Due to various extreme actions (environmental etc.), corrosion and cracking has
been taken place, which has caused a strength and stiffness degradation. The
stiffness reduction due to cracking results [7–10, 31, 33, 34] to effective stiffness of
0.60 Ig for the two external columns, 0.80 Ig for the internal columns and 0.40 Ig for
the beams, where Ig is the gross inertia moment of their cross-section. Using
Ruaumoko software [3], the columns and the beams are modeled using prismatic
frame elements [4]. Nonlinearity at the two ends of RC members is idealized using
one-component plastic hinge models, following the Takeda hysteresis rule.
Interaction curves (M-N) for the critical cross-sections of the examined RC frame
have been computed.

After the seismic assessment [8], it was decided the frame F0 to be strengthened
by ties. The X-cable-bracings system, shown in Fig. 3, has been proposed as the
optimal one in order the frame F0 to be seismically upgraded. The system of the
frame with the X-bracing diagonal cable-elements shown in Fig. 3 is denoted as
system F6 (the dimensions are: L = 5 m and H = 3 m).

The cable constitutive law, concerning the unilateral (slackness), hysteretic,
fracturing, unloading-reloading etc. behavior, is depicted in Fig. 4. The cable ele-
ments have a cross-sectional area Fc = 18 cm2 and they are of steel class S220 with
elasticity modulus Ec = 200 GPa.
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Fig. 2 System F0: the industrial RC frame without cable-strengthening

Fig. 3 System F6: the industrial RC frame cable-strengthened with X-bracings
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3.2 Earthquakes Sequence Input

A list of multiple earthquakes, downloaded from the strong motion database of the
Pacific Earthquake Engineering Research (PEER) Center [32], appears in Table 1.
The ground acceleration records of the simulated seismic sequences are shown in
Fig. 5.

3.3 Representative Results

After application of the herein proposed computational approach, some represen-
tative results are shown in Table 2. These concern the Coalinga case of the seismic
sequence of Table 1.

Fig. 4 The diagramme for the constitutive law of cable-elements

Table 1 Multiple earthquakes data

No Seismic
sequence

Date (Time) Magnitude (ML) Recorded PGA(g) Normalized
PGA(g)

1 Coalinga 1983/07/22
(02:39)

6.0 0.605 0.165

1983/07/25
(22:31)

5.3 0.733 0.200

2 Imperial
valley

1979/10/15
(23:16)

6.6 0.221 0.200

1979/10/15
(23:19)

5.2 0.211 0.191

3 Whittier
narrows

1987/10/01
(14:42)

5.9 0.204 0.192

1987/10/04
(10:59)

5.3 0.212 0.200
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In column (1) of the Table 2, the Event E1 corresponds to Coalinga seismic event
of 0.605 g PGA, and Event E2 to 0.733 g PGA, (g = 9.81 m/s2). The sequence of
events E1 and E2 is denoted as Event (E1 + E2).

In table column (2) the Global Damage Indices DIG and in column (3) the Local
Damage Index DIL for the bending moment at the left fixed support A0 of the frame
are given. Finally, in the column (4), the absolutely maximum horizontal top roof
displacement utop is given.

Fig. 5 Ground acceleration records of the simulated seismic sequences

Table 2 Representative
response quantities for the
systems F0 and F6

System Events DIG DIL utop (cm)

(0) (1) (2) (3) (4)

F0 Event E1 0.2534 0.179 2.087

Event E2 0.508 0.522 2.984

Event (E1 + E2) 0.5474 0.588 3.517

F6 Event E1 0.108 0.037 1.126

Event E2 0.202 0.114 1.278

Event (E1 + E2) 0.228 0.125 1.422
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As the values in the Table 2 show, multiple earthquakes generally increase
response quantities, especially the damage indices. On the other hand, the
strengthening of the frame F0 by X-bracings (system Frame F6 of Fig. 3) improves
the response behaviour, e.g. utop is reduced from 3.517 to 1.422 cm.

4 Concluding Remarks

As the results of the numerical example have shown, the herein presented com-
putational approach can be effectively used for the numerical investigation of the
seismic inelastic behaviour of industrial RC frames strengthened by cable elements
and subjected to multiple earthquakes. Further, the optimal cable-bracing scheme
can be selected among investigated alternative ones by using computed damage
indices.
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On the Performance of Query Rewriting
in Vertically Distributed Cloud Databases

Jens Kohler, Kiril Simov, Adrian Fiech and Thomas Specht

Abstract Cloud Computing with its dynamic pay as you go model and scalability
characteristics promises computing on demand with associated cost savings com-
pared to traditional computing architectures. This is a promising computing model
especially in the context of Big Data. However, renting computing capabilities from
a cloud provider means the integration of external resources into the own infras-
tructure and this requires a great amount of trust and raises new data security and
privacy challenges. With respect to these still unsolved problems, this work pre-
sents a fixed vertical partitioning and distribution approach that uses traditional
relational data models and distributes the corresponding partitions vertically across
different cloud providers. So, every cloud provider only gets a small, but defined
(and therefore fixed) logically independent chunk of the entire data, which is useless
without the other parts. However, the distribution and the subsequent join of the
data suffer from great performance losses, which are unbearable in practical usage
scenarios. The novelty of our approach combines the well-known vertical database
partitioning technique with a distribution logic that stores the vertical partitions at
different cloud computing environments. Traditionally, vertical as well as hori-
zontal partitioning approaches are used to improve the access to database data, but
these approaches use dynamic and automated partitioning algorithms and schemes
based on query workloads, data volumes, network bandwidth, etc. In contrast to
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this, our approach uses a fixed user-defined vertical partitioning approach, where no
two critical attributes of a relation should be stored in a single partition. Thus, our
approach aims at improving data security and privacy especially in public Cloud
Computing environments, but raises the challenging research question of how to
improve the data access to such fixed user-partitioned and distributed database
environments. In this paper, we outline a query rewriting approach that parallelizes
queries and joins in order to improve the query performance. We implemented our
fixed partitioning and distribution approach based on the TPC-W benchmark and
we finally present the performance results in this work.

Keywords Vertically distributed cloud databases � Query performance � Query
rewriting

1 Introduction

Cloud Computing with its dynamic pay as you go model and scalability charac-
teristics promises computing on demand with associated cost savings compared to
traditional computing architectures. This is a promising computing model espe-
cially in the context of Big Data. Here, large computing capabilities can be rented
on demand for analyzing, processing or storing Big Data volumes. Besides the
increasing network bandwidth nowadays, new ways of storing such vast amounts of
data (i.e. In-Memory) and new methods of representing information and knowledge
(i.e. real-time analytics) have to be investigated. With respect to the latter topic, this
work presents an approach that uses traditional relational data models and dis-
tributes the corresponding data vertically across different cloud providers. It has to
be noted that renting computing or storage capabilities from external cloud provi-
ders requires the integration of a 3rd party into the entire architecture. It demands a
great amount of trust when sensitive data should be stored at an external location
somewhere in the cloud. This data security and protection challenges are still
unsolved despite the fact that there are various approaches and research works that
try to find adequate solutions. Basically, there are two directions that address such
data security and privacy issues. Firstly, there is encryption of data and secondly,
there is data distribution. Our work is based on security by data distribution, namely
a vertical data distribution. In general, we vertically partition and distribute database
data across various cloud providers in a way such that every provider only receives
a small chunk of the data that is useless without the other chunks. This distribution
suffers actually from a great performance loss, which is unbearable in practical
usage scenarios.

The novelty of our approach combines vertically database partitioning with a
logic that distributes the vertical partitions to different cloud computing environ-
ments. Encryption of data is intentionally not used in this approach at the moment
because of the additional encryption effort. However, the future development with
different data access strategies will show, if the overall performance can be
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improved to a level that is in the same order of magnitude as a non-partitioned
approach. Then, encryption becomes a viable approach to further enhance the level
of security. Traditionally, vertical as well as horizontal partitioning approaches are
used to improve the access to database data (i.e. queries and data manipulations),
but these approaches e.g. [1–4] use dynamic and automated partitioning algorithms
and schemes based on query workloads, data volumes, network bandwidth, etc. In
contrast to these works, our approach uses a fixed user-defined vertical partitioning
approach, where no two critical attributes of a relation should be stored in a single
partition. Thus, our approach aims at improving data security and privacy especially
in public Cloud Computing environments, but raises the challenging research
question of how to improve the data access to such a fixed user-partitioned and
distributed database environment. Finally, this fixed data partitioning and distri-
bution approach makes it difficult to compare the performance with the
above-mentioned dynamic horizontal and vertical partitioning approaches.

In this paper we present a distributed data access strategy that fetches data in
parallel to increase the overall access performance. This query rewriting approach
has the promising possibility to run the distributed queries in parallel in order to
increase the overall query performance. We used a similar approach in one of our
caching works [5] to build a client-based cache without adapting the queries but
with transferring entire database tables into the cache.

Motivating Example
To illustrate our approach in more detail we consider the following motivating
example, based on the TPC-W CUSTOMER database table [6]:

CUSTOMER (C_ID, C_UNAME, C_PASSWD, C_FNAME C_LNAME, C_ADDR_ID,
C_PHONE, C_EMAIL, C_SINCE, C_LAST_LOGIN, C_LOGIN, C_EXPIRATION,
C_DISCOUNT, C_BALANCE, C_YTD_PMT, C_BIRTHDATE, C_DATA)

Basically, the table represents customer data that is necessary in a common web
shop with a customer id (C_ID) as primary key. In our vertically distributed cloud
setup, we store this table (containing i.e. sensitive data as year-to-day payment
(C_YTD_PMT) or the current account balance (C_BALANCE)) logically dis-
tributed in two different public clouds. An exemplified distribution with 2 partitions
could be stated as follows (whereas in a real world application scenario the dis-
tribution should consider that no sensitive columns are stored in the same partition):

CUSTOMER_p1 (C_ID, C_UNAME, C_PASSWD, C_FNAME C_LNAME,
C_ADDR_ID, C_PHONE, C_EMAIL, C_SINCE)

CUSTOMER_p2 (C_ID, C_LAST_LOGIN, C_LOGIN, C_EXPIRATION,
C_DISCOUNT, C_BALANCE, C_YTD_PMT, C_BIRTHDATE, C_DATA)

In this example the replicated primary key (C_ID) is used to join the customer data
together. A user query is now formulated in Hibernate Query Language (HQL) to
take advantage of the database abstraction of Hibernate. Thus, we are able to support
different database systems with their different SQL implementations. It is even pos-
sible to use different database systems for the respective partitions simultaneously.
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A sample query in Java could be formulated as follows:

List <Customer> customers = session.createCriteria(Customer.class).list();

This query clearly shows the main advantage of HQL, as it deals with objects
rather than tables and relations. Above that, we use Hibernate Interceptors to adapt
the HQL queries to our vertical distribution setup. The foundation for our approach
is a relational database table, which is vertically partitioned in two relations and
these relations are then distributed across (ideally) different clouds. Due to the usage
of Hibernate as an object-relational mapper (ORM) and its so-called domain
classes, which bridge the gap between the object oriented and the relational para-
digm, both the partitioning and the distribution are transparent for client applica-
tions. Furthermore, as the partitioned and distributed relations are only accessed via
their corresponding domain class, the entire SQL query and manipulation standard
can be used. Thus, integrating the framework into existing applications requires to
define a partitioning and distribution scheme, which is done via an XML file, then
the partitioning and distribution scheme must be applied to the relation(s) and
finally, the corresponding domain classes must be enhanced with a framework
specific annotation. Currently, the framework supports MySQL and Oracle as
database systems for the partitioning and Amazon EC2 and Eucalyptus as
Infrastructure as a Service (IaaS) cloud vendors. Moreover, it is limited to database
tables that have a defined primary key column and further constraints, such as
foreign keys, unique constraints, etc. are currently not maintained during the par-
titioning and distribution phase.

This current implementation resulted in the SeDiCo framework (A Secure and
Distributed Cloud Data store). With this we demonstrated the technological feasi-
bility of the presented vertical distribution. However, in practical real-world usage
scenarios our approach suffers from great performance losses [7]. At the moment we
follow two different directions in order to accelerate the data query and manipula-
tion. The first approach uses caching [8] and its variations, i.e. server-based,
client-based, distributed caching etc. Our second approach follows the data distri-
bution principle and distributes the queries against the databases as well [5]. This
work follows the query distribution principle and aims at finding a generic way to
rewrite queries such that they fit into our vertical distribution environment.

The main contributions of this paper can be summarized as follows:

• We analyze and measure the performance of distributed queries against vertically
distributed cloud databases. Therefore, we implement the introductory example
based on the TPC-W benchmark and its CUSTOMER table. We partition this
table vertically and distribute the partitions across two different clouds.

• We also evaluate the 3 well-known basic join algorithms (i.e. nested loops, hash
and sorted-merge join) and compare their performance with our fixed vertical
partitioning and distribution setup.

• This work outlines an approach how HQL and traditional SQL can be trans-
ferred and rewritten such that queries can be adapted to vertically partitioned
data models.
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• Finally, this work is a foundation for our future work, in which we aim at
finding a generic method that is able to rewrite arbitrary SQL queries and adapt
them to our vertical distribution approach. Based on the performance results of
this work, we are able to decide whether the query rewriting approach is worth
pursuing any further.

The remainder of this work is organized as follows: after this introduction we
present other work that uses different approaches in order to address similar chal-
lenges. We then define and formalize our problem in Sect. 3, before we present our
approach and its implementation to tackle the problem of the slow data access in
vertically distributed databases in Sect. 4. In Sect. 5, we evaluate our Java-based
implementation and present our achieved performance gain. We also contrast the
results of this work to our previous work in Sect. 6 and we interpret the results and
give an outlook about our future work plans.

2 Related Work

Other work in the context of manipulating or adapting user queries can be classified
into 3 main fields: query manipulation based on user profiles [9] or due to different
vendor-specific SQL implementations [10], query adaption in order to adapt the
query to a generic database scheme [11] use a so-called Universal Table as a
generic database mapping scheme and query decompositioning to answer user
queries with an optimal subset of sub-queries or with the creation of views such as
e.g. Bucket or MiniCon [12–15]. These are all interesting approaches and the
algorithms to analyze and adapt the queries are of particular interest for our query
rewriting approach. However, the generation of a generic mapping scheme that
merges different database partitions in one unique scheme or the generation of
different views that contain the complete requested tuples would contradict our
distribution approach because of the one single location where all data are joined
together.

Concerning the concrete query rewriting algorithms, [9] augments the queries
with data from previously collected user data based on a fuzzy logic. Other
approaches like [11] are inspired by database optimizers that generate a query tree
in order to gain some speed-up. Intercepting a database optimizer and modifying
the query tree is also a viable approach but transferred to our distributed approach
with different database vendors and thus, different and distributed database opti-
mizers, it is not very promising.

Above that, on a more technological level, there are approaches like [16] that
analyze the query in compiled Java byte code and generate optimized SQL queries.
This is insofar an interesting approach as it also deals with an object-relational
mapper to abstract from the relational database model. However, in order to
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recognize a SQL query in the compiled byte code, Queryll introduces a new
SQL-like query language. We consider this as a major drawback as we aim to rely
completely on standard SQL. Another technologically focused approach are
vendor-specific SQL rewrite plugins such as MySQL Query Rewrite Plugins [17] or
Oracle Query Rewrite [18]. However, there are two major drawbacks of these
approaches, firstly, the restricted access and modifiability of these tools and sec-
ondly, the fact that they are vendor-specific and not compatible with various dif-
ferent database systems. With respect to this approach, there is another work
originating from the field of data provenance that aims to trace meta-information of
database data (creation, updates and deletion, etc.) [19]. Here, the authors augment
the SQL standard with just one keyword in order to identify queries that should be
rewritten. Finally, the rewritten queries are answered with views like the approaches
discussed above, but we consider the extension of the SQL queries with just a
single keyword as a viable approach for our work as well.

Besides these query rewriting approaches, this paper uses the 3 basic
well-known and exhaustively examined join algorithms, namely, nested loops, hash
and sorted merge joins for the evaluation of the approach. Discussing and outlining
these approaches would go beyond the scope of this work hence the following
literature is recommended for the interested reader [1–4].

3 Problem Formulation

The basic problem that we address in this work is the transformation of a database
query into vertically distributed queries that run against vertically partitioned data
sets in order to increase the overall query performance. We first have to mention
that we focus our approach on conjunctive queries (i.e. queries that have their
predicates connected with an AND) as they are the most common forms of queries
used in practical scenarios for both, OLTP and OLAP workloads [13].

The formalization of the problem according to relational algebra [20] is as
follows:

Our starting point is an HQL query:

List\Classname[ objects ¼ Hibernate:session:createQueryð
‘‘SELECT columnX; columnYFROMClassname

WHERE columnX ¼ 0x0 AND columnY ¼ 0y0Þ
ð1Þ

which can be formalized as:

Objects objectID; columnX; columnYð Þ\-

pðobjectID; columnX; columnYÞ rðcolumnX¼xAND columnY¼yÞ
� �

TABLE NAMEð Þ ð2Þ
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The Hibernate framework then transfers this query into native standard SQL:

SELECT id; columnX; columnY

FROMTABLE NAME

WHERE columnX ¼ 0X0 AND columnY ¼ 0Y0:
ð3Þ

In relational calculus this query is written as:

pðobjectID; columnX; columnYÞ rðcolumnX¼ xAND columnY¼ yÞ
� �ðTABLE NAMEÞ ð4Þ

Based on this query we aim at finding a generic rewriting rule, such that the
query can be run against our vertically distributed database tables. Finally, the
resulting queries should have the following forms:

Q1: ResultSet partition1\- pðid; columnXÞ rðcolumnX¼ xÞ
� �ðTABLE NAME partition1Þ ð5Þ

Q2: ResultSet partition2\- pðid; columnYÞ rðcolumnY¼ yÞ
� �ðTABLE NAME partition2Þ ð6Þ

And the final result set (RSfinal) of the query is the intersection of the distributed
queries based on their unique identifies (id):

RSfinal ¼ ResultSet partition1PResultSet partition2 ð7Þ

The intersection described in (7) is a great advantage of conjunctive queries as
non-conjunctive queries (e.g. query parameters that are connected with OR, or
average or sum operations) use the union of the partitions. This shows that
non-conjunctive queries are slower than conjunctive ones as optimization possi-
bilities for the creation of a union are limited [13].

The procedure from step 4 to steps 5 and 6 is done via query rewriting. Here, the
original query is analyzed and based on the previously defined partitioning and
distribution scheme, which is done by the framework user in an XML file, we are
able to distinguish which attribute belongs to which partition. Moreover, this XML
file determines the location of the partitions in the clouds and thus both, the query
rewriting and the tuple reconstruction are done.

Another issue that we have to consider is the fact that Hibernate deals with objects
instead of tables and relations. This is commonly referred to as impedance mismatch
which is well-described and analyzed in [21]. Hence, it is not enough to just merge
the result sets into an overall result set that meets all conjunctive criteria; we also
have to create domain objects from the overall result set. Recall that query (1) uses
the class name in the FROM clause instead of the table name and it also uses class
properties instead of table columns as query parameters. Thus, we retrieve concrete
domain objects instead of a generic result set. Nonetheless, theQuery-Parser (Fig. 1)
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analyzes and distributes the native SQL statement derived from the original HQL
query (1) and here (in (3) and also in (5) and (6)) we receive generic result sets. So
basically the last step is the transformation of the result set (RSfinal) into a list of
domain objects and this can be formalized as follows:

List\Classname[ objects ¼
RSfinal \-

pðid; columnX; columnYÞ rðcolumnX¼xAND columnY¼yÞ
� �

TABLE NAME partition1;TABLE NAME partition2ð Þ

ð8Þ

Finally, this step verifies that the merged result set RSfinal is equal to the list of
domain objects (List<Classname> objects), i.e.

List\Classname[ objects ¼ RSfinal ð9Þ

which can be used to prove that the distributed queries return the same result as the
non-distributed original query.

In the following section we now outline our approach to solve this formalized
problem.

Fig. 1 Query-rewriting approach
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4 Approach

Figure 1 depicts our syntactic query rewriting approach with a concrete scenario
derived from our motivating example above.

The starting point is a query formulated in either HQL or native SQL. In order to
remain independent from a specific database vendor, HQL queries should be pre-
ferred. The Query-Parser then analyzes the query syntactically and incorporates the
actual query parameters. After that theQuery-Rewriter parses the query and augments
it with the partitioning information provided by the SeDiCo framework in form of an
XML file. Based on this XML file the Query-Rewriter is able to decide which query
predicate belongs towhich partition and thuswe are able to split the original query into
sub-queries that then run against their corresponding partition. The entire approach is
based on the assumption that this distribution has two substantial performance
improvements. Firstly, the results are restricted faster and more easily as the potential
overall result set is bounded to the number of tuples that both partitions return. As we
deal with conjunctive queries, only the intersection (ResultSet_p1 Π ResultSet_p2,
see Fig. 1) of the two result sets have to be checked for the AND condition and not the
entire data set. Secondly, the distributed queries and the join of the result sets are
performed in parallel in different threads. Thus, the partitions are queried in two
parallel threads and the result sets aremerged (based on theANDcondition) in parallel
threads based on the number of available CPU cores of the querying client.

5 Evaluation

The implementation of our approach is based on an adaption of the TPC-W
Benchmark [6]. As we deal with vertically distributed data, we just used the
Customer table of TPC-W and partitioned it into 2 partitions that are equal in the
number of the columns (see also the motivating example in Sect. 1). The query we
used for this evaluation is as follows (see also Fig. 1):

SELECTC FNAME;C YTD PMT

FROMCUSTOMER

WHEREC FNAME ¼ 00OO00ANDC YTD PMT[ 0

where we made sure that one query parameter (C_FNAME) is from one partition
and the other parameter (C_YTD_PMT) from the other partition. Above that, we
restricted the query to just retrieve the parameters in the result set (RSfinal) and not
the entire domain object (customer). The possibility to restrict columns for a query
can further improve the query performance as it might be the case that only indexed
columns are queried, which results in a great performance gain. However, in any
other case, restricting the retrieved columns only has a little effect on the overall
query performance. Nevertheless, in order to achieve results that are comparable
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with our previous works [8, 7], we renounced the usage of any indexes or other
database tuning opportunities.

Finally, we used our own MySQL implementation of the TPC-W data model
based on [22], which randomly generates 288 K tuples (i.e. customers) in its
standard configuration and inserts them into the Customer table. We then parti-
tioned the table (see above) and run our distributed queries against these partitions.
Before we actually performed the queries, we adapted the randomly generated table
data such that always all tuples matched the query, i.e. we updated all customer
tuples and set C_FNAME to ′′OO′′ and C_YTD_PMT to 999. Thus, we were able
to measure a defined number of tuples and verify that the retrieved result set is
correct and complete. Above that, we performed each query 3 times and built the
average of the query times. Thus, all tables present the query times of our approach
in milliseconds (ms). We performed the entire evaluation on one physical machine
with 2 × 2.9 GHz processors (4 cores available with hyper threading), 8 GB RAM
and 500 GB hard disk storage. The approach was implemented in form of a Java
client-server application based on CentOS 6 and the logic was compiled with Java
1.7_79 (×64). We used this local setup in order to measure the pure query per-
formance and to omit side effects like the unknown host utilization in a virtualized
cloud environment or network overheads (Tables 1 and 2).

Table 1 Nested loops query
performance

# Tuples Fetch
time (ms)

Join
time (ms)

Total
time (ms)

288.000 10.168 14.213 24.381

88.000 3.559 1.322 4.881

50.000 2.345 538 2.883

25.000 1.685 195 1.879

20.000 1.486 186 1.672

15.000 1.326 144 1.470

10.000 1.325 136 1.462

5.000 1.089 101 1.190

4.000 1.015 98 1.113

3.000 900 55 955

2.000 697 84 781

1.000 525 51 576

500 313 38 351

250 191 13 204

125 162 5 167

100 146 2 148

50 83 4 87

25 59 1 60

15 57 2 59

10 51 1 52

5 48 1 49

1 45 2 46
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6 Conclusion and Outlook

Our results show that the sortedmerge outperforms the hash and the nested loops join.
Considering our fixed vertically partitioned and distributed dataset and the average
runtime complexity of the 3 compared algorithms, this is not surprising. As the nested
loops join is O(n2) with its 2 nested loops to collect and to join matching tuples, it is
clear that it is outperformed by the hash and the sorted merge join, which are O(n +m)
and O(n*log(n)). This also reflects our fixed vertically partitioning approach, where
every matching tuple has to be reconstructed via joins to the other partitions. More
specific: if a tuple matches the query parameters of the 1st partition, there has to be at
least one corresponding part in the 2nd partition and, due to the fact that we join on the
primary key, there has to be at most on corresponding part in the 2nd partition. Thus,
because of the join on the primary key, it is guaranteed that there is exactly one
corresponding part of a matching tuple in each of the vertically distributed partitions.
Otherwise there would be inconsistencies in the dataset. We used this in the imple-
mentation of the nested loops join, as we can advance with the next matching tuple as
soon as a corresponding part (of another partition) is found and the tuple is entirely
reconstructed. Therefore, we do not have to search entirely through all partitions.
Nevertheless, the nested loops join is the slowest algorithms in our setup.

Table 2 Hash join query
performance

# Tuples Build
time (ms)

Probe
time (ms)

Total
time (ms)

288.000 12.812 560 13.372

88.000 6.488 381 6.869

50.000 4.221 427 4.648

25.000 2.226 241 2.467

20.000 2.285 209 2.494

15.000 2.271 153 2.425

10.000 1.676 98 1.775

5.000 1.559 127 1.686

4.000 1.530 97 1.627

3.000 926 52 978

2.000 797 48 845

1.000 620 18 638

500 561 64 626

250 390 18 408

125 320 6 326

100 265 7 272

50 227 6 233

25 206 2 208

15 201 2 203

10 164 2 166

5 153 2 154

1 121 1 122
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Another interesting result is related to the fetch times of the compared algo-
rithms, as they are all very similar. Thus, a parallelization of this step would
promise even further performance improvements.

Above that, the hash and the sorted merge join showed almost similar query
times, but the sorted merge join was a little faster in the end. This proved that the
probe resp. the merge phases were also almost similar and so the performance
depends on the build phase (hash join), in which the hash table is build resp. the
sorting phase of the result sets (sorted merge join). Here it has to be noted that
sorting the result sets is faster than building a hash table. This is not surprising, as
we join on the primary keys of the result sets and for sorting primary keys the
underlying index can be used.

Another issue concerns data skewness, in which one result set contains only few
and the other one contains a lot of tuples. Recent experiments with the 3 join
algorithms with an extreme case of skewed data where one result set contains 1 and
the other 288 K tuples show that the performance with heavily skewed data can be
calculated by the fetch, build or sort time of the bigger result set and the join, probe
or merge time of the smaller result set. Thus, the sorted merge join performance of
two result sets with 1 and 288 K tuples respectively, is sort time for 288 K tuples
(9.831 ms) and the merge time for 1 tuple (1 ms) (see Table 3).

Table 3 Sorted merge join
query performance

# Tuples Sort
time (ms)

Merge
time (ms)

Total
time (ms)

288.000 9.831 1.147 10.977

88.000 3.660 242 3.902

50.000 2.346 206 2.552

25.000 1.594 147 1.741

20.000 1.530 139 1.669

15.000 1.410 111 1.522

10.000 1.229 101 1.330

5.000 1.088 90 1.178

4.000 945 85 1.030

3.000 882 98 980

2.000 702 81 783

1.000 515 60 575

500 304 34 338

250 200 9 210

125 134 4 138

100 127 3 130

50 94 2 96

25 72 1 73

15 63 1 64

10 57 4 61

5 49 4 53

1 51 1 52
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In summary we can say that compared to the original framework setup [7], we
received a remarkable performance gain with our presented approach (*92 %
compared to sorted-merge join). Although this approach is slower than our caching
approach [8] (on the average *20 % compared to sorted-merge join), it avoids
further synchronization, invalidation and replacement strategies, which are complex
to implement and which also slow down the performance of the cache to a certain
extent. We were surprised that our query rewriting almost achieved the performance
of our caching approach. However, it has to be noted that the evaluation of our
caching approach [8] was based on a transaction-aware cache implementation that
guaranteed all ACID (atomicity, consistency, isolation and durability) criteria. This
also reflects our current and future research work in which we investigate efficient
synchronization and other caching strategies that we possibly could integrate into
our SeDiCo framework. Recent experiments with a read-only cache which can be
useful in online analytical processing (OLAP) scenarios show that the query per-
formance of a read-only cache increases the performance by factor 10 compared to
our results in [8] and in Table 4. However, this is not directly comparable to this
approach, as there is no need to use cache synchronization, replacement and

Table 4 Non-distributed
query performance

# Tuples Total time pure
framework (ms) [7]

Total time with
caching (ms) [8]

288.000 3155.194 12.346

88.000 954.316 2.832

50.000 545.730 1.503

25.000 280.577 787

20.000 222.842 642

15.000 170.582 590

10.000 117.718 445

5.000 62.323 145

4.000 51.241 114

3.000 39.040 84

2.000 27.586 37

1.000 14.769 40

500 7.872 15

250 4.369 5

125 2.410 3

100 1.900 2

50 1.112 2

25 750 2

15 549 1

10 429 1

5 221 1

1 92 1
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invalidation mechanisms. All in all, the results are promising and encourage us to
follow our vision of creating a distributed cloud data storage, which has perfor-
mance characteristics similar to non-partitioned cloud data stores.
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Interactive, Tangible and Multi-sensory
Technology for a Cultural Heritage
Exhibition: The Battle of Pavia

Virginio Cantoni, Luca Lombardi, Marco Porta and Alessandra Setti

Abstract New generation multimedia may have a great impact on exhibition visit
experience. This contribution focuses on the innovative use of interactive digital
technologies in cultural heritage practices. “Live” displays steered by visitors support
the creation of various content formats, smartly adapt the content delivered to the
visitor, stimulate self-motivated learning, and lead to a memorable and effective
experience. Multimodal interaction modalities have been developed for the exhibi-
tion “1525–2015. Pavia, the Battle, the Future. Nothing was the same again”, a
satellite event of the Universal Exhibition in Milan (Expo 2015). The Computer
Vision & Multimedia Lab of the University of Pavia, in cooperation with the
Bulgarian Academy of Sciences, in the framework of the European project
“Advanced Computing for Innovation”, has contributed to set up the exhibition,
enriching an educational and experiential room with products and targeted applica-
tions. Visitors can observe and analyze seven ancient tapestries, illustrating different
phases of the battle, through 3D reconstructions, virtual simulations, eye interaction
and gesture navigation, along with transpositions of the tapestries into tactile images
that enable the exploration by partially sighted and blind people. In the near future,
we may assess the impact of this interactive experience. Due to the novelty of the
approach, new insights can be potentially derived about the effectiveness and
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manageability of each specific system component. Under this scope, not only the
exhibition success is important, but also the augmented learning experience in cul-
tural heritage contexts.

Keywords IT for cultural heritage � Human-machine interaction � Natural user
interfaces � Gesture and gaze interaction � 3D modeling and printing � Tactile
images

1 Introduction

During the last years, museums have welcomed millions of visitors to galleries and
exhibitions. However, museums have made little progress towards a concrete
understanding of what a visitor actually sees when he/she looks at a work of art.
While some visitors clearly have an experience of great impact, the average visitor
stops at less than half the exhibition objects, spending less than 30 s at single
components, and in most cases spending even less time [1, 2].

New generation multimedia is a powerful, emerging technology that has the
potential to play a central role on the visitor-artwork interactions. New opportu-
nities are opened for all exhibitions, engaging with a public which is increasingly
familiar with the new modes of multimedia technology. Nearly two decades of
research on the cognitive and emotional impact of art and creative work are pro-
viding solutions for configuring custom and technology-enhanced spaces to
improve and personalize the visitor experience. Often in the past, digital technology
for cultural heritage created relations between visitors and art in which technology
overshadowed art. Instead of attracting visitors, often this has given rise to a gap
between visitors and heritage assets. Adverse effects could be produced by a
dominance of information over semantic content, attentional issues and cognitive
overload, visitors’ seclusion, etc. This unfavorable behavior mainly arises from a
mismatch between the objectives of the exhibition curators and visitors’ expecta-
tions [3]. Nowadays, the continuous growth in importance of the digital age has
changed the habits of exhibitions and even the concept of visitor [4]. Multimedia
applications have gained their place in Cultural Heritage contexts leveraging
emerging tools to foster more interactive experiences [5]. Natural User Interfaces
(NUIs) make technology transparent, transforming the visitor’s experience into an
interactive hands-on way to experiment the content. In this connection, modern
digital technologies for cultural and historical materials are an emerging research
field that bridges people, culture, and technologies [6–8].

The New Media Consortium (NMC) is an international not-for-profit consortium
of learning-focused organizations that can be regarded as the world’s longest-running
exploration on newmedia and their emerging technology trends. Almost every year a
panel of about 50 experts discuss on the five-year horizon for museums [9, 10].
According to the “NMC Horizon Report: 2015 Museum Edition” [11], over the next
5 years (2015–2019) topics very likely impacting on the core missions of museums
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are the 18 represented in Fig. 1. The discussions have been organized into three
time-related categories: short-term, related to the first year; mid-term, approximately
related to the second and third years; and far-term, related to the fourth and fifth years.
Each term is characterized by two main trends, challenges and developments in
technology. The short-term trends consist in visitors’more participatory experiences,
which call for a new extended notion of “visitor”. Mid-term trends identify as a major
topic of interest the analysis of statistical data about digitization and digital preser-
vation, with new strategic cross institutional collaborations. Long-term trends, lastly,
foresee a future in which emerging tools will be leveraged by creativity and exper-
imentation, as well as by an increased involvement of private companies. In partic-
ular, three challenging pairs of goals can be identified: the already going on
development of digital strategies, combined with the expanded competence and
advanced skills of museum staff, to better understand the use of a variety of digital
tools; the development of standard protocols for measuring the success of tech-
nologies, in parallel with technology at the center of many daily activities (museum
strategies must meet visitors’ needs, through a proper balance between online and
offline worlds); finally, when tracking visitor transactions and behavior, the adoption
of technical infrastructures to implement digital learning, asset digitization and
content production, combined with privacy protection. As regards technology

Fig. 1 Key trends, challenges, and technological developments that will impact on museums,
galleries and exhibitions over the next 5 years
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developments, the current highly connected community is likely to lead to Natural
User Interfaces, and even to the Internet of Things.

In line with these objectives, the European Commission has addressed the value
of museums as creative educational forces with a report entitled “Towards an
Integrated Approach to Cultural Heritage for Europe” [12], which highlights the
importance of digitization and e-learning tools as a way to support new models of
cultural heritage governance.

The impact of this interactive experience can be qualitative and often also
quantifiable. New insights can be potentially derived, for example by reporting the
visual attention of visitors in front of an exhibition-specific content [13]. The
transition from an insight to the individual’s thoughts about works of art, to find
relations between visitor’s viewing and thinking, is still challenging.

2 Natural User Interfaces

The development of research and practice on Human-Computer Interaction
(HCI) started between the 1970s and 80s, initially involving experts in cognitive
sciences, human factors and ergonomics [14]. The exploratory works that led to
user interfaces were developed at first in university research laboratories. In the 90s,
HCI experienced an explosive growth, and fundamentally changed computing
interaction modalities at the end of the millennium. Figure 2 shows the approximate

Fig. 2 Approximate time lines on the major interactive technologies. The basic ones exploited in
the exhibition are highlighted in orange color
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timelines related to the major interactive technologies. The figure is an updated
version from Myers [14] and summarizes the modalities closely related to the new
media technologies applied in our exhibition at the Visconti Castle of Pavia. This
interaction among universities, corporate research and commercial activities is
constantly increasing, and this trend will be likely confirmed by future interfaces.

The idea to provide users with natural interactions, with movements similar to
those performed in the real world, was not new. However, only recent devices allow
sufficiently robust and intuitive interaction experiences. Exploiting the convergence
of gesture-sensing technologies, humans can interact with computers by ‘commu-
nicating their intentions’ with gestures, facial expressions, eye input and voice. The
full potential of these NUIs has not been achieved yet, but their fast and constant
improvements are leading to inexpensive and robust interaction devices for content
manipulation.

NUIs have profound effects in educational contexts. Children use NUIs tools and
mechanisms quite naturally, without thinking about them, without help or
instruction. Together with learning, leisure activities have been the major focus of
NUIs. Perhaps, even more than for leisure and learning environments, as NUIs
become increasingly common, museums and exhibitions have now the opportunity
to use these facilities to create new forms of interpretation and presentation. NUIs,
by providing the visitor with a direct interaction with the environment and the
content, allow exhibits and collection spaces to incorporate large-scale realizations.
Multimedia advantages are that information is presented transparently and in a
variety of modes, without the “distance” that characterizes traditional interfaces.
NUIs offer effective, experiential and idea-driven ways to visit exhibitions. This is
similar to what occurs in science centers and children’s museums, but also in
traditional “object-based” museums the desire to touch and manipulate artworks is
very frequent in visitors. Thanks to NUIs, the limits due to preservation and con-
servation issues of the exhibited objects could be overcome. NUIs are also crucial to
facilitate disabled visitors who could not enjoy traditionally designed exhibits.

2.1 Gesture-Based Interaction

It is already common to interact with a new class of devices by using natural
movements and gestures [15]. As mentioned, motion and gesture detection tech-
nology creates an experience that closely mimics the real world common experi-
ence. Motion-sensing input devices are becoming more and more common and are
radically transforming the visitor’s engagement with collections. Immersive and
interactive installations combine tools and software that react naturally to human
behavior and activity.

An important distinction in the context of gesture-based interaction is that
between explicit and implicit gestures [16]. The purpose of explicit (or control)
gestures is to provide some forms of input to the computer, such as commands.
Conversely, implicit gestures are exploited to obtain indirect information about
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users and their environments, for instance to recognize the activity that is being
carried out. A further distinction is that between dynamic gestures, which imply
body movements, and static gestures, that are characterized by body positions
and/or postures.

Gesture based interaction implies two steps: (i) the user’s hand must be recog-
nized and tracked over time; (ii) a dictionary of gestures must be defined which
codes the evoked actions. The set of interactive gestures must be intuitive, com-
fortable and meanwhile easy to remember for the user.

The first possibility, in a growing array of alternative devices, that recognizes
and interprets natural physical gestures is Microsoft Kinect. This is a low-cost,
non-intrusive sensor originally conceived for gaming; it supplies an RGB camera, a
3D depth image sensor that measures the distance between an object and the sensor,
a data sensitive microphone, and skeleton video streams. Its use is convenient
because: (i) it is widespread and already used for many purposes; (ii) it does not
require camera calibration or environment setup; (iii) it allows markerless tracking;
(iv) it is quite cheap; (v) it provides powerful libraries for creating custom appli-
cations [17]. For all these reasons, its impact has extended far beyond the gaming
industry. In 2012, Microsoft has produced a new sensor expressively devoted to
scientific research. Today researchers and practitioners are leveraging the tech-
nology for applications in robotics, electronic engineering, etc. [18].

In the exhibition of the Battle of Pavia, we selected the Microsoft Kinect sensor
as a widespread and cheap technology able to monitor body motion and gestures, so
as to allow users to control the computer by their hand and finger gestures (Fig. 3).
An analogous example is the exhibition “Spotlight on The Antinoe Veil”, at the
Louvre in Paris, that deployed Kinect technology to enable visitors to interact with

Fig. 3 User gesture interaction to browse the artwork
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an ancient artifact. Visitors could manipulate a veil dating back to the 4th century
AD, and could explore different narratives painted on the fabric, without physically
touching it [19].

2.2 Avatar

An avatar is the representation of the user, the user’s alter ego or the user in third
person. Avatar in historical exhibitions is often used in computer generated virtual
experiences in which visitors play an online role in a story-driven approach. The
visitor’s avatar is full immersed into the virtual world of the exhibition and can
directly control the actions performed in the stage. The virtual simulation of the
human body is often made based on high quality characters related to the exhibition
(in gaming, avatars are often bought off-the-shelf models). There is a growing
secondary industry devoted to the creation of products that can be used to build and
manage avatars, and which provide tools for changing shapes, hair, skin, gender,
etc.

A characteristic avatar project for museums and exhibitions is TOURBOT, a
RTD Project funded by the EU-IST Programme [20]. The goal of this project is the
development of an interactive TOUr-guide RoBOT that operates as the visitor’s
avatar to provide individual access over the Internet to visit cultural heritage
specific exhibits. The virtual reconstruction of the museum or exhibit is delivered
over the Internet to a remote visitor, so that he/she can enjoy a personalized
tele-presence experience, being able to choose the preferred viewing conditions
(point of view, distance, resolution, etc.).

In the exhibition of the Battle of Pavia some characters mimic in real-time facial
and head movements of the visitor (Fig. 4).

2.3 Gaze-Based Interaction

Techniques for measuring gaze have been an important part of cognitive psy-
chology and many other fields of study since the early researches carried out in the
1960s. Alfred Lukyanovich Yarbus, in particular, can be considered the father of
eye tracking studies. In a famous experiment, Yarbus discovered that eye move-
ments of different subjects observing a painting were similar but not identical;
furthermore, he found that repeating the experiments at different times with the
same subjects produced very similar eye movements, but never the same [22]. In
the late 70s, the focus of research was on the link among eye tracking, visual
attention and cognition. Of particular interest is the so-called Eye-Mind Hypothesis
[10, 23], according to which there is a direct correspondence between the user’s
gaze and the point of attention. As demonstrated by several experiments, while it is
possible to shift the focus of attention without moving the eyes, the opposite is
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much more difficult [24]. During the 1980s, the Eye-Mind Hypothesis was often
questioned in light of covert attention, i.e. the attention to something that is not in
the fixation restrict neighborhood. According to Hoffman [25], “current consensus
is that visual attention is always slightly (100–250 ms) ahead of the eye”. However,
as soon as the attention moves to a new position, the eyes will want to follow. The
Eye-Mind Hypothesis, due to its simplicity, is widely exploited in the evaluation of
user interfaces, but also in other areas, such as in studies on reading or online
advertising (e.g. [26]).

The gaze-contingency paradigm is a general framework to change the infor-
mation presented on the monitor depending on what the user is looking at [27]. Due
to an imperfect coupling between overt and covert attentions, it is not possible to
exactly know which visual information the viewer is processing based on the
fixation locations. However, in gaze-contingent paradigms the stimulus on the
display is continuously updated as a function of the observers’ current gaze posi-
tion: by controlling the information feeding, it is possible to eliminate any ambi-
guity about what is fixated and what is processed.

Milekic [28, 29] gives an overview of gaze interaction and its potential appli-
cations for museums and exhibitions. Eye-tracking technology offers to museums
the possibility to study and measure the visitor’s attention to artworks, to investi-
gate the correlation between suggested interpretation and visitor’s comprehension
and to inspire interpretive content delivery. In fact, this technology offers the
opportunity to explore and model various interaction modalities that can be used to
improve visitor experience.

Fig. 4 Avatar: facial and head expressions and movements replicated in real time by the 3D
model of a character. The application has been developed using the web service and the facial
capture and animation technology of Face Plus [21]. Testing in the CVML laboratory
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Eye tracking has the potential to change the ways we relate to arts, and offers a
direct way of studying several important features of an exhibition visit, reporting on
conditions and factors affecting it. For example, it allows to reliably measure the
amount of time a visitor spends looking at an art-work.

The study of the visual behavior of an exhibition visitor requires the solution of
two sub-problems: gaze estimation and gaze analysis. Eye tracking has the purpose
to find the user’s gaze direction, through the identification of the eyes pupils and
corneal reflections (usually produced by infrared light). Gaze coordinates may then
be analyzed over time. Fixations and scanpaths allow the assessment of the user’s
interest. For example, the time spent by users fixating an object provides infor-
mation on how much they are interested in the object itself. Furthermore, gaze
interaction can exploit ‘augmented’ content; for instance, the user may zoom in and
see different parts of the image in more detail just by looking at it.

To determine the feasibility of these techniques in museums, the first problem is
the selection of the hardware to be used: of course head-mounted devices cannot be
considered, as the visitor’s experience should be as natural and “transparent” as
possible. A number of different eye tracking equipments and methods have been
proposed, but currently the most widespread and commercially available technique
is that exploiting infra-red illumination. The gaze direction is determined by ana-
lyzing the position of the pupil and of corneal glints (i.e. spots of reflected infra-red
light on the cornea [30]). Prices of eye trackers are constantly decreasing, and very
cheap devices are now available. In particular, for the exhibition of the Battle of
Pavia, we chose the EyeTribe [31] eye tracker.

In Fig. 5 one of the three workstations realized for the Pavia exhibition. The eye
tracker is positioned at the bottom of the display, in front of which the user sits

Fig. 5 An example of gazeplot; the scan path is yellow and fixation points are red (circles size
explicit the fixation time). A code is proposed to user to download data recorded during his/her
exploration
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during the interaction. The seat needs to be adjusted for each visitor, so that his/her
eyes can be properly detected. Infrared light is used to find the gaze direction. After
a short calibration phase (in which the user has to look at a moving target point), the
eye tracker is able to compute gaze coordinates. Moreover, additional data that can
be obtained are fixation time, saccade length, pupil size, and number of blinks. At
the end of each session, a comprehensive report is produced so that the interaction
experience can be monitored. The most common output is the visitor’s scanpath,
that is a visual representation of the sequence of fixations (usually indicated as
circles whose area is proportional to their duration). A second common output is the
“heat map”, i.e. a visual depiction, through different colors, of the time spent by
users while watching the different areas of the screen.

Logging and analyzing eye tracking data provides rich information on the
exhibit attractiveness and about the interaction with the multimedia content set-up
by cultural heritage professionals. Not only the final resulting performance is
important, but also the understanding of all processes involved [32].

3 Services to Visitors and Accessibility

It is interesting to investigate experiences involving 3D touch and how people
actually approach touch interaction [33]. For some people it seems unnatural being
only able to watch, and they get frustrated at exhibitions where it is not allowed to
touch and feel objects and materials. Actually, touch is extremely important par-
ticularly for blind and partially sighted visitors, who exploit tactile sensing to access
the external world information through contours and textures.

In this connection a structural initiative is actuated by the Museum Access
Consortium (MAC) that strives to enable people with disabilities to access cultural
facilities of all types in the New York metro area. The aim is to share experiences,
learn from one another, and refine best practices to reach advancing accessibility
and inclusion [34]. In the sequel the activities of the exhibition of Pavia in this
framework are shortly summarized.

3.1 Tactile Images

Tactile images—in relief, are made in such a way that they can be read and
interpreted by touch. The implementation is not immediate; to be suitable to a
tactile interpretation, a figure must be simplified and transferred to a relief image
that presents distinct and logically homogeneous forms, so that each component can
convey the original content in an intelligible way.

The exhibition proposes a tactile reading of an artwork, experimenting the
transposition of the information that the tapestries depict in a version accessible to
partially sighted and blind visitors. The aim is to allow to see with your hands:
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the tapestry images are digitized, modified, adapted (Fig. 6), reconstructed as
three-dimensional models and finally printed in 3D to be read with the fingertips
(Figs. 7 and 8).

Fig. 6 The tapestry “The Advance of the Imperial army and the attack of the French gendarmerie
led by Francis I” has been split into 23 layers. The figure represents three layers related to the
French king Francis I

Fig. 7 The tactile images at the exhibition of the Pavia Battle
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Fig. 8 Original version, re-elaboration for tactile version, and 3D printing of the tapestry
depicting the defeat of the French cavalry and the Imperial infantry reigning over the enemy
artillery. In the re-elaboration all layers are shown. In the 3D print, white h = 0: bottom and inner
contours in full figures; red h = 1: external contours of all, black h = 1: internal boundaries and
Braille in hollow figures, and full figures; green h = 2: Braille in full figures)
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3.2 3D Collections

People partially sighted or blind cannot enjoy all the treasures that cultural heritage
offers. However, new technologies are now available which can make art accessible
to everybody. 3D printing is an affordable, practical and effective solution to create
reproductions of artwork objects that usually are not, or not always, easily available,
manageable or accessible [35].

In particular, 3D models can be profitably exploited with different targets: (i) to
reconstruct: from fragments and picture documents or other sources, 3D models of
destroyed artifacts can be built; (ii) to replicate: for preservation of originals, that
are too fragile to move, or just for making commercially available replicas; (iii) to
interpret: for understanding the past of an object, an architecture or a place map,
through the analysis of their reconstructions; (iv) to investigate: building various
items to compare artifacts from different sources; (v) to share: grouping 3D
resources for extended integration of parts and models [36].

Figures 9, 10, 11, 12 and 13 show the Battle of Pavia 3D collection made by the
students of the “Computer Vision” course of the Master in Computer Engineering
of the University of Pavia, in details: tapestry characters and models; tapestry
scenes and models; a French cannon and the Pavia landscape from tapestry to
model to 3D print; character models and 3D prints.

Fig. 9 Rendering of 3D models produced by Fuse Character Creator [37] and Cinema 4D [38]:
Charles de Lannoy; Charles III of Bourbon; Duke of Alençon on the bridge made of boats;
Guillaume Gouffier de Bonnivet; Great Lord
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Fig. 11 French cannon: tapestry; 3D model; 3D object printed by ProJet 460Plus

Fig. 10 Rendering of 3D scenes produced by Fuse Character Creator [37] and Cinema 4D [38]:
Ferrante Castriotta and Francesco I; capture of the French king; people coming out from shelters

Fig. 12 The city of Pavia: tapestry; 3D model; 3D city printed by Sharebot NG PLA
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4 Impact of New Technologies in Exhibitions: Issues
and Visitors’ Feedback

The purpose is to measure the value of digital media opportunities in exhibitions, in
order to develop strategies, processes, and technologies to maximize their benefits
for exhibitions and visitors. A structured approach has been followed at the
Metropolitan Museum of Art, in which the full strategy focuses on three phases of
interaction: (i) before the visit, by presenting the exhibition content online;
(ii) during the visit, by developing solutions to enrich the visitor’s experience;
(iii) after the visit, by using visitor-generated data to tune plans and expectations
and to assure positive memories by visitors [39].

Museums and exhibitions are increasingly leveraging emerging technologies,
such as NUIs. However, the emphasis on these digital tools often prevails on the
assessment of the impact of the deployed technologies. This evaluation should
occur before and after technologies are implemented, in order to establish a
framework to measure the impact and to validate if the adopted devices and tools
are/have been suited to the exhibition’s mission and goals. At last, if museums share
the results with other institutions, the risk factor will be reduced in the future. It is
important for museums to develop benchmarks before deploying new technologies
to avoid retro-fit a solution in a post-implementation phase.

Test and evaluation sessions have so far occurred in museums and galleries.
Some of these sessions had as goal to advance our understanding about specific

Fig. 13 Characters models and 3D print made by the ProJet 460Plus printer; a lady wearing a red
dress, following the French army; Francesco Fernando d’Avalos; Georg von Frundsberg; Jean De
Diesbach; stableman of the lady in red
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system components. A list of recommended general guidelines for program eval-
uations, project planning tools, and evaluation methods already exists [39, 40]. As
more and more visitors will get acquainted with the use of these tools and methods,
we may effectively assess the impact of the interactive experiences that have been
tailored so far. Adaptive strategies shaped by the visitor interest and curiosity can be
used to personalize an interactive process and to promote a positive emotional and
memorable visitor experience in the Cultural Heritage context.

5 Conclusions

Discovery-based learning at museums and exhibitions are steadily increasing [9]
even targeting subversive and non-traditional tour [41]. However, participatory
strategy involves innovative approaches in an experimental territory [42].
Therefore, it is important to be able to evaluate successes and failures, because,
despite many experiments, the risk that the average visitor gets lost for the abun-
dance of information and technology still remains high. Some studies have revealed
that the design properties of those exhibition and realization conditions have a
significant impact on success or failure rates.

Crowdsourcing, a term coined in 2005, has been defined (Merriam-Webster) as
the process of obtaining needed services, ideas, or content by soliciting contributions
from a large group of people, and especially to draw thorough conclusions about
effective and ineffective models of implementation. Driven by such practical issues
and societal general trends, crowdsourcing seems likely to become a necessary
workflow of heritage institutions [43]. Nevertheless, despite the widespread preva-
lence of crowdsourcing projects in the cultural heritage domain, not all initiatives to
date have been universally successful. Several have failed to recruit adequate
numbers of participants or those with the requisite skills to complete the desired task.

Specific attributes for project success are: (i) size of the institution, and in
particular the familiarity of the institution with projects that involve digital stimuli
and multimedia; (ii) type of the collection: there is a correlation between the content
and the type of crowd that the project might attract; (iii) complexity of the target
task and its specificity, opportunity to adapt the content to be delivered to the visitor
accordingly; (iv) crowd and people involved, factors shaping the amount of crowd
involvement and how to keep crowd interested and motivated; (v) project site
infrastructure and its suitability to the target; (vi) team able to identify and monitor
progress, and how they can be trained; (vii) capability to evaluate the project
successes and failures and the value of the experience [11].

The monitoring of the impact of all physical and digital stimuli is exploited to
properly adapt the content to the visitor. In this connection, the future for NUIs is
very promising and some exhibitions begin now to build museum inventories of the
employed devices. NUIs can be used in many imaginative ways, in order to guide
visitors through satisfying experiences, encouraging them to feel, digest, reflect,
touch, and pursue sensorial involvement, memorable and easily achievable.
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Mining Clinical Events to Reveal Patterns
and Sequences
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Abstract This paper presents results of ongoing project for discovering complex
temporal relations between disorders and their treatment. We propose a cascade
data mining approach for frequent pattern and sequence mining. The main differ-
ence from the classical methods is that instead of applying separately each method
we reuse and extend the result prefix tree from the previous step thus reducing the
search space for the next task. Also we apply separately search for diagnosis and
treatment and combine the results in more complex relations. Another constraint is
that items in sequences are distinct and we have also parallel episodes and different
time constraints. All experiments are provided on structured data extracted by text
mining techniques from approx. 8 million outpatient records in Bulgarian language.
Experiments are applied for 3 collections of data for windows with size 1 and
3 months, and without limitations. We describe in more details findings for
Schizophrenia, Diabetes Mellitus Type 2 and Hyperprolactinemia association.
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1 Motivation

Analyzing relations between temporal events in clinical narratives has high
importance for proving different hypotheses in healthcare: in risk factors analysis,
treatment effect assessment, comparative analysis of treatment with different
medications and dosage; monitoring of disease complications as well as in epi-
demiology for identifying complex relations between different disorders and causes
for their co-existence—so called comorbidity. A lot of research efforts were
reported in the area of electronic health records (EHR) visualization and analysis of
periodical data for single patient or searching patterns for a cohort of patients [1–5].
The work [6] proposes a method for temporal event matrix representation and a
learning framework that discovers complex latent event patterns or Diabetes
Mellitus complications. Patnaik et al. [1, 2] report one of the first attempts for
mining patients’ history in big data scope—processing over 1.6 million of patient
histories. They demonstrate a system called EMRView for mining the precedence
relationships to identify and visualize partially ordered information. Three tasks are
addressed in their research: mining parallel episodes, tracking serial extensions, and
learning partial orders.

Mining frequent event patterns is a major task in data mining. It filters events
with similar importance and features; this relationship can be specified by temporal
constraints. There are two major tasks in data mining related to the temporal events
analysis: (i) frequent patterns mining and (ii) frequent sequence mining. The dif-
ference between them is that in the first case the event order does not matter.

In frequent patterns mining the events are considered as sets—collections of
objects called itemsets. We investigate how often two or more objects co-occur.
Usually they are considered as a database of transactions presented like tuples
(transaction, itemset), the sets of transaction identifiers are called tidsets. Several
methods are proposed for solving this task that vary from the naive BruteForce and
Apriori algorithms, where the search space is organized as a prefix tree, to Eclat
Algorithm that uses tidsets directly for support computation, by processing prefix
equivalence classes [7]. An improvement of Eclat is dEclat, it reduces the space by
keeping only the differences in the tidsets as opposed to the full tidsets. Another
efficient algorithm is Frequent Pattern Tree Approach—FPGrowth Algorithm.
Using the generated frequent patterns by all these methods we can later generate
association rules.

For frequent sequence mining the order does matter [7]. The Level-wise gen-
eralized sequential pattern (GSP) mining algorithm searches the prefix tree using
breadth-first search. SPADE algorithm applies vertical sequence mining, by
recording for each symbol the position at which it occurs. PrefixSpan algorithm
uses projection-based sequence mining by storing only the suffix after the first
occurrence of each symbol and removing infrequent symbols from the suffix. This
algorithm uses depth-first search only for the individual symbols in the projection
database.
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There are different mining approaches for temporal events, for instance we can
consider sequences leading to certain target event [8]. Gyet and Quiniou [9] pro-
pose recursive depth-first algorithm QTIPrefixSpan that explores the extensions of
temporal patterns. Further they extract temporal sequences with quantitative tem-
poral intervals with different models using a hyper-cube representation and develop
a version of EM algorithm for candidates’ generation [10]. Patnaik et al. present the
streaming algorithm for mining frequent episodes over a window of recent events in
the stream [2]. Monroe et al. [11] presents a system with visual tools that allows the
user to narrow iteratively the process for mining patterns to the desired target with
application in EHRs. Yang et al. [12] describe another application of temporal event
sequence mining for mining patient histories. They develop a model-based method
for discovering common progression stages in general event sequences.

2 Project Setup

The main goal of our research is to examine comorbidity of diseases and their
relationship/causality with different treatment, i.e. how the treatment of a disease
can affect the co-existing other disorders. This is a quite challenging task, because
the number of diagnoses (more than 10,000) and of medications (approx. 6,500) is
huge. Thus the theoretically possible variations of diagnoses and corresponding
treatments are above 10500 for one patient. That is why we shall examine separately
chronic versus acute diseases [13] and afterwards shall combine the patterns into
more complex ones. Chronic diseases constitute a major cause of mortality
according to the World Health Organization (WHO) reports and their study is of
higher importance for healthcare.

In order to solve this challenging task we split it down into two subtasks:

• Task 1: To find frequent patterns of distinct chronic diseases. Afterwards for
each frequent pattern of chronic diseases—to find frequent patterns of treatment
and investigate their relationship in order to identify complex relations.

• Task 2: To search for causality and risk factors for chronic diseases by sequence
mining. In this task several experiments are explored—with no limitations for
the distance between events, only the order matters, and with different window
limitations between events—1, 3 months, etc. In this task also more complex
sequences are considered like parallel (simultaneous) episodes/disorders.

Each of these tasks needs to be investigated in the general case and also for
gender and age specific conditions.
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3 Materials

We deal with a repository of pseudoanonymous Outpatient Records (OR) in
Bulgarian language provided by the Bulgarian National Health Insurance Fund
(NHIF) in XML format. The majority of data necessary for the health management
are structured in fields with XML tags, but there are still some free-text fields that
contain important explanations about the patient: “Anamnesis”, “Status”, “Clinical
examinations” and “Therapy”.

From the XML fields with corresponding tags we know the Patient ID, the code
of doctors’ medical specialty (SimpCode), region of practice (RZOK), Date/Time
and ID of the outpatient record (NoAL). XML tags also point to the main diagnose
and additional diagnoses with their codes according to the International
Classification of Diseases, 10th Revision (ICD-10) [14]. Each OR contains a main
diagnosis ICD-10 code and up to 4 additional disorders ICD-10 codes, i.e. in total
from 1 to 5 ICD-10 codes. ORs describe events that can be represented in structured
format (Fig. 1).

Our experiments for pattern search are made on three collections of outpatient
records that are used as training and test corpora, see Table 1. They contain data
about patients suffering from Schizophrenia (ICD-10 code F20),
Hyperprolactinaemia (ICD-10 code E22.1), and Diabetes Mellitus (ICD-10 codes
E10–E15). These collections are of primary interest for our project because they
contain cases with high diversity of chronic disorders. Schizophrenia and Diabetes
Mellitus are chronic diseases with a variety of complications that are also chronic

Fig. 1 Structured event data

Table 1 Characteristics of
data collections

Characteristics Collections

S1 S2 S3

Outpatient records 1682429 288977 6327503

Patients 45945 9777 435953

Main diagnose
(ICD-10)

F20 E22.1 E10–E15

Period (year) 3 3 1

Size (GB) 4 1 18

98 S. Boytcheva et al.



diseases. The collections are extracted by using a Business Intelligence tool
(BITool) [15] from the repository of about 120 millions ORs for approx. 5 million
patients for 3 years period. The size of the repository is approx. 212 GB.

4 Methods

We designed a system for exploring complex relationships between disorders and
treatments, see Fig. 2. It contains two main modules—for text mining and for data
mining, and two repositories—for XML documents (ORs) and for structured data
(temporal events sequences).

Text mining module is responsible for the conversion of the raw text data
concerning treatment and status to structured event data and in addition for the
“translation” of the structured data in the XML document to event data. For
extraction of information about the treatment we use a Text mining tool because the
ORs contain free texts discussing drugs, dosage, frequency and route mainly in the
“Therapy” section. Sometimes the “Anamnesis” also contains sentences that dis-
cuss the current or previous treatment. We developed a drug extractor using regular
expressions to describe linguistic patterns [16]. There are more than 80 different
patterns for matching text units to ATC drug names/codes [17] and NHIF drug
codes, medication name, dosage and frequency. Currently, the extractor is elabo-
rated and handles 2,239 drug names included in the NHIF nomenclatures. For
extraction of clinical examination data we designed a Numerical value extractor
[18] that processes lab and test results described in “Anamnesis”, “Status”, and

Fig. 2 System architecture
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“Clinical examinations”—for instance body mass index (BMI), weight (W), blood
pressure (Riva Roci—RR), etc.

Data mining module uses a cascade approach for solving the two main tasks.
The process will be shown in more details in the following subsections. Briefly the
idea is that Task 1 can be solved by applying modification of the classical frequent
itemsets mining algorithms and association rules generation. The solution of Task 2
is based on frequent sequence mining expanding the prefix tree generated as a result
from the previous task solution. There are a lot of efficient algorithms for solving
each task separately. However, in our project we are interested in a single algorithm
that solves both tasks. That is why we propose a cascade method that uses the
obtained results from the previous task and in such a way reduces the search space
for the next task. Another constraint is that items in sequences in Task 2 are distinct
and we have also parallel (simultaneous) episodes and different time constraints.

4.1 Formal Presentation

Each collection S 2 S1; S2; S3f g is processed independently from the other two
collections. For the collection S the set of all different patient identifiers P ¼
p1; p2; . . .; pNf g is extracted. This set corresponds to transaction identifiers (tids)

and we call them pids (patient identifiers). For each patient pi 2 P events sequence
of tuples event; timestamph i is generated: E pið Þ ¼ e1; t1h i; e2; t2h i; . . .; eki ; tkih ið Þ;
i ¼ 1;N where timestamps tn�1 � tn; n ¼ 2;N. Let E be the set of all possible events
and T be the set of all possible timestamps. Let C ¼ c1; c2; . . .; cp

� �
be the set of all

chronic diseases [13], which we call items. Each subset of X �C is called an
itemset. We define a projection function p : E � Tð Þn! C � Tð Þn:

p E pið Þð Þ ¼ C pið Þ ¼ c1; t1ih i; c2; t2ih i; . . .; cmi ; tmih ið Þ

such that for each patient pi 2 P the projected time sequence contains only the first
occurrence (onset) of each chronic disorder of the patient pi that is recorded in E pið Þ
in the format chronic disease; timestamph i:

To investigate both cases: with no limitations and with different window limi-
tations of the distance between events, we store two versions of the temporal event
sequences database for each collection.

In the first version all timestamps are substituted with consecutive numbers
starting from 0. In this case the particular dates of events do not matter, only the
order matters. In this section we introduce a simple synthetic example to illustrate
the proposed method (Table 2). For the example on Table 2, the corresponding
database with normalized timestamps is shown on Table 3a. In the second version
all timestamps are replaced with relative time—to the first event in the sequence we
assign time 0, and for all other events the timestamp is converted to the number of
days distance from the first event. In this case the distance between events does
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matter. The corresponding database with normalized timestamps is shown on
Table 3b. Note that ORs always contain dates.

Additionally we generate time sequences for treatment. For each medication we
can find the corresponding diseases with which treatment it is associated. Similarly
to disorders we define a projection function that, applied over the event sequence,
results a treatment sequence.

4.2 Frequent Patterns Mining

This module applies a modification of the classical Eclat algorithm [7] and gen-
erates a prefix-based search tree for chronic diseases itemsets (Fig. 4). In our task
frequent patterns are itemsets. Then the main difference is that instead of using pids
intersection we apply projection of items in the database and at each level we merge
the projection vectors. Let x 2 C is an item and D is the database. We define a
vector projection v x;Dð Þ ¼ x1; . . .; xnh i, where:

xi ¼ k;
�1;

� 9k : pi;Xh i 2 Dand x; kh i 2 X
otherwise

For the database on Table 3a we obtain the projection vectors shown in Fig. 3.

Table 2 Example database for chronic diseases with timestamps

pid

1. A; 12=01=2012h i B; 12=01=2012h i C; 01=02=2012h i D; 16=05=2012h i
2. B; 27=01=2012h i C; 06=02=2012h i D; 13=09=2012h i –

3. B; 03=02=2012h i C; 08=02=2012h i A; 08=02=2012h i D; 27=06=2012h i
4. B; 10=02=2012h i A; 10=02=2012h i D; 19=06=2012h i –

5. A; 22=02=2012h i C; 22=02=2012h i D; 20=08=2012h i –

6. B; 28=02=2012h i A; 14=03=2012h i C; 14=03=2012h i D; 25=09=2012h i

Table 3 Example database for chronic diseases with normalized timestamps

pid (a) pid (b)

1. A; 0h i B; 0h i C; 1h i D; 2h i 1. A; 0h i B; 0h i C; 20h i D; 125h i
2. B; 0h i C; 1h i D; 2h i – 2. B; 0h i C; 10h i D; 130h i –

3. B; 0h i C; 1h i A; 1h i D; 2h i 3. B; 0h i C; 5h i A; 5h i D; 145h i
4. B; 0h i A; 0h i D; 1h i – 4. B; 0h i A; 0h i D; 230h i –

5. A; 0h i C; 0h i D; 1h i – 5. A; 0h i C; 0h i D; 180h i –

6. B; 0h i A; 1h i C; 1h i D; 2h i 6. B; 0h i A; 15h i C; 15h i D; 210h i
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Each itemset is considered as a sequence of items in lexicographical order,
according to the ICD-10 indices. Let a ¼ pþ d

0
; b ¼ pþ d

00
be two sequences of

chronic diseases with the same prefix p and corresponding vectors a1; . . .; anh i and
b1; . . .; bnh i. If d 0

\d
00
, then we generate the result sequence ab :¼ pþ d

0 þ d
00 ¼ ad

00
.

Let the vector for item d
00
be d

00
1; . . .; d

00
n

� �
. For the sequence ab with length k we

generate the vector of ordered k-tuples mða1; d 00
1Þ; . . .;mðan; d

00
nÞ

� �
, where the function

m is defined as follows:

m ai; d
00
i

� �
¼ �1; ai ¼ �1 or d

00
i ¼ �1

hai; d 00
i i; ai 6¼ �1 and d

00
i 6¼ �1

�

 1 2 3 4 5 6 
A <0, -1, 1, 0, 0, 1> 
B <0, 0, 0, 0, -1, 0> 
C <1, 1, 1, -1, 0, 1> 
D <2, 2, 2, 1, 1, 2> 

Fig. 3 Projection vectors of the chronic diseases A;B;C;D (Table 3a)

Fig. 4 Prefix tree with projection vectors for minsup ¼ 4. Shaded boxes indicate infrequent
itemsets. For simplicity parentheses are omitted. Next to the itemset is shown its support
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We define a support for sequence a with vector a1; . . .; anh i as
supðaÞ ¼ aijai 6¼ �1; i ¼ 1; n

� �		 		. We are looking for itemsets with frequency
above given minsup:

From the collection F of frequent itemsets, using the classic algorithm we

generate association rules in the form: a!s;c b, where a; b; ab 2 F ; s ¼
sup ðabÞ�minsup, and the confidence c is defined as follows:

c ¼ sup ðabÞ
sup ðaÞ

We are looking for strong rules, i.e. with confidence above a given minimum
confidence value minconf :

Although the collection F gives us some information about the chronic disorders
coexistence necessary for Task 1 solution, association rules show more complex
relations between disorders association. In Fig. 5 are shown association rules
generated from the prefix tree in Fig. 4.

For example from association rules in Fig. 5 we can conclude that existence of
anyone or two of the diseases A, B, C is a risk factor for presence of disorder D as
well. In addition the coexistence of diseases A, and D is a risk factor for presence
also either of disorder B, or of disorder C.

4.3 Frequent Sequence Mining

For Task 2 we need to study the sequences of chronic disorders and their treatment.
We apply breadth-first search in the prefix-tree generated from the previous module
and map on each node a substitution r that converts vectors of k-tuples to vectors of
patterns. Let v ¼ v1; v2; . . .; vnh i be a vector for some frequent itemset X 2 F , and
vi ¼ ni1; ni2; . . .; nikh i, where k ¼ Xj j, and nij; j ¼ 1; k are numeric values corre-
sponding to the positions of items in the database event sequences. Let the sorted
sequence of distinct values in vi be nia0\nia1\ � � �\nial , where l� k � 1. We
apply normalization of vi by substitution r of all occurrences of niaq by q, 0� q� l.

Association rule confidence
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 
1.0 

Fig. 5 Association rules
generated with minconf ¼ 0:9
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The prefix tree in Fig. 4 is transformed to the tree in Fig. 6 after the normal-
ization. For the itemset fA;Bg we have support 2 only for both patterns [0, 0] and
[1, 0], hence this set will be pruned. The resulting frequent patterns are listed in
Fig. 7, where parallel (simultaneous) events are presented in brackets and the
leftmost event is the start, and rightmost event is the final event in the sequence.

Sequence pattern support
3 
3 
5 
4 
4 
5 
5 

Fig. 7 Sequence patterns.
Parallel events are presented
in brackets

Fig. 6 Prefix tree with patterns mapped vectors for minsup ¼ 3. Shaded boxes indicate infrequent
itemsets
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5 Experiments and Results

To cope with big data, we use tabulation in the implementation of both methods.
Thus each level of the tree is stored in separate table as a file. During the tree
generation we deal only with the last generated table and the table corresponding to
the level 1. For the projection we need to store in the memory only the vectors for
three nodes.

We applied both methods for each collection separately and obtained the fol-
lowing results for chronic diseases and treatment (Table 4). These methods are
applied also for age and gender specific constraints for each collections. The figures
below present the extracted frequent patterns for chronic diseases in total and for
age 15–44 years, with minsup ¼ 80 for S1 (Fig. 8), and minsup ¼ 45 for S2
(Fig. 9). For both collections the minimal support is chosen as 0.5 % of the number
of patients, respectively.

We also experimented with different window lengths—1 and 3 months. These
intervals are with high importance for healthcare, because they denote the minimal
and the optimal interval for which the medication treatment can show effect. In our
experiments for window 1 month the results are almost similar to the results for
window 0, because the frequency of patient visits usually exceeds 1 month. For
window 3 months the obtained results decline dramatically, because of the rather
short period of our retrospective study—only 3 years. And therefore the maximal
size of the frequent sequence is 2 chronic diseases only.

Table 4 Characteristics of structured event data

Characteristics Collections

S1 S2

Total Age 15–44 Total Age 15–44

Total number of extracted ICD-10 codes 782,448 288,625 248,067 198,588

Total number of distinct ICD-10 codes 5,790 4,530 4,697 4,240

Total number of extracted chronic diseases 107,789 36,180 31,151 22,194

Total number of distinct chronic diseases 227 216 228 215

Total number of patient with chronic diseases 37,921 16,059 8,414 6,933

Avg length k of chronic diseases sequence 2.843 2.253 3.702 3.201

Fig. 8 Total number of extracted frequent patterns and sequences for collection S1
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Together with a bunch of well known associations in each collection we found
some patterns that are not well studied in the medical literature and further study
will be needed to investigate their significance in healthcare management.

5.1 Case Study

Initially we started processing the collection S3 for patients with Diabetes Mellitus
Type 2 (T2D—E11) and extracted relatively high number of frequent patterns
containing different mental disorders—ICD10 codes F00–F99. This result moti-
vated us to process collection S1 for patients with Schizophrenia (SCZ—F20).
Mining complex itemsets including both chronic and acute diseases we obtained as
a result high frequency of some acute diseases as well. And we included in our
study collection S2 for patients with Hyperprolactinemia (E22.1) to investigate in
more details the association of these three diseases (Table 1).

On the other side SCZ develops in relatively young age 18–35 years and the
peak ages of onset are 25 years for males and 27 years for females. In contrast T2D
develops relatively later and the peak ages of onset are 45–65 years. This motivates
us to study in more details age specific event sequences (Table 5). These
co-morbidity facts together with the administrated medications were interpreted as

Table 5 Statistics for collections S1, S2 and S3

Year 2012 2013 2014

ICD10 Total Age 15–44 Total Age 15–44 Total Age 15–44

Total 5,048,165 1,583,980 5,132,403 1,598,595 5,147,648 1,585,024

F20 38,560 16,226 38,464 15,871 37,921 15,241

E11 403,048 18,704 419,237 19,304 432,705 19,200

E22.1 3,663 3,018 5,273 4,269 5,347 4,267

E11 + F20 2,775 505 3,093 538 3,209 576

F20 + E22.1 158 73 251 107 237 183

E11 + E22.1 271 120 472 206 534 231

F20 + E22.1 + E11 19 7 33 18 30 20

Fig. 9 Total number of extracted frequent patterns and sequences for collection S2
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temporal events and the event sequences were processed by the mining tool for
pattern search. The data are extracted from more than 8 millions ORs (Table 1).

It is well known that patients with SCZ are at an increased risk of T2D [19],
therefore a better understanding of the factors contributing to T2D is needed. SCZ is
often treated with antipsychotic agents but the use of antipsychotics has been
associated with Hyperprolactinemia, or elevated prolactin levels (a serious hor-
monal abnormality). Thus, given the large repository of ORs, that covers more than
5 million citizens of Bulgaria, it is interesting to study associations and depen-
dencies among SCZ, T2D and Hyperprolactinemia in the context of the treatment
prescribed to the patients.

Regarding the treatment it is well known that the classical antipsychotics,
blocking D2 dopamine receptors, lead to extrapyramidal effects related to antago-
nism in the nigrostriatal pathway, and Hyperprolactinemia is due to antagonism in
the tuberoinfundibular pathway. In the early 1990s a new class of antipsychotics
was introduced in the clinical practice with the alleged advantage of causing no or
minimal extrapyramidal side effects, and the resulting potential to increase treat-
ment adherence. However, there are data, that some of these antipsychotics can
induce Diabetes, Hyperlipidaemia and weight gain.

Our study considers the presence of:

• Hyperprolactinemia in the patients with Schizophrenia,
• T2D and Schizophrenia in the patients with Hyperprolactinemia,
• T2D and Hyperprolactinemia in the patients with Schizophrenia and
• T2D in the patients with Schizophrenia and Hyperprolactinemia.

We also combine diagnosis patterns with treatment sequences patterns that
include first generation of antipsychotics (ATC codes: N05AF01, N05AB02,
N05AD01, N05AF05) and/or second generation of antipsychotics (ATC codes:
N05AL05, N05AX12, N05AH02, N05AH03, N05AX13, N05AH04, N05AX08,
N05AE03, N05AE04).

We found an increased rate of Hyperprolactinemia and T2D in patients with
Schizophrenia, compared to presence of these diseases in patients without
Schizophrenia. Table 6 presents extracted frequent sequence patterns for SCZ
(F20), T2D (E11) and Hyperprolactinemia (E22.1). We can observe that in these
sequences dominates the relation SCZ (F20) precedes T2D (E11). In Fig. 10 is
presented the temporal relation between the onset of T2D (E11) after the onset of
SCZ (F20) measured in months. Table 7 shows the prevalence of T2D (E11) in the
entire population and among patients suffering from SCZ (F20). Although there is
no significant difference for the total collection, the statistics for age 15–44 years
show that for patients with SCZ (F20) there is about three times higher risk for
development of T2D (E11). The finding is explicated in relation with the admin-
istrated treatment.
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Table 6 Extracted sequence patterns with minsup ¼ 3 from S1

Sequence pattern Total Age 15–44 years

F20 ! E11 ! E22:1 19 6

F20 ! E22:1 ! E11 11 6

F20 ! ½E22:1;E11� 21 8

½F20;E11� ! E22:1 8 4

½F20;E11;E22:1� 5 3

F20 ! E22:1 314 264

½F20;E22:1� 25 22

E22:1 ! F20 27 23

E11 ! F20 785 142

½F20;E11� 1,512 231

F20 ! E11 2,201 491

Table 7 Prevalence of E11

Total Age 15–44 years

Fig. 10 Total number of patients with E11 after diagnosis F20, grouped by period measured in
months
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6 Conclusion and Further Work

The proposed approach presents an elegant and efficient solution for the task of
frequent patterns and sequences mining in the scope of big data applied over real
medical datasets. Due to the constraints for distinct diagnoses in our patterns the
proposed solution allows to reuse the frequent patterns tree generated for the Task 1
for frequent sequences mining. This is due to the fact that the tree from Task 1 can
only shrink on Task 2, i.e. not all possible permutations of the itemsets have
sufficient support above the minsup. It also allows checking different hypotheses for
treatment effect and risk factors, by using different size for search window. In
contrast to the other classical methods for frequent sequence mining the proposed
solution allows parallel (simultaneous) events in sequences to be recognized and
grouped. This approach can be applied also for other domains where heterogeneous
events need to be mined.

In contrast to other approaches for temporal events mining in EHR the proposed
approach is not so expensive like EMRView [1, 2] which requires offline prelim-
inary generation of frequent patterns over which later the system applies filtering
and projection. Also we process the entire collection with no limitation like
interactive systems [5] that reduce the task by initially selecting events of interest
for analysis and visualization queries or sentinel events [3].

The main advantage of the proposed approach is that it takes into account the
data specificity and enables flexible parameterization of (i) the set of the diagnoses
in the research interest, and (ii) the time window size.

The contribution of the paper is that it demonstrates a powerful, sufficiently
generalized technology for discovering correlations in the medical domain.

Our future plans include experiments with collections of ORs for patients with
Cardio-vascular Disorders and Malignant neoplasm. We also plan to process the
complete sequence of diseases—including both chronic and acute diseases to
investigate more complex causalities.

Integrating mining of status data for patients will further elucidate the risk factors
and causality for some acute and chronic disorders. Moreover, changing patient
states brings new events in the whole picture and hopefully longer sequences will
be revealed that will point to new interesting medical facts.
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1 Introduction

Web-based learning is becoming a significant part of contemporary education.
Supported by online learning environments spanning from online digital libraries
and encyclopedias, such as Wikipedia, to educational websites, such as Khan
Academy, to Massive Open Online Courses (MOOCs), such as Coursera, Udacity
and edX, it is easily accessible and ubiquitous. The intrinsically interactive nature of
the online environments results in the generation of huge volumes of information
about the online activities of the learners using them. This is a gold mine of
educational data that can be used to improve users’ learning experiences. To extract
useful relevant information from it, data mining methods are typically used. Data
mining is concerned with the automatic extraction of implicit and interesting pat-
terns from large data collections. Applying it in the context of education is known
as Educational Data Mining (EDM).

EDM is an emerging discipline “concerned with developing methods for
exploring the unique types of data that come from educational settings, and using
those methods to better understand students, and the settings which they learn in.”1

Typical questions addressed by EDM are: What student actions are associated with
better learning? What actions indicate satisfaction and engagement? What features
of an online learning environment lead to better engagement and learning?
Educational data mining is typically applied to student information systems,
learning management systems (LMS), web-based courses, adaptive intelligent
educational systems, personal learning environments, open data sets, and social
media. The targeted data are of two main categories: student-performed actions with
a given outcome (e.g. content viewing during a time span, completing an activity
with a given result, etc.) and student profile (incl. age, gender, interests, etc.).

EDM leverages data mining techniques to analyze education-related data. The
primary categories of methods used for educational data mining are classification,
clustering, regression, relationship mining, and discovery with models. The most
popular are classification and clustering—together they reach 69 % of the DM tasks
used by EDM approaches [16]. Prediction is one of the important categories of
EDM. In prediction, the goal is to develop a model which can infer a single aspect
of the data from some combination of other aspects of the data. Prediction models
are used to either predict future, or to predict variables that are not feasible to
directly collect in real-time, such as data on affect or engagement [6].

Educational data mining is largely used for constructing and or improving stu-
dent models to enable personalized learning experiences and recommendations for
students, providing feedback for supporting instructors, predicting student perfor-
mance, detecting undesirable student behaviors including disengagement within
educational software, grouping students, social network analysis, planning and

1www.educationaldatamining.org.
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scheduling, and scientific research into learning and learners [5, 17]. EDM is one of
the most efficient approaches for automated adaptation of educational software. It
can be used for identifying a problem or a need and automatically focusing on it
thus personalizing the learner’s experience (cf. [1, 4, 11]). Automated detectors of a
range of disengaged behaviors have been developed using prediction methods or
knowledge engineering methods [6], including detectors of gaming the system [2,
7, 15, 20], off-task behavior [3, 8], and carelessness [18].

For online educational websites and learning environments, educational data
mining can provide valuable information on user behavior on the site pages, such as
how often students use the site, what they are interested in, do they find what they
are looking for, what learning materials are used the most, etc. These findings can
be effectively used to improve customer experience and increase the engagement
and the rate at which people learn.

In this paper we present our effort to apply educational data mining to the most
popular Bulgarian educational site, UCHA.SE (‘ucha’ is the Bulgarian word for
‘learn’). Similarly to Khan Academy, UCHA.SE offers instructional videos and
practice exercises but in Bulgarian language. The overall goal of the project is to
improve the quality of educational services and the subscription rate for the site. To
this end we employed two approaches: usability study and educational data mining,
with the second one emphasized here. The paper is organized as follows. In the next
section we discuss the educational site UCHA.SE and the results of our usability
analysis of it. Section 3 describes the procedure which we have used for mining the
educational data. In Sect. 4 we present the data miming results received so far, which
are then discussed in Sect. 5. Section 6 concludes and describes our future plans.

2 Case Study: Educational Site UCHA.SE

In this section we present briefly UCHA.SE and some recommendations related to
the structure of the site and the services it provides based on our usability analysis.

2.1 UCHA.SE—Structure and Services

UCHA.SE is an online learning environment, aimed at supporting the K-12
National Bulgarian Curricula through offering interactive instructional materials—
videos and practice exercises—for all subjects. The site can be used to support
formal and informal education, that is, in schools and for self-learning. Currently it
offers more than 4,150 videos in 17 subjects, including the basic K-12 subjects, as
well as Introductory level English, German, French, and Spanish, and Introduction
to Programming. Figure 1 shows a screenshot from the site’s homepage.
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To facilitate browsing and resource finding on the site, the learning resources are
structured using the following classification: Subject—Class—Section—
Topic/Lesson (see Fig. 2). The metadata of the video resources include: video title,
description, keywords, length of the video, date of uploading, subject, class, and
section.

UCHA.SE employs two main instructional strategies: memorizing, in which
students watch videos, and practicing, in which students take quizzes consisting of
questions related to the videos. After submitting a quiz, the student may ask for help
for particular questions, or for the correct answers with corresponding explanations.
When asking for help, the student is sent to the corresponding fragment in the
related video.

The site implements some gamification elements [14] to engage and motivate the
users, including points, levels, badges, progression and status, as well as social
features such as commenting, voting and liking.

As of September 2015, the site has more than 240,000 registered users—students
(including college students), teachers, and parents.

2.2 UCHA.SE—Evaluation and Recommendations

Our evaluation of the functionality and usability of the site resulted in several
recommendations, which can be grouped as follows:

Fig. 1 A screenshot from the home page of the educational site UCHA.SE
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• Personalization of user experiences in the portal based on comprehensive user
modeling.

• Enriching the semantic annotation of the learning content for enabling
recommendation.

• Enhancing portal gamification for more effective motivation and meaningful
engaging of its users.

• Improving portal user interface, including the use of icons, links, breadcrumbs
menus, scrollable areas, etc.

The initial interface design and functionality of the website bears a resemblance
to a digital collection of learning resources (videos and exercises linked to them),
rather than a learning environment. As a result of this, little attention has been paid
to the learning process and to the adaptation and personalization of user experi-
ences. The latter however is vital for building an effective educational environment.
In the context of UCHA.SE, it would be useful to distinguish between at least two
categories of users, students and teachers, which have different goals. It is critical
for students to be informed about their learning progress and presented with a view
summarizing and visualizing their achievements. For example, upon their entering
the portal, students could be presented with a personalized view showing which
videos they have already watched (even which they have completely finished), how
many/which exercises they have attempted (how many times and with what results),
etc. To this end the system should be extended with a user modeling component
responsible for building and maintaining comprehensive models of its users.

Fig. 2 A screenshot demonstrating the navigational structure in the site UCHA.SE and the topic
“Vowels in the Bulgarian Language”
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The recommendation about a richer semantic annotation of the learning content
targets the facilitation of more efficient navigation, search and content recom-
mendation. For example, “knowledge maps” can be built to semantically organize
the metadata of the learning resources in the portal. Such maps can represent not
only knowledge relationships among the various learning resources in UCHA.SE
but also pedagogical relations and indicators such as prerequisite relationships,
level of difficulty, etc. These can be used for both navigation and the provision of
feedback. The later can be implemented as a personalized recommender service that
uses the semantic annotation of the resources and is based on the user model. Such
a recommender can suggest to the student what would be the most appropriate
activity for them to complete next, for example, to watch a particular video, to
complete a particular exercise linked to the last watched video, or to go back and
attempt another exercise linked to a previously watched video (in case the student
hasn’t demonstrated sufficient knowledge of a prerequisite topic). In the imple-
mentation of this functionality open source software, such as the search server
Apache Solr (lucene.apache.org/solr/), may be useful.

Another recommendation is related to the gamification of UCHA.SE and the
engagement of learners in meaningful interactions with the site. Gamification, when
properly used, can create an environment stimulating students to actively involve
themselves through challenge, competition, and fun [13]. While a few of the most
popular game mechanisms, including points, badges/achievements, leaderboard and
encouraging messages have been incorporated in the site, there are problems with
their definition and interpretation. For example, the meaning of the user’s score
(total accumulated points) is not evident; there is no clear difference between points
and achievements (all points are used for achievements). It is recommendable to
separate points given for learning-related activities (e.g. watched videos, highly
rated comments, etc.) and such given for site usage-related activities (e.g. site visits
and recommending the site to a friend). The former points can then be used as a
correct measure of user learning progress, while the later can be used for deter-
mining other user achievements. In addition, such a separation will reduce the
possibility of ‘gaming’ the system.

Given the recognized ability of gamification to increase users’ interest and
motivation, the possibility of including additional gamification elements and
incentives in UCHA.SE should be considered. An example of a suitable game
mechanism is ‘virtual currency’. Another line to pursue is the integration of game
techniques with semantic technologies. For example, the above mentioned
“knowledge maps” can be used for the provision of feedback, freedom of choice,
leveling-up, and other game mechanisms.
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3 Mining the Site

The second goal of the study, the one which is in the focus of this paper, is the
improvement of the revenue generation for the educational site UCHA.SE. For this
purpose we explored the relationship between users’ behavior and their subscription
to the site employing educational data mining.

3.1 Data Preparation

The user-related information needed for exploring the relations between users’
behavior and their subscription to the site was extracted from the system logs and
students’ performance data stored in the relational database of UCHA.SE, using the
business intelligence software BITool.2 We defined a user model consisting of 27
attributes that reflect four types of information:

• General information about the user. These attributes include user ID, user type
(pupil, student, teacher, parent, other), school grade, favorite subject(s) and type
of first subscription. This information is entered by the user during registration.

• Information related to the user activities. These attributes reflect the user
engagement with the site by describing the relative intensity of site usage, the
variety of subjects and grades the user accesses, the average time per day he/she
spends in watching videos, exercising or making comments, etc. Most of the
attributes are aggregations of values extracted from the user logs over the whole
period of site use or for a certain time span (e.g. the last subscription period).
The attributes include period between the first and last access to resources by
the user, the most watched subject, number of accessed distinct subjects,
number of accessed distinct grades, average time watched videos per day (in
seconds), average number of attempted exercises per day, average number of
accesses to distinct exercises per day, average number of accessed resources
per day, average number of user comments per day, percent videos for which
the user also attempted corresponding exercises out of the total number wat-
ched videos, percent watched distinct videos the user also commented on, etc.

• Information related to the user knowledge and skills. In this category we
included attributes reflecting users’ ability to be persistent, to learn efficiently
and to complete successfully the tests. The attributes are percent of videos
watched for more than 90 % of their length out of all watched videos, percent of
videos watched more than once, percent of distinct videos watched more than
once, percent of exercises completed with more than 75 points out of all exercise
attempts, percent of exercises retaken out of all exercises attempts, percent of
distinct exercises which were retaken. When calculating the attributes related to

2http://www.adiss-bg.com/en/bitool.
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watched videos we took into account only videos watched for at least 10 s. We
included two distinct attributes for repeated use of exercises and videos—the
first one was used to measure the percentage of overall time spent in repeating
the activity, and the second one—to measure the percentage of distinct resources
which were used more than one time.

• Information about the social behavior of the user on the site. These attributes
represent the level achieved by the user with regard to demonstrated: motivation
(defined by the site developers as the number of consecutive days of using the
site), leadership (define as the number of user comments with rating higher than
3), charisma (defined as the number of friends invited to the portal), influence
(defined as the number of lessons shared in Facebook), etc. The numbers
determine the level for each attribute; all levels are from 1 to 6. For example, if
the user has accessed the site for 6 or more consecutive days, her level of
motivation is 2.

Most of the attributes, especially in the second group, were derived from attri-
butes in the relational database of UCHA.SE, some by applying non-trivial cal-
culation. This made the data transformation stage very labor-intensive. In
constructing the user model we also faced several problems related to the quality of
available data. For example, personal information is typically not provided by
users; the points in the system are not separated into knowledge level-related (e.g.
videos watched, high rating on a comment, etc.) and site usage-related (e.g. site
visits, resource share, etc.), etc. In addition, we had to find a way to approximate
missing values. For example, the registration date of some users was not recorded in
the system database immediately after releasing the site. For such users, we decided
to use the first date the user accessed a video or an exercise as a registration date.

3.2 Formulating the Data Mining Task

As it has been already mentioned, the general desire of the site developers was to
understand the relationship between users’ behavior and their use and subscription
to the site. The most significant aspect of such formulated task was to increase the
site subscription rate. In order to do this, we reformulated this task as a classifi-
cation task for predicting whether a user will renew her current subscription in a
certain period of time (for example 3 months) after its expiration.

However, in order to solve this classification task by means of a machine
learning approach we had to construct a training data set. Each example from that
set is a description of a site user represented by the user model attributes and
extended by a value of the target (class) attribute describing whether the user has
renewed her subscription or not. The construction of such training data set requires
the following decisions to be made:
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• Are there restrictions on the available data to be included into the training set?
• What is the reference point (in the timeline) for creating the training data set?
• What is the period for aggregating data values?
• How to calculate the values of the target attribute?

3.2.1 Restrictions on Data Collection

UCHA.SE offers free access to some demo videos and paid access to all other
resources. The user could pay either for separate visits or for a certain subscription
period in which she can use the resources unlimited number of times. For the
purpose of this study we have decided to include into the training set only users
who had at least one subscription to the site (no matter of its length).

3.2.2 Reference Point of Time for Training Set Creation

The academic year in the Bulgarian schools has 2 semesters: from mid September
to mid February and from mid February to mid June or end of June. This impacts
the use of UCHA.SE because the students need the site mostly during the academic
year. During the vacation periods there is a lower number of subscriptions and
number of views. Therefore, in order to be able to predict the behavior of the
students, it is very important to consider the time of the year for which the data is
being analyzed.

In the beginning of the academic year there are many subscriptions awaiting
renewal and in the end of the year there are too many subscriptions which will not be
renewed before the beginning of the next academic year. That is why we decided to
construct the training set from data collected as of the beginning of the second
semester when there is a sufficient number of available subscriptions. Thus our data
consists of records within the time span 14 February 2014–28 February 2015. Based
on these records we constructed the training set to be used for learning predictive
models for solving the formulated above classification task. To be more precise, the
selected reference point of 28 February 2015 defines the moment in time in which we
calculate whether a user has renewed her subscription to the site or not.

3.2.3 Data Aggregation Period

Since the site proposes different types of subscriptions (varying from 3 days to
12 months), the values for some attributes describing the training dataset are cal-
culated per day, e.g. average number of accessed distinct exercises per day, av-
erage number of accessed resources per day, etc. Moreover, we calculated these
values only from the last subscription period which, in our opinion, is the most
significant for a subscription renewal. The values of the attributes which represent
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percentages or raw numbers (e.g. period between the first and last access to
resources by the user, percent of videos for which the user also attempted corre-
sponding exercises out of the total number watched video, etc.) were calculated
over the whole period since the registration, except for the number of accessed
grades, which is also calculated for the last subscription period only.

3.2.4 Calculating Values of the Target Attribute

We defined a ‘target’ function to present whether a user renewed her subscription in
the period of 90 days from the expiration of her previous subscription and the
selected reference point. Such a definition led to a 3-class problem (see Fig. 3).

According to this definition:

• An example is considered as positive example if either the current subscription
has been started before ending the previous one or the period between these
subscription is less or equal to 90 days.

• An example is considered as negative example if the user did not renew his/her
subscription in the period of 90 days after its expiration.

• The value of the target attribute of an example can not be defined (i.e., is
“unknown”) if either the current subscription is the first one for the user (related
to the selected reference point) or less than 90 days have passed after the date of
expiration of the previous subscription but the user still has not renewed her
subscription in the moment of time defined by the selected reference point.

The distribution of the training examples constructed with the reference point of
28 February 2015 is shown in Fig. 4.

After removing the examples for which the value of the target attribute was
unknown, we got a two-class problem with 11,263 “negative” and 2,430 “positive”
examples.

4 Experiments and Results

For solving the formulated above classification task we used WEKA3 and
Orange4—open source data mining toolboxes that implement numerous machine
learning algorithms and provide tools for data preprocessing, classification,
regression, clustering, association rules, and visualization.

We were looking for a predictive model that solves the task and satisfies the
following requirements:

3http://www.cs.waikato.ac.nz/ml/weka/.
4http://orange.biolab.si/.
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Fig. 3 Calculation of values for the target attributes

Fig. 4 Distribution of the training examples: 11,263—“no” (blue), 2,430—“yes” (light blue),
8,966—“unknown” (red)
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• It should be understandable by the end-user, in this case the developers of the
site UCHA.SE.

• It should predict as accurate as possible both “positive” and “negative” exam-
ples that were not used in the model construction.

The first requirement forced us to prefer a rule-based representation of the model.
In order to learn such a model we have selected two machine learning algorithms—
JRip and CN2. JRip is the Weka’s implementation of the RIPPER (repeated
incremental pruning to produce error reduction) algorithm, which includes heuristic
global optimization of the rule set [10]. JRip is very appropriate for highly imbal-
anced data sets (which is exactly our case), since it produces rule sets for minority
classes leaving a single default rule for describing the majority class. However, with
this algorithm we could not learn the rule-based description of “negative” examples.

CN2 is a sequential covering algorithm for inducing rules describing all classes
[9]. In our experiments we used its implementation in Orange—a Data Mining
Toolbox in Python [12]. Since we were interested in learning rather general rules,
the parameter of the algorithm, describing the minimal number of training examples
a rule should cover, was set to its maximal value (100).

In order to satisfy the second requirement, we selected the hold-out method for
evaluating learnedmodels—the available data set was randomly split on a training set
(90 % of all examples) and a testing set, preserving the class distribution (approxi-
mately 82 % negative and 18 % positive examples) that were used for learning the
models and then their testing, correspondingly. The predictive quality of the models
wasmeasuredby the classification accuracy and theF-measure (for theminority class).

Since the training set is highly imbalanced, we carried out a set of experiments
aiming at improving the learned predictive models via manipulating the class dis-
tribution in the set. We experimented with both subsampling and oversampling
techniques, as well as with their combination [19]. All models learned on such
manipulated training set were evaluated on the independent testing set. The results
of the experiments are shown in Table 1.

It can be seen that the rule set induced by the JRip algorithm from the data set
constructed from all negative examples and duplication of all positive examples (the
proportion of examples in such a set is about 70 % negatives and 30 % positives)
achieves the best accuracy (in terms of F-measure).

In more details, the results for this set of rules are: Precision (yes) = 0.58, Recall
(yes) = 0.70, F-measure (yes) = 0.634, Overall classification accuracy = 85.69 %.
Thus this set of rules (without the last one, which assigns class “no” to all examples
that do not match any of the “positive” rules) was selected as a rule-based
description of the class of “positive” examples, i.e. the class of users who renewed
their subscription in due time.

For describing users who did not renew their subscriptions (i.e. “negative” exam-
ples), we have selected “negative” rules induced by the CN2 algorithm. The experi-
ments showed that the best results were achieved for the rules learned from a data set
constructed from all positives examples and randomly selected 67 % of all negative
examples: Precision (no) = 0.893, Recall (no) = 0.944, F-measure (no) = 0.918,
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Overall classification accuracy = 86.06 %. It should be mentioned that these results
are better than the corresponding results for the “default” negative JRip rule (Precision
(no) = 0.932, Recall (no) = 0.891, F-measure (no) = 0.911). Thus, we may expect
that the rule set constructed by a combination of the mentioned above “positive” rules
induced by JRip and “negative” rules induced byCN2 (and extended by the additional
default rule classifying all unmatched examples as “positive” ones) will have
F-measure (yes) ≥ 0.634 and Classification accuracy ≥ 86.06.%.

In order to evaluate the relative predictive quality of this easy understandable to
the end-users rule-based model, we conducted a set of experiments with two other
very effective but non rule-based machine learning algorithms—J48 and SVM (see
Table 2). J48 is the Weka’s implementation of the decision tree learner C4.5 [21].
For the experiments with the Support Vector Machine (SVM) algorithm we used its
implementation in Orange with the linear kernel. The models were induced on the
same variants of the training data set as in the experiments with JRip and CN2 and
tested on the same independent test set.

As one can see, the predictive quality of our rule set is close to that of the model
produced by one of the best classification algorithm—SVM (87.08 % and 0.679),
however, the SVM model is not understandable by the end-user.

5 Discussion

The final model predicting whether a user would renew her subscription or not
contains two sets of rules—19 of them describe examples of the minority class
“yes” (the users who would renew their subscription) and 32—the majority class
“no”. Among the “positive” rules, 15 rules have precision above 75 %, while 25 of
the “negative” rules have precision higher than 90 %. Below are given examples of
positive and negative rules:

IF motivation_level = 1
and percent_video_watched_more_than_once >= 7 
and time_between_first_and_last_access_in_last_subscr <= 0.22 
and number_of_distinct_accessed_subjects = 8 
and type_name_of_first_subscription = 3 months 
and percent_distinct_played_videos_also_commented_om <= 1 
THEN class=YES 

IF type_name_of_first_subscription = 15_days) and 
and percent_video_watched_more_than_once >= 37) and
and percent_distinct_video_watched_more_than_once <= 39) 
THEN class=YES 

IF motivation_level = 0
and avg_time_watched_videos_in_secs_during_last_subscription<= 14.0 
and percent_exercises_completed_with_75_points_or_more <= 0.00
and percent_video_watched_more_than_once <= 8.00
THEN class=NO 

IF motivation_level = 0
and percent_videos_completed <= 42.00 
and avg_time_watched_videos_in_secs_during_last_subscription<= 79.0
and avg_exercises_attempts_during_last_subscription <= 0.00
THEN class=NO 
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A further analysis of the extracted rules showed that there are several attributes
which appear with higher frequency in the rules and deserve to be discussed here
(see Table 3). In the first section are listed the attributes which appear in both sets of
rules (positive and negative), in the second section—only the attributes which
appear in the positive rules, and in the third one—only the attributes appearing in
the negative rules. The second and the fourth columns of the table show corre-
spondingly the number of the positive (negative) rules in which the given attribute
appears. The third and the fifth columns present some concrete values (for nominal
attributes) or comment on the attribute values (for numeric attributes) occurring in

Table 3 Most dominant attributes in the rules for classes “YES” and “NO”

Attribute # in
YES
rules

Values in YES
rules

# in
NO
rules

Values in NO rules

YES
&
NO

Motivation level 15 1 (2
consecutive
days); 2 (6
consecutive
days)

13 0 (no visits in
consecutive days);
1 (2 consecutive
days)

Percent video watched more
than once

13 MEDIUM and
HIGH

10 Various

First subscription type 11 15 days;
1 month;
3 months

12 3 days;
1 month;
3 months

Time between first and last
access in last subscription
divided to the length of the
last subscription

9 Various 10 <=0;
>0

Average of all accessed
resources during last
subscription

7 Around
MEDIUM

10 MEDIUM and
LOW

Percent distinct video
watched more than once

6 MEDIUM and
HIGH

6 HIGH

YES
only

Distinct accessed grades during
last subscription

7 1, 2 – –

User kind 3 Pupil – –

NO
only

Percent videos completed – – 11 Various

Average time watched videos
in seconds during last
subscription

– – 10 Around MEDIUM

Number of distinct accessed
subjects

– – 8 1, 2, 3

Average exercises attempts
during last subscription

– – 6 LOW

Young leader badge – – 6 0

Percent exercises completed
with 75 points or more

– – 5 LOW
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positive and negative rules, correspondently. The values and comments are given in
order to facilitate the understanding of the extracted rules. The comments
describing the values of a numeric attribute in a rule are based on its mean and
standard deviation values. For an attribute A they are as follows:

• LOW, if value(A) < mean(A) − standard deviation(A)
• MEDIUM, if mean(A − standard deviation(A) ≤ value(A) ≤ mean

(A) + standard deviation(A)
• HIGH, if value(A) > mean(A) + standard deviation(A)

For example, in Table 3, MEDIUMmeans that an attribute takes values within the
standard deviation from its mean value in all rules. MEDIUM and HIGH means that
the attribute takes mostly MEDIUM values but also have HIGH values in a few rules.

The analysis of the rules showed that the attribute motivation level, which
indicates the number of consecutive days of using the portal, seems to have major
importance for both classes, as it appears in 15 out of 19 positive rules and 13 out of
25 negative rules. Table 3 shows that the users who renewed their subscriptions
have entered the portal for at least 2 consecutive days, whereas users who did not—
often haven’t ever accessed the site for two consecutive days (motivation
level = 0).

The nominal attribute first user subscription type has also interesting ‘behaviour’
in the rules: while its values “1 month” and “3 months” occur in both positive and
negative rules, its ‘smaller’ values are different for the different types of rules. For
example, the positive rules describe users who subscribed for the period of at least
15 days, whereas in 50 % of the cases where this attribute is present in negative
rules, the users subscribed for 3 days only. Our understanding of this phenomenon
is that 3 days is either too short period of time for the user to get used to the portal
and appreciate its true advantages or that these are cases where the user has urgent
one-time need to access certain resources and once she did that, she would stop
using the site.

Another attribute which plays an important role, especially in the negative rules,
is time between first and last access in last subscription normalized by the length of
the subscription. With this attribute we try to measure how fast the user looses
interest to the site. While the attribute takes various values in the positive rules, in
the negative examples there is an isolated value <=0 (meaning that the user did not
access resources at all or that first and last accesses were done within the same day).
Users who practically do not use the resources obviously would not renew their
subscription in the future.

Two more attributes also worth mentioning. They appear only in the negative
rules and are related to taking exercises: one is average number of attempted
exercises during last subscription, which values are all below the standard devia-
tion from the mean and the other one is percent of exercises completed with 75
points or more, which values are also below the standard deviation from the mean.
This indicates that the users who tend to interrupt their subscription are such who
do not take exercises after watching videos or if they do their scores are below the
average of all users.
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Thus, from the analysis of the extracted rules we can conclude that in general the
users who do not use the website in consecutive days and those who don’t attempt
the exercises along with the videos, tend to lose their interest in the portal and do
not renew their subscription.

6 Conclusion

This paper presents a study of the educational web portal UCHA.SE aiming to
improve the quality of the provided educational services. The main recommenda-
tions to the developer team of the portal are to extend the system with more
opportunities for learning about the offered topics, including a variety of exercises
and quizzes with different level of difficulty for practicing and leveled (need driven)
help for completing them. This would allow personalization, resource recom-
mendation, and tracking and visualizing learner progress and achievements. In
addition, enhanced gamification will increase users’ interest, engagement and
motivation which, as empirical research demonstrates, can lead to improved student
learning. This certainly will enhance significantly the educational services provided
by the portal and thus the customer appreciation and loyalty.

We employed machine learning algorithms to extract educational data from the
system log that can contribute to the evaluation of the portal and to identifying gaps
that can be remediated. By applying subsamplng and oversampling methods for
manipulating the available training data set with highly imbalanced classes, we
constructed a quite accurate and understandable for the end-user rule-based model
for predicting whether a user would renew her subscription to the site or not. The
model was analyzed in order to find significant factors, which would signal whether
a user will continue or discontinue their subscription. The analysis has shown that
such important factors are the length of the first subscription, the speed with which
the user looses interest to the portal and the completion of corresponding exercises
after watching videos.

We are going to continue our work for studying and mining the educational site
UCHA.SE in several directions. One of them is to design a more elaborate user
model allowing pedagogically-based clustering of the users by reevaluating the
importance of characteristics included in the existing model and by extending it by
other characteristics. We will also try to explore other methods for constructing
training data sets, which are independent of the selection of a reference point in time
and reflect in a more adequate way the time-structure of the academic year in the
Bulgarian schools.

Another direction of our future research is to assess the public interest to the
resources from the different subject categories and level in order to inform the
planning of the future production of learning resources for UCHA.SE. This will be
done by a thorough analysis of the resource model and the resource category model
as well as with mining dependencies between them and the user model.
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About Sense Disambiguation of Image
Tags in Large Annotated Image
Collections

Olga Kanishcheva and Galia Angelova

Abstract This paper presents an approach for word sense disambiguation
(WSD) of image tags from professional and social image databases without cate-
gorial labels, using WordNet as an external resource defining word senses. We
focus on the resolution of lexical ambiguity that arises when a given keyword has
several different meanings. Our approach combines some knowledge-based meth-
ods (Lesk algorithm and Hyponym Heuristics) and semantic measures, in order to
achieve successful disambiguation. Experimental results and performance evalua-
tion are 95.16 % accuracy for professional images and 87.40 % accuracy for social
images, for keywords included in WordNet. This approach can be used for
improving machine translation of tags or image similarity measurement.

Keywords Word sense disambiguation � Semantic similarity measures � Social
tagging � Lexical semantics � Lexical ambiguity � Tag sense disambiguation

1 Introduction

Word sense ambiguity (WSA) is a central problem for many established Human
Language Technology applications (Machine Translation, Information Extraction,
Question Answering, Information Retrieval, Text Classification and Text
Summarization). This is also the case for the associated subtasks (e.g., reference
resolution, acquisition of subcategorization patterns, parsing and, obviously,
semantic interpretation) [1, 2].

WSA concerns also tagging: in blogs, videos, images and digital objects in
general; website authors attach keyword descriptions (also called tags) as a category
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or topic to identify sub-units within their websites. Digital resources with identical
tags can be linked together allowing users to search for similar or related content.
Moreover, multimedia platforms supporting photo archives, due to the prevalence of
digital cameras and the growing practice of photo sharing in community-contributed
image websites like Flickr (www.flickr.com) and Zooomr (www.zooomr.com). All
such services are based on tagging for images and video. Tags also support Image
Retrieval, Classification and Clusterization.

Tags ambiguity leads to inaccuracy and misunderstandings. For example in
Fig. 1 no distinction is made between images related to birds and those related to
machines since they share the same tag crane. Resolving the ambiguity of tags can
help improve the accuracy of machine translation of keywords and image
classification.

The paper is organized as follows: Sect. 2 discusses related work and summarizes
different knowledge-based methods for word sense disambiguation (WSD) and

Fig. 1 The results from Flickr for the query “crane”
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similarity measures applied in our experiments. In Sect. 3 we describe our approach
for tag sense disambiguation of annotated images. The results and evaluation using
different component configurations are reported in Sect. 4. We also describe
experiments in the comparison of image tags coming from different sources. Finally,
in Sect. 5 we briefly sketch future work and present the conclusion.

2 Related Works

Research on WSD started decades ago; here we provide an overview only of
articles related to tag sense disambiguation for the social web.

An unsupervised method for disambiguating tags in blogs is presented in [3].
Initially the authors clustered the tags by their context words, using Spectral
Clustering. Afterwards they compared a tag with these clusters to find the most
suitable meaning. The Normalized Google Distance is used to measure word
similarity instead of manual labeling and dictionary search. Evaluation was done on
27,327 blog posts, for 36 non-ambiguous tags and 16 pseudo-tags. The micro
average precision is 84.2 %.

Ching-man Au Yeung et al. presented a method for discovering the different
meanings of ambiguous tags in a folksonomy [4]. Their approach is based on the
tripartite structure of folksonomies. They made experiments with four ambiguous
tags, and the results showed that the method is pretty efficient in tag disambigua-
tion. However, some issues, such as the fact that a particular meaning of a tag can
be observed in more than one cluster, remain to be investigated. Wu et al. [5]
proposed a global semantic model to disambiguate tags and group synonymous
tags.

In [6] the authors proposed a method, called Tag Sense Disambiguation (TSD),
which is applied in the social tagging environment. TSD builds mappings from tags
to Wikipedia articles. The authors considered the tags of the top-10 most popular
URLs at del.icio.us and mapped 10 randomly selected of them to the corresponding
Wikipedia articles (i.e. a total of 100 mappings were provided for each subject)
thereby clarifying the vocabulary of tags. The method presented in this work has
80.2 % accuracy.

In the literature WSD of image tags is usually considered as a component of
different tasks related to image processing like tag translation and relevant image
retrieval. Furthermore, when calculating image similarity, one might define close-
ness measures between the keywords within one tagset or between different tagsets,
thus going beyond the core image recognition phase.

In our work we consider only image tags as sets of keywords. Their disam-
biguation is quite a challenging as no textual context is available in the image
annotation. We use knowledge-based methods for WSD to disambiguate nouns by
matching tags in the context to the entries of a specific lexical resource—in this case
WordNet because it combines the characteristics of both a dictionary and a struc-
tured semantic network, provides definitions for the different senses of English
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words and defines groups of synonyms by means of synsets, which represent
distinct lexical concepts. WordNet also organizes words into a conceptual structure
by representing a number of semantic relationships (hyponymy, hypernymy, mer-
onymy, etc.) among synsets.

2.1 Lesk Algorithm

This is a classical approach to WSD where the text contexts of an ambiguous word
w are matched to the sense definitions of w [7]. The goal is to find the most probable
sense referred to at the particular occurrence of w. When WordNet senses are used,
each match increases the synset weight by one. One varsion of the Lesk algorithm is
currently applied which identifies the sense of a word w whose textual definition
has the highest overlap with the words in the context of w. Formally, given a target
word w, the following score is computed for each sense S of w:

scoreLeskVarðSÞ ¼ contextðwÞ \ glossðSÞj j; ð1Þ

where contextðwÞ is the bag of all content words in a context window around the
target word w [8]. For our task, given an ambiguous keyword w, all other tags will
be viewed as the context of its use.

Example 1 We consider the tags of an image from the photo hosting site Flickr
shown in Fig. 2, annotated by five keywords:

Shetland, Collie, dog, Atherstone, Smorgasbord
Three keywords have only one sense (as no linguistic resource offers more):

Collie, Atherstone, and Smorgasbord.
Two tags are ambiguous in WordNet: Shetland and dog.
Below we apply the Lesk algorithm for disambiguation of the tag Shetland.

Fig. 2 A Flickr photo
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Context: Shetland, Collie, dog, Atherstone, Smorgasbord
Words to be disambiguated: Shetland and dog
Senses for Shetland in WordNet: Shetland#1, Shetland#2 defined as

• Shetland#1: (n) Shetland, Shetland Islands, Zetland (an archipelago of about
100 islands in the North Atlantic off the north coast of Scotland)

• Shetland#2: (n) Shetland sheepdog, Shetland sheep dog, Shetland (a small
sheepdog resembling a collie that was developed in the Shetland Islands)

For Shetland#1 weight = 0 (no matches between the definition words and the
other image tags).

For Shetland#2 weight = 2 (two tags dog and collie appear in the definition
(gloss), we emphasized these words in bold and underline).

So the sense Shetland#2 is chosen as the meaning referred to in the photo
annotation, because it has the largest weight.

2.2 Gloss Hypernym/Hyponym Heuristic

This method extends the Lesk approach by using glosses of the
hypernym/hyponym synsets of the ambiguous word [9]. To disambiguate a given
word, all the glosses of the hypernym/hyponym synsets are checked looking for
words occurring in the context. Coincidences are counted. As in the Lesk algorithm,
the synset having the largest weight is chosen:

scoreExtLeskðSÞ ¼
X

S0:S�!rel orS�S0

contextðwÞ\glossðS0Þj j; ð2Þ

where contextðwÞ is, as above, the bag of all content words in a context window
around the target word w and glossðS0Þ is the bag of words in the textual definition
of a sense S0 which is either S itself or related to S through a relation rel(hyper-
nym/hyponym). The overlap scoring mechanism is also parametrized and can be
adjusted to take into account gloss length (i.e. normalization) or to include function
words [8].

Example 2 Below we illustrate the application of this approach for the image in
Fig. 2 but now for the disambiguation of the tag dog.

Context: Shetland, Collie, dog, Atherstone, Smorgasbord
Words none disambiguated: Shetland and dog
Senses for dog in WordNet: dog#1, dog#2, dog#3, dog#4, dog#5, dog#6, dog#7.

• dog#1: (n) dog, domestic dog, Canis familiaris (a member of the genus Canis
(probably descended from the common wolf) that has been domesticated by
man since prehistoric times; occurs in many breeds)
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→ hyponym S: (n) Shetland sheepdog, Shetland sheep dog, Shetland (a small
sheepdog resembling a collie that was developed in the Shetland Islands)
→ hyponym S: (n) collie (a silky-coated sheepdog with a long ruff and long
narrow head developed in Scotland)
→ hyponym S: (n) Border collie (developed in the area between Scotland and
England usually having a black coat with white on the head and tip of tail used
for herding both sheep and cattle)
→…

• dog#2: (n) frump, dog (a dull unattractive unpleasant girl or woman)
• dog#3: (n) dog (informal term for a man)
• dog#4: (n) cad, bounder, blackguard, dog, hound, heel (someone who is morally

reprehensible)
• dog#5: (n) frank, frankfurter, hotdog, hot dog, dog, wiener, wienerwurst, weenie

(a smooth-textured sausage of minced beef or pork usually smoked; often served
on a bread roll)

• dog#6: (n) pawl, detent, click, dog (a hinged catch that fits into a notch of a
ratchet to move a wheel forward or prevent it from moving backward)

• dog#7: (n) andiron, firedog, dog, dog-iron (metal supports for logs in a fireplace)

For the sense dog#1 we match all hyponym definitions to the image tagset and
find that the word Shetland is met four times and the word collie—three times.
Therefore, the weight for the sense dog#1 equals seven. The other senses’ weights
equal zero. So, the sense dog#1 is chosen, because it has the largest weight.

3 Our Approach to TSD

In our experiment we used 4,221 professional images from Professional image
marketplace (www.stockpodium.com) and 5,118 social images from Flickr. The
images have no categorial tags, they have only tags provided by the Imagga’s
auto-tagging platform (www.imagga.com). Table 1 presents features of the test
datasets by mapping tags to WordNet.

The test sets contain about 22 % more social images; however the comparative
analysis of the figures in Table 1 shows that: (i) the social images have fewer tags

Table 1 Some statistical information about the test datasets

Number
of files

Number
of tags

Number of
tags with one
senses

Number of
tags with
many senses

Number of
tags outside
WordNet

Professional
images

4,221 292,418 37,285 250,439 4,694

Social
images

5,118 277,065 37,305 238,972 788
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than the professional ones; (ii) the professional data set contains more ambiguous
tags; (iii) the number of “unknown” tags which are not found in WordNet is
significant for both groups but not equal (4,694—professional; 788—social).

Finding (i) can be explained as follows: social images are often low-quality
photos without clearly focused objects, which is somewhat problematic for the
auto-tagging platform and therefore fewer tags are assigned on average. To
understand more deeply finding (iii) we analyzed the “unknown” tags. These are:
(a) phrases (the auto-tagging program assigns phrasal annotations and many of
them are outside WordNet, e.g. “one person”, “low fat”); and (b) rather new words
(for example, “clipart”, “keywords”, “eco”, “bqq” etc.).

Given a conceptual hierarchy, the depth(C) of a concept node C is defined as the
number of edges on the shortest path from the top of the hierarchy to the concept
node C. The least common subsumer LCS(C1,C2) of two concept nodes C1 and C2

is the lowest node that can be a parent for C1 and C2. A semantic similarity
measure, called WordNetPath (WUP), was introduced by Wu and Palmer [10]:
“within one conceptual domain, the similarity of two concepts is defined by how
closely they are related in the hierarchy, i.e., their structural relations”.

Definition 1 [10] The conceptual similarity ConSim between C1 and C2 is
ConSim(C1, C2) = 2·N3/(N1 + N2 + 2·N3) where

• C3 = LCS(C1,C2);
• N1 is the number of nodes on the path from C1 to C3;
• N2 is the number of nodes on the path from C2 to C3; and
• N3 is the number of nodes on the path from C3 to the top.

Thus ConSim(C1,C2) 2 [0,1].
Using the notion of depth, the definition is transformed to formula (3) (Fig. 3):

simWUPðC1;C2Þ ¼ 2 � depthðLCSðC1;C2ÞÞ
depthðC1Þþ depthðC2Þ : ð3Þ

WUP returns a score between 0 and 1, where 1 indicates the highest possible
similarity score for a pair of words and 0 means that they are completely dissimilar.
Due to the limitation of is-a hierarchies, we only work with “noun-noun” and

Fig. 3 A conceptual
hierarchy
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“verb-verb” parts of speech. Thus the similarity score between different parts of
speech or in “adj-adj” pairs is zero [11].

Our approach is illustrated in Fig. 4. The input to our system are annotated
images. The keywords are assigned to the images (but in the case of our present
experiment, they come from the Imagga’s auto-tagging program). Let the tagset for
a given image be denoted as T ¼ ft1; t2; . . .; tpg, where p is the total number of
keywords. At the preprocessing phase, for each image we split the tags into
“original” (assigned automatically by the original Imagga’s image annotation
platform, where the annotation contains an WordNet synset as well and thus the
tag’s sense is fixed) and “additional” ones (borrowed from similar images available
in public hosting sites in order to extend the description of the image content). Our
main goal is to perform WSD for the additional tags because they might be
ambiguous. We note that having (original) tags with one sense is helpful as they are
used as context for disambiguation.

We work with sets of senses for the tags tj, 1� k � p that annotate an image.
Let SoðtÞ ¼ fSo1 ; So2 ; . . .; Sokg be the set of the original tags’ senses in WordNet and
SaðtÞ ¼ fSakþ 1 ; Sakþ 2 ; . . .; Sapg be the set of the additional tags’ senses in WordNet.
For each additional tag we determine the number of senses by means of the
WordNet concept hierarchy. If the tag has only one sense we put this sense into the
set of results. Let S0aðtÞ ¼ fS0a1 ; S0a2 ; . . .; S0amg be the set of senses of additional tags
which have one sense. Otherwise, if a tag has multiple senses, we use a special
algorithm that is introduced hereafter. This tag sense disambiguation algorithm is
applied for each tag separately.

Definition 2 Let T ¼ ft1; t2; . . .; tkg be the tags of a given image. For each tag tx
belonging to additional tags, which has p senses tx1, tx2,…, txp, we build the matrix
M with p rows and kþmþ 1 columns, where the rows correspond to the various
senses tx1, tx2,…, txp, and the columns are juxtaposed to the j senses of original tags
SoðtÞ and the m senses of additional tags with one sense S0aðtÞ. Each cell Mij of the
matrix M, 1� i� p, 1� j� kþm, contains the WUP similarity score between
senses. The cells Miðkþmþ 1Þ contain the sums of all cell values in the i-th row.

Fig. 4 Pipeline for tag sense disambiguation
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Example 3 The image in Fig. 5 has tags {orange, fruit, plate, food, tasty, closeup,
vitamin}. Let us consider the task how to find which sense of orange is referred to
in the annotation of this image. Or, more practically, we want to design algorithms
that suggest with certain accuracy the most probable sense that is meant in the
image annotation. The TSD procedure will be performed in the context of fruit,
food, plate, tasty, closeup and vitamin senses

The tags fruit, food and plate belong to the group of original tags and the tags
tasty, closeup and vitamin belong to the group of additional tags with one sense in
WordNet. The senses for these tags are presented in Table 2.

Table 3 lists the senses of orange in WordNet—there are six senses, S1–S5
correspond to nouns (n) and S6 is an adjective (adj).

Table 4 illustrates thematrixM for the image in Fig. 5, built followingDefinition 2.
Its rows correspond to the six senses for orange inWordNet. The senses of fruit, food,
plate, tasty, closeup and vitamin are arranged on matrix columns. The 7th column
contains sums of similarity coefficients.

Let the 7th column for a given image be denoted as the vector:

VmatrixðorangeÞ ¼ ð 2:91; 1:13; 1:72; 1:94; 1:79; 0 Þ: ð4Þ

In the 7th column we see that the sense S1 has maximal weight. It is the correct
result, because the tag orange has the meaning of “fruit”, not of “color”. In Table 4

Table 2 The set of senses for the Fig. 5 tagset

Tag Senses

fruit S: (n) fruit (the ripened reproductive body of a seed plant)

food S: (n) food, solid food (any solid substance (as opposed to liquid) that is used as a
source of nourishment)

plate S: (n) plate (dish on which food is served or from which food is eaten)

tasty S: (adj) tasty (pleasing to the sense of taste)

closeup S: (n) closeup (a photograph taken at close range)

vitamin S: (n) vitamin (any of a group of organic substances essential in small quantities to
normal metabolism)

Fig. 5 Oranges

About Sense Disambiguation of Image Tags … 141



we also see zero values for row 6th and column 4th. This is due to the fact that the
sense Stasty denotes an adjective while the senses of orange are either nominal or
adjectival. The 6th row corresponds to orange as an adjective. In fact the matrix M
reflects a WordNet-based, structural point of view regarding the senses of the noun
tags under consideration.

As shown in Fig. 4 (the TSD pipeline), in order to obtain a more holistic
perspective on lexical ambiguity, we also calculate the similarity scores using the
Lesk algorithm (1) and Hyponym Heuristic (2) for each sense of the tag orange.

We use the Lesk algorithm and match all six definitions of senses (Table 2) to
the image tagset (fruit, food, plate, tasty, closeup and vitamin). Thus we obtain a
Lesk-similarity vector for all senses. We find that the word fruit is met once in the
gloss of the sense S1 (Table 3). Therefore, the weight of the sense S1 is 1. The other
senses have weights zero. For the hyponym heuristic we build another vector with
elements juxtaposed to senses; we find that the word fruit is found two times for the
sense S1 and the word plate is found two times for the sense S3. Thus, for the tag
orange we receive the following vectors:

VLeskðorangeÞ ¼ ð 1; 0; 0; 0; 0; 0 Þ;
VHyponymðorangeÞ ¼ ð 2; 0; 2; 0; 0; 0 Þ; ð5Þ

Table 4 The matrix M constructed for the tag orange in the context of fruit, food, plate, tasty,
closeup and vitamin

S(fruit) S(food) S(plate) S(tasty) S(closeup) S(vitamin) Sum

S1 0.87 0.75 0.42 0 0.43 0.44 2.91
S2 0.21 0.27 0.20 0 0.21 0.24 1.13
S3 0.40 0.28 0.38 0 0.40 0.26 1.72
S4 0.32 0.53 0.30 0 0.32 0.47 1.94
S5 0.33 0.43 0.32 0 0.33 0.38 1.79
S6 0 0 0 0 0 0 0

Table 3 The set of WordNet senses for the tag orange

Senses

S1 S: (n) orange (round yellow to orange fruit of any of several citrus trees)

S2 S: (n) orange, orangeness (orange color or pigment; any of a range of colors between red
and yellow)

S3 S: (n) orange, orange tree (any citrus tree bearing oranges)

S4 S: (n) orange (any pigment producing the orange color)

S5 S: (n) Orange, Orange River (a river in South Africa that flows generally westward to the
Atlantic Ocean)

S6 S: (adj) orange, orangish (of the color between red and yellow; similar to the color of a
ripe orange)
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where each vector element is the weight of the respective sense. After we calculate
both vectors, we sum up the vector elements and receive the aggregated vector:

VLeskþHyponymðorangeÞ ¼ ð 3; 0; 2; 0; 0; 0 Þ: ð6Þ

The vectors Vmatrix and VLeskþHyponym have an identical dimension which cor-
responds to the number of multiple tag meanings. Thus, after we calculated the
vectors Vmatrix and VLeskþHyponym for orange in Fig. 5, we sum up these vectors
component wise:

Vmatrix þVLeskþHyponym ¼ ð 5:91; 1:13; 3:72; 1:94; 1:79; 0 Þ: ð7Þ

Finally, we find the maximum component in the vector (7). For our example it
has a value of 5.91. So we obtain the result that the sense S1 is the correct one:
(n) orange (round yellow to orange fruit of any of several citrus trees), and this
result is supported by the WUP measure as well. Thus the ranking score of the
correct sense Sk is determined by two parameters: the WordNet similarity score and
the similarity score based on knowledge-based methods (Lesk algorithm and
Hyponym Heuristic).

4 Experiments and Results

Our approach was evaluated manually on 60 images from Professional image
marketplace and 60 images from Flickr. Information about tags is presented in
Table 5.

All professional images were classified manually by human annotators into three
categories with certain informal names (“Food”, “Scene”, “Children”) and social
images from Flickr were classified into three categories with certain informal names
(“Scene”, “Flowers”, “Animals”). Table 6 summarizes some data about all tags.

All results of our experiment were analyzed manually by annotators, where the
humans were asked to classify the suggested tag sense as “correct”, “acceptable”
and “irrelevant/wrong”. This is necessary because the WordNet senses might often
be quite close (in meaning), so sometimes it is not easy for a human (being) to
identify only one correct sense in the context of all image tags. We performed
experiments with the similarity calculation. For the first experiment we used only
the senses of original tags SoðtÞ and for the second experiment—senses of original

Table 5 Tags in the test datasets

Tags Professional image marketplace Flickr

Original tags 350 505

Additional tags 4,334/569 with one sense 2,462/264 with one sense

Total 4,684 2,967
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tags SoðtÞ together with those of additional tags with one sense S0aðtÞ. The accuracy
in the second experiment is much higher; these results are presented in Table 7.

The assessment of word sense disambiguation systems is usually performed in
terms of evaluation measures borrowed from the field of information retrieval:
Recall, Precision and F-measure [8]. Since our system makes an assignment for
every tag and thus precision and recall are the same, we used a specific measure of
accuracy (6):

Accuracy ¼ correct answers provided
total answers to provide

: ð8Þ

Figure 6 presents the results of our experiments for professional images (with
3,716 ambiguous tags) and social images (with 2,182 ambiguous tags). The blue
columns present the accuracy A1 (only irrelevant tags are considered wrong) and
the red columns present the accuracy A2 (both irrelevant and acceptable tags are
viewed as mistakes). The result “Correct” according to A2: 95.16 % for profes-
sional images and 87.4 % for social images, seems to be rather good.

Table 6 The statistic information about test datasets of evaluation

Categories Number
of
images

Number
of tags

Number of
tags with 1
sense

Number of tags
with many
senses

Number of
tags outside
WordNet

Prof.
images

“Food” 20 1,315 188 1,111 16

“Scene” 17 1,109 128 968 13

“Children” 23 1,910 253 1,637 20

Total 60 4,334 569 3,716 49
Social
images

“Scene” 18 1,088 105 972 11

“Flowers” 24 1,104 130 973 1

“Animals” 18 270 29 237 4

Total 60 2,462 264 2,182 16

Table 7 Manual evaluation
of tag sense disambiguation

Category Correct Acceptable Irrelevant

Professional images

“Food” 1,073 2 36

“Scene” 883 4 81

“Children” 1,580 17 40

Total 3,536 23 157

Social images

“Scene” 899 11 62

“Flowers” 796 44 133

“Animals” 212 4 21

Total 1,907 59 216
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Further, we calculate the percentage of “Acceptable” senses: 0.62 % for pro-
fessional images and 2.7 % for social images, as well as the percentage of
“Irrelevant” senses: 4.22 % for professional images and 9.9 % for social images.
These results are promising too.

Here we illustrate the results by some examples. For the category “Correct” we
have good results in tag sense disambiguation. For example, the tag bowl has 12
senses in WordNet (nine as a noun and three as a verb). For the category “Food”
our system defined the following sense for the tag bowl:

Synset(‘bowl.n.03’) a dish that is round and open at the top for serving foods
This is the correct intended meaning. Many examples prove that the neighboring

tags provide reliable context for tag sense disambiguation.
In the category “Acceptable” we considered the senses that are not quite relevant

to the image category, at least according to the human annotator. For example, for
the tag sweet from the category “Children” our system proposed the following
sense:

Synset(‘sweet.n.03’) a food rich in sugar
The tag sweet has 16 senses in WordNet (five as a noun, ten as an adjective and

one as an adverb). But a more relevant sense for this category would be:
S: (adj) angelic, angelical, cherubic, seraphic, sweet (having a sweet nature

befitting an angel or cherub) “an angelic smile”; “a cherubic face”; “looking so
seraphic when he slept”; “a sweet disposition”.

This sense is not identified in the particular case as we do not deal with
adjectives.

The last column of Table 5—“Irrelevant”—contains the numbers for the real
mistakes. For example, for the tag france from the category “Scene” the system
determined the sense:

Fig. 6 The evaluation of our approach
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Synset(‘france.n.02’) French writer of sophisticated novels and short stories
(1844–1924)

But in this case the correct suggestion is the sense:
S: (n) France, French Republic (a republic in Western Europe; the largest

country wholly in Europe)
We also calculated the accuracy for each category. The accuracy for professional

images is given in Fig. 7a; it is lowest for the category “Scene” because these
images contain numerous objects and are tagged by many keywords with multiple
senses. The accuracy for social images is given in Fig. 7b: in general it is lower than
the accuracy for professional images. As we said before, social images are often
low-quality photos without clearly focused objects, which is somewhat problematic
for the auto-tagging platform. Therefore these images are annotated by fewer tags
with lower correct accuracy (cf. Table 1).

We studied the dependences between: (i) the accuracy (green dash line in Figs. 8
and 9), (ii) the number of tags with a single sense—which for us are the original
tags SoðtÞ plus additional tags with one sense (orange graph in Figs. 8 and 9), and
(iii) the number of all tags for the images in the experimental dataset (blue line in
Figs. 8 and 9). The horizontal ax in Figs. 8 and 9 corresponds to images from the
test data set; the left vertical ax in Figs. 8 and 9 gives number of tags for the blue
and orange lines and the right vertical ax shows percentage of accuracy (green dash
line). Figure 8 presents the results for social images and Fig. 9—the results for
professional.

Figure 9 shows for professional images that the increase in tags (their number is
shown by the blue line) influences TSD accuracy (green line), but for social images
it is not an essential change (Fig. 8). In Figs. 8 and 9 we observe some dependence
between the green line and the orange space, it shows the influence of the similarity
matrix on TSD accuracy (more senses—an orange peak—imply in general higher
accuracy). This would mean that the similarity matrix contributes more (or always)
to the TSD accuracy compared to the Lesk algorithm and the Hyponym Heuristic.

Fig. 7 Evaluation of accuracy per category
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5 Conclusions and Future Works

In this paper we present an integrated method for tag disambiguation of images, and
show its effectiveness for arbitrary tags obtained using an auto-tagging program.
We concentrate on nominal and verbal senses because the automatic image anno-
tation usually recognizes material objects (nouns) and disambiguation is needed for
the auto-tagging process. In general adjectives are assigned as tags in manual
annotation.

Fig. 8 The dependence of accuracy and amount of tags for social images

Fig. 9 The dependence of accuracy and amount of tags for professional images
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The main advantage of the method is the combination of known approaches
which ensures some non-zero result for all keywords belonging to WordNet. In the
experiments we strongly rely on the set of tags with single senses. Actually we did
more tests and constructed the matrix M for ambiguous tags as well but the results
were worse—accuracy dropped by 4 %, so we propose the TSD approach for tags
which are not ambiguous. Quantitative evaluation suggests that our method can
effectively disambiguate tags. The method can help to improve tag-based appli-
cations, among them machine translation and information retrieval.

In the future we plan to use in our approach not only the WordNet ontology, but
other modern and complex resource such as BabelNet [12] or even Wikipedia, due
to its constant growth and multilingualism. We hope that these resources can help to
tackle the dynamics of novel keywords.
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Knowledge Graph Extension for Word
Sense Annotation

Kiril Simov, Alexander Popov and Petya Osenova

Abstract One of the most successful approaches to Word Sense Disambiguation
(WSD) in the last decade has been the knowledge-based approach, which exploits
lexical knowledge sources such as wordnets, ontologies, etc. The knowledge
encoded in them is typically used as a sense inventory and as a relations bank.
However, this type of information is rather sparse in terms of senses and the
relations among them. In this paper we present a strategy for the enrichment of
WSD knowledge bases with data-driven relations from a gold standard corpus
(annotated with word senses, valency information, syntactic analyses, etc.). We
focus on Bulgarian and English as use cases, but our approach is scalable to other
languages as well. The results show that the addition of new knowledge improves
accuracy on the WSD task in a statistically significant way.

Keywords Knowledge-based WSD � Inference of semantic relations

1 Introduction

The recent success of knowledge-based Word Sense Disambiguation (KWSD)
approaches depends on the quality of the knowledge graph (KG)—whether the
knowledge represented in terms of nodes and relations (arcs) between them is
sufficient for the algorithm to pick the correct senses of the ambiguous words.
Several extensions of the KG constructed on the basis of WordNet have been
proposed and already implemented. The solutions to Word Sense Disambiguation
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(WSD) related tasks usually employ lexical databases, such as wordnets and
ontologies. However, lexical databases suffer from sparseness with respect to the
availability and density of relations. One approach towards remedying this problem
is the BabelNet [9], which relates several lexical resources—WordNet1 [5],
DBpedia,2 Wiktionary,3 etc. Although such a setting takes into consideration the
role of lexical and world knowledge, it does not incorporate contextual knowledge
learned from actual texts (such as collocational patterns, for example). This happens
because the knowledge sources for WSD systems usually capture only a fraction of
the relations between entities in the world. Many important relations are not present
in the ontological resources but could be learned from texts.

Here we present an approach towards the enrichment of WSD knowledge bases
with relations from gold standard corpora. We focus on Bulgarian (BTB [11]) and
English (SemCor [7]) as use cases, but our approach is scalable to other languages
as well. Such an approach is justified by the fact that the lexical databases are sparse
with respect to the available knowledge, its density and appropriateness. Also, the
predominance of paradigmatic knowledge (synonymy, hypernymy, etc.) is bal-
anced by the addition of syntagmatic relations (valency). Analysis is provided on
the impact of the various semantic relations, which lead to different variants of the
KG. More precisely, in our current work we perform an analysis on the various
semantic relations in WordNet4 and Extended WordNet [6] knowledge graphs. The
investigation is performed via experiments with different subgraphs that include
only part of the semantic relations in these resources. Some of the relation types
allow for inference to be applied over them. Thus, inferred semantic relations have
been included in some of the KGs as well.

The structure of the paper is as follows: the next section discusses the related
work on the topic. Section 3 presents the resources—the Bulgarian sense annotated
treebank BTB and SemCor. Section 4 introduces the knowledge-based tool for
WSD. Section 5 describes: the experiments performed, based on the semantic
relations in WordNet; the additional inference over WordNet relations; the semantic
relations in the Extended WordNet; as well as syntax-based relations. Section 6
concludes the paper.

2 Related Work

Knowledge-based systems for WSD have proven to be a good alternative to
supervised systems, which require large amounts of manually annotated data.
Knowledge-based systems require only a knowledge base and no additional

1https://wordnet.princeton.edu/.
2http://wiki.dbpedia.org/.
3https://en.wiktionary.org/wiki/Wiktionary:Main_Page.
4In this work we used version 3.0 of Princeton WordNet: https://wordnet.princeton.edu/.

152 K. Simov et al.

https://wordnet.princeton.edu/
http://wiki.dbpedia.org/
https://en.wiktionary.org/wiki/Wiktionary:Main_Page
https://wordnet.princeton.edu/


corpus-dependent information. An especially popular knowledge-based disam-
biguation approach has been the use of graph-based algorithms known under the
name of “Random Walk on Graph” [3]. Most approaches exploit variants of the
PageRank algorithm [4]. Agirre and Soroa [2] apply a variant of the algorithm to
WSD by translating WordNet into a graph in which the synsets are represented as
nodes and the relations between them are represented as arcs. The resulting graph is
called a knowledge graph in this paper. Calculating the PageRank vector Pr is
accomplished through solving the equation:

Pr ¼ cMPrþð1� cÞv ð1Þ

where M is an N � N transition probability matrix (N being the number of nodes in
the graph), c is the damping factor and v is an N � 1 vector. In the traditional, static
version of PageRank the values of v are all equal (1=N), which means that in the
case of a random jump each vertex is equally likely to be selected. Modifying the
values of v effectively changes these probabilities and thus makes certain nodes
more important. The version of PageRank for which the values in v are not uniform
is called Personalized PageRank (PPR). The words in the text that are to be
disambiguated are inserted as nodes in the KG and are connected to their potential
senses via directed arcs. These newly introduced nodes serve to inject initial
probability mass (via the vector v) and thus to make their associated sense nodes
especially relevant in the knowledge graph. Applying the PPR algorithm iteratively
over the resulting graph determines the most appropriate sense for each ambiguous
word. Montroyo et al. [8] present a combination of knowledge-based and super-
vised systems for WSD, demonstrating that the two approaches can boost one
another, due to the fundamentally different types of knowledge they utilise
(paradigmatic vs. syntagmatic). They explore a knowledge-based system that uses
heuristics for WSD depending on the position of potential word senses in the
WordNet knowledge graph (WN). In terms of supervised machine learning based
on an annotated corpus, it explores a Maximum Entropy model that takes into
account multiple features from the context of the to-be-disambiguated word. This
earlier line of research demonstrates that combining paradigmatic and syntagmatic
information is a fruitful strategy, but it does so by doing the combination in a
postprocessing step, i.e. by merging the output of two separate systems; also, it still
relies on manually annotated data for the supervised disambiguation. Building on
the already mentioned work on graph-based approaches, it is possible to combine
paradigmatic and syntagmatic information in another way—by incorporating both
into the KG. This approach is described here. The success of KWSD approaches
apparently depends on the quality of the knowledge graph—whether the knowledge
represented in terms of nodes and relations between them is sufficient for the
algorithm to pick the correct senses of ambiguous words. Several extensions of the
KG constructed on the basis of WordNet have been proposed. An approach similar
to ours is described in [1], which explores the extraction of syntactically supported
semantic relations from a manually annotated corpus: SemCor. SemCor was pro-
cessed with the MiniPar parser and the subject-verb as well as object-verb relations
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were extracted. The new relations were represented on several levels: as
word-to-class and class-to-class relations. The extracted selectional relations were
then added to WordNet. The main difference with our approach is that the set of
relations used here is larger (including indirect-object-to-verb relations,
noun-to-noun relations, etc.). Another difference is that the new relations are not
added as selectional relations, but as semantic ones. This means that the specific
syntactic role of the participant is not taken into account, but only the connected-
ness between the participant and the event is registered in the KG.

3 The Sense Annotated Treebanks: BTB and SemCor

As it was stated above, our goal is to experiment with different kinds of semantic
relations. The relations missing in WordNet are the syntagmatic ones. As sources of
such types of relations we consider treebanks annotated with semantic information.
In this case we are able to extract syntagmatic relations between semantic classes of
syntactically related words. Thus, we need semantically and syntactically annotated
corpora of Bulgarian and English. For Bulgarian we have annotated BTB with
synsets from the BTB WordNet (BTB-WN). For English we use a parsebank
created over the texts in SemCor [7]. Since these syntactically and semantically
annotated corpora have been exploited for extracting relations, we divided them in
test and training parts in a ratio of one-to-three. The sense annotation process over
BTB is organized in three layers: verb valency frames [10]; senses of verbs, nouns,
adjectives and adverbs; DBpedia URIs over named entities. However, in the
experiment presented here, we used mainly the annotated senses of nouns and
verbs, as well as the concept mappings to WordNet.

The sense annotation was organized as follows: the lemmatized words per
part-of-speech (POS) from BTB received all their possible senses from the
explanatory dictionary of Bulgarian and from BTB-WN.5 When two competing
definitions came from both resources, preference was given to the one that was
mapped to the WordNet. In the ambiguous cases the correct sense was selected
according to the context of usage. For the purposes of the evaluation, some of the
files were independently checked by two human annotators. In total, 92,000 run-
ning words have been mapped to word senses. Thus, about 43 % of all the treebank
tokens have been associated with senses. Additionally, we extended the BTB-WN
with new synsets which were mapped to English WordNet. We have divided BTB
in test and training parts by selecting three files as a test part, which contains news
articles from two different newspapers and covers about a quarter of the tokens in
the whole treebank. The rest of the data was selected for the training set. The
training set is used for extraction of new semantics relations on the basis of syn-
tactic information in the treebank.

5Available at http://compling.hss.ntu.edu.sg/omw/.
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The sense annotations in SemCor were also performed manually, using WordNet
senses. It comprises texts from the Brown corpus,6 which is a balanced corpus. In
this respect, SemCor contains very diverse types of texts. We use SemCor in two
ways: first, for testing the WSD for English; and second, as a source for extracting
new semantic relations. To achieve this, we parsed SemCor with a dependency
parser included in the IXA pipeline.7 Then we divided the corpus in a proportion
of one-to-three: first part comprises of 49 documents (from br-a01 to br-f44) and it
was used as a test set in the experiments reported below in the paper. The rest of the
documents formed the training set from which the new relations were extracted.
Similarly to the case of BTB, the new semantic relations were extracted on the basis
of the syntactic relations in the dependency parses of each sentence in the training
part of SemCor.

4 Knowledge-Based Tool for the WSD

The experiments that serve to illustrate the outlined approaches were carried out
with the UKB8 tool, which provides graph-based methods for WSD and measuring
lexical similarity. The tool uses the PPR algorithm, described in [2]. It builds a
knowledge graph over a set of relations that can be induced from different types of
resources, such as WordNet or DBPedia; then it selects a context window of
open-class words and runs the algorithm over the graph. There is an additional
module called NAF UKB9 that can be used to run UKB with input in the NAF
format10 and to obtain output structured in the same way, only with added word
sense information. For compatibility reasons, NAF UKB was used to perform the
experiments reported here; the input NAF document contains in its “term” nodes
the lemma and POS information, which is necessary for the running of UKB. We
have used the UKB default settings, i.e. a context window of 20 words that are to be
disambiguated together, and 30 iterations of the PPR algorithm.

The UKB tool requires two resource files to process the input file. One of the
resources is a dictionary file with all lemmas that can be possibly linked to a sense
identifier. In our case WordNet-derived relations were used for our knowledge base;
consequently, the sense identifiers are WordNet IDs. For instance, a line from the
dictionary extracted from WordNet looks like this:

predicate 06316813-n:0 06316626-n:0 01017222-v:0
01017001-v:0 00931232-v:0

6http://clu.uni.no/icame/manuals/BROWN/INDEX.HTM.
7http://ixa.si.ehu.es/Ixa.
8http://ixa2.si.ehu.es/ukb/.
9https://github.com/asoroa/naf_ukb.
10http://www.newsreader-project.eu/files/2013/01/techreport.pdf.
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First comes the lemma associated with the relevant word senses, after the lemma
the sense identifiers are listed. Each ID consists of eight digits followed by a hyphen
and a label referring to the POS category of the word. Finally, a number following a
colon indicates the frequency of the word sense, calculated on the basis of a tagged
corpus. When a lemma from the dictionary has occurred in the analysis of the input
text, the tool assigns all the associated word senses to the word form in the context
and attempts to disambiguate its meaning among them. The Bulgarian dictionary
comprises all the lemmas of words annotated with WordNet senses in the BTB. It
has 8,491 lemmas mapped to 6,965 unique word senses. The second resource file
required for running the tool is the set of relations that is used to construct the
knowledge graph over which PPR is run. Since the BTB has been annotated with
word senses from WordNet 3.0, the resource files for version 3.0, distributed
together with the tool, have been used in our experiments. The distribution of UKB
comes with a file containing the standard lexical relations defined in WordNet, such
as hypernymy, meronymy, etc., as well as with a file containing relations derived on
the basis of common words found in the synset glosses, which have been manually
disambiguated. The format of the relations in the KG is as follows:

u:SynSetId01 v:SynSetId02 s:Source d:w

where SynSetId01 is the identifier of the first synset in the relation,
SynSetId02 is the identifier of the second synset, Source is the source of the
relation, and w is the weight of the relation in the graph. In the experiments reported
in the paper, the weight of all relations is set to 0. Here is one concrete example:

u:01916925-n v:02673969-a s:30glc d:0

This tool is used for performing all the experiments reported in the next section.
The goal in this paper is to investigate the impact of the different sets of relations
over the knowledge graph. Thus, further experiments utilizing the full functionality
of the UKB tool are left for future work.

5 Experiments with Different Knowledge Graphs

All the experiments, reported here, use the same algorithm and the same test data.
Only the KG differs in the different cases, as it is generated out of various sets of
relations. Thus, via using this tool we performed several groups of experiments:
(1) experiments with the various relations from the WordNet KG; (2) experiments
with relations resulting from applying inference over the relations in the original
WordNet KG; (3) experiments with relations from Extended WordNet; and
(4) experiments with relations extracted from the syntactically and semantically
annotated corpora. These experiments are reported here.
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5.1 Experiments with Semantic Relations in WordNet

The WordNet-based KG (WN) has been constructed out of the relations in the
Princeton WordNet (PWN3.0). PWN3.0 groups together words in synsets, which
we consider as concepts, and thus as units. The possible relation types between the
various synsets are 16. In our experiments we separated the relations in WN into 16
sets of relations corresponding to the relations in PWN3.0:

1. WN-Hyp (hypernymy) 89089. (N-N), (V-V).11

2. WN-Ant (antonymy) 8689. (A-A), (N-N), (R-R), (V-V).
3. WN-At (attribute relation between noun and adjective) 886. (N-A), (A-N).
4. WN-Cls (a member of a class) 9420. (A-N), (N-N), (R-N), (V-N).
5. WN-Cs (cause) 192. (V-V).
6. WN-Der (derivational morphology) 74644. (A-N), (N-A), (N-N), (N-V).
7. WN-Ent (entailment) 408. (V-V).
8. WN-Ins (instance) 8576. (N-N).
9. WN-Mm (member meronym) 12293. (N-N).

10. WN-Mp (part meronym) 9097. (N-N).
11. WN-Ms (substance meronym) 797. (N-N).
12. WN-Per (pertains/derived from) 8505. (A-N), (R-A).
13. WN-Ppl (participle of the verb) 79. (A-V).
14. WN-Sa (additional information about the first word) 3269. (A-A), (V-V).
15. WN-Sim (similar in meaning) 21386. (A-A).
16. WN-Vgp (similar in meaning verb synsets) 1725. (V-V).

These classes differ in the type of semantic relations they represent, the number
of relations in each class, the parts-of-speech of the words in the synsets that are
connected by the relation. Obviously, isolated nodes do not play a role in the
disambiguation process. Thus, if we exploit only relations between nouns, we
cannot expect that the system could select appropriate senses for other
parts-of-speech. Nevertheless, we performed some experiments with only some of
the relations in order to have a basis for comparison with larger combinations. As a
basic relation we consider the superordinate-subordinate relation (hypernymy),
because it provides relations between the biggest groups of synsets: nouns and
verbs. Thus, we assume that this set of relations always has to be used in the
knowledge graph.

The baseline results include WN relations, gloss-derived relations (GL) and the
combination of WN and GL: WNG. The results for these three basic KGs are given
at the top three lines of Table 1. In Table 1 we also present the results for

11Here we present the combination of synsets in each relation as POS. The POS are: A—adjective,
N—noun, R—adverb, and V—verb. Also we present the number of arcs for the relations in
WordNet.
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combinations between the hypernymy relation and all other relations. The biggest
improvement is observed for the combination WN-Hyp + WN-Sim for SemCor.
It shows 9 % of improvement over the WN-Hyp relation alone. In our opinion, the
great difference is due to the different coverage of the relations over the synsets in
WordNet. The hypernymy relation covers only noun and verb synsets, but not
adjective and adverb synsets. Thus, a KG-based only on hypernymy relations does
not provide any knowledge about adjectives and adverbs. Additionally, it does not
contain any knowledge about the interactions between verbs and nouns. The
relations that improve over hypernymy ones in fact introduce knowledge about
adjectives or interaction across parts-of-speech. We have performed some more
experiments in order to check whether we could exclude some relations without
considerable loss. For instance, the combination of the following eight sets:
WN-Hyp + WN-Ant + WN-Der + WN-Per + WN-Sa + WN-Sim + WN-Mp
+ WN-Cls, gives accuracy of 49.34 % on the SemCor test corpus, which is
0.03 % less than the accuracy obtained with the whole KG of WordNet. The same
combination gives 52.36 % for the BTB test corpus, which is also close (0.61 %)
to the result for the whole set. Thus, the impact of the rest of relations is quite
modest.

The results also show the differences between the corpora. BTB seems more
compact with respect to sub-domains, while SemCor introduces a big variety of
sub-domains. Also, BTB is mainly annotated with noun and verb synsets. Thus, the
impact of the relations is different from the impact they have over the SemCor
corpus.

The general conclusion from these experiments is that the addition of relations to
the KG does not contribute monotonically to the accuracy of the KWSD. It shows
that some of the relations in the original graph lower the accuracy.

Table 1 Experimental results when using the sets of relations from the WordNet KG on the two
test corpora

KG SemCor BTB

WN 49.37 52.97

GL 51.66 51.15

WNG 58.97 55.90

KG SemCor BTB KG SemCor BTB

WN-Hyp 33.52 45.03 WN-Hyp + WN-Mm 33.70 44.81

WN-Hyp + WN-Ant 38.63 48.41 WN-Hyp + WN-Mp 35.67 45.22

WN-Hyp + WN-At 36.97 47.91 WN-Hyp + WN-Ms 33.57 45.31

WN-Hyp + WN-Cls 34.23 46.11 WN-Hyp + WN-Per 39.57 48.19

WN-Hyp + WN-Cs 33.54 44.99 WN-Hyp + WN-Ppl 33.53 45.11

WN-Hyp + WN-Der 39.03 50.63 WN-Hyp + WN-Sa 38.29 48.31

WN-Hyp + WN-Ent 33.30 44.65 WN-Hyp + WN-Sim 42.89 49.28
WN-Hyp + WN-Ins 34.18 45.13 WN-Hyp + WN-Vgp 34.22 46.07
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5.2 Inference over WordNet Relations

Under inference in our experiments we consider the application of rules, given
relations in the KG, which produce new relations to be added to the KG. In this
section we consider some rules applicable to the relations from WordNet. Having in
mind that WordNet is not a fully formalized lexical database, we cannot expect that
the inferences proposed below are always correct. The main inference rule is the
hypernymy hierarchy inheritance: if some relation includes a noun as an argument,
then the hyponyms of the noun also could be arguments in the relation. The situation
is similar for verbs. Sometimes the appropriate inference includes their hypernyms.

1. WN-Hyp. The hypernymy relation is transitive. Thus, we could construct its
transitive closure: if doctor is a hypernym of surgeon and professional is a
hypernym of doctor then professional is a hypernym of surgeon. Similarly,
for the verb hierarchy. The inferred set of relations will be named by adding the
suffix Infer to the name of the main relation. In this case: WN-HypInfer.

2. WN-Ant. Antonymy relations between adjectives and adverbs cannot partici-
pate in the inference, because there is no support in WordNet. For nouns and
verbs it is possible, if the antonymy relation means that corresponding synsets
are disjoint. The disjointedness is preserved by the hyponymy relation: if we
have two disjoint concepts, then their subconcepts are also disjoint. For
example, man (an adult male person) and woman (an adult female person) do
not have common instances. Then we could infer that man and girl are disjoint.
Name: WN-AntInfer.

3. WN-At. The attributes of a noun usually can be inherited by its hyponyms. For
example, measure as a quantity of something has attributes—standard and
nonstandard. These attributes can be inherited by all types of measures like
time interval and others. Name: WN-AtInfer.

4. WN-Cls. The general understanding of the relation a member of a class is that
each hyponym of the member could be a member of each of the hypernyms of
the class. For instance, desktop publishing is a member of computer science
as a branch, but also it is a branch of engineering, which is a hypernym of
computer science. Name: WN-ClsInfer.

5. WN-Cs. The cause relation between verbs naturally allows for inference on
both arguments—each hyponym of the first argument could be a cause for each
hypernym of the second argument. The sets resulting from the inference on the
first and second arguments are denoted with WN-Cs1stVInfer and
WN-Cs2ndVInfer.

6. WN-Der. The derivational relation is quite diverse, connecting adjectives and
nouns, nouns and nouns, and nouns and verbs. We consider this relation as
denoting an event or a state in which the noun determines a participant of the
event or a state. Thus, a noun can be substituted with its hyponyms, and a verb
can be substituted with its hypernyms. We divided the new set of relations by
the POS of the participating words: WN-DerNAInfer, WN-DerNNInfer,
WN-DerNVInfer, WN-DerVNInfer.
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7. WN-Ent. If a verb entails another verb, then we assume that each hyponym of
the first verb entails each hypernym of the second verb. The sets resulting from
the inference on the first and second arguments are denoted with
WN-Ent1stVInfer and WN-Ent2ndVInfer.

8. WN-Ins. An instance of a class is an instance of its super classes. Thus, we
perform substitution of the second noun with its hypernyms. Name:
WN-InsInfer.

9. WN-Mm. Each hyponym of a member of a set is a member of each hypernym
of the set.

10. WN-Mp. The transitive closure over the part meronym relation is a feasible
inference rule. However, in these experiments we do not perform it.

11. WN-Ms. Substitution with hyponyms of the substance noun is a feasible
inference rule. Similarly to the previous relation, in these experiments we do
not perform it.

12. WN-Per. Similarly to the derivational relation, we perform substitution with
hyponyms on the noun synset.

13. WN-Ppl. We do not perform any inference for this relation.
14. WN-Sa. The additional information about the first word can be inherited by its

hyponyms.
15. WN-Sim. We do not perform any inference for this relation.
16. WN-Vgp. Because the definition “verb synsets that are similar in meaning”

allows for very wide interpretation, we do not perform any inference here.

Some of the above inferences produce a huge amount of new relations, which
prevents us from effectively experimenting with them. We have used the inference
rules only partially. We consider only combinations in which the knowledge graphs
of WN and WNG are included as a basis. Table 2 presents some of the results.

Table 2 Experimental results when using some of the inferred sets of relations

KG SemCor BTB KG SemCor BTB

WN + WN-HypInfer 53.40 53.70 WNG + WN-HypInfer 58.59 55.20

WN + WN-AntInfer 48.57 53.05 WNG + WN-AntInfer 59.14 55.93
WN + WN-ClsInfer 48.43 54.62 WNG + WN-ClsInfer 57.84 56.14
WN + WN-Cs1stVInfer 49.32 56.02 WNG + WN-Cs1stVInfer 59.06 55.93
WN + WN-Cs2ndVInfer 49.39 57.28 WNG + WN-Cs2ndVInfer 58.95 56.17
WN + WN-DerNAInfer 48.76 57.19 WNG + WN-DerNAInfer 58.49 52.13

WN + WN-DerNNInfer 47.79 56.74 WNG + WN-DerNNInfer 58.80 52.86

WN + WN-DerNVInfer 47.73 55.84 WNG + WN-DerNVInfer 55.87 52.77

WN + WN-DerVNInfer 48.72 55.99 WNG + WN-DerVNInfer 59.00 53.56

WN + WN-Ent1stVInfer 49.34 56.08 WNG + WN-Ent1stVInfer 58.98 52.55

WN + WN-Ent2ndVInfer 49.36 56.60 WNG + WN-Ent2ndVInfer 58.92 52.70

WN + WN-InsInfer 49.03 56.76 WNG + WN-InsInfer 58.38 52.89

The results that are above the baselines are bolded
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There are few cases in which the inferred new relations add accuracy above the
baselines (Notably, for the BTB test corpus the improvement for several combina-
tions with WN is higher even with respect to the addition of relations from WNG).
In most of the cases, however, the additional relations decrease the accuracy. With
the Extended WordNet relations the improvement is quite modest for both test
corpora.

5.3 Experiments with Semantic Relations in Extended
WordNet

The Extended WordNet [6] is constructed through of analyses of the synset glosses.
During this process, the open class words were annotated with word synsets from
PWN3.0. For example, the synset fstony coral, madrepore, madriporian coralg—
01916925-n, is defined by “corals having calcareous skeletons aggregations of
which form reefs and islands.” After the analysis, the following synsets are selected:
02673969-a—calcareous, 01917882-n—mushroom coral, 05585383-n—skeleton,
07951464-n—aggregation, 09316454-n—island, 09406793-n—reef, and
02621395-v—form. Each of these synsets is related to the synset to which the gloss
belongs to:

u:01916925-n v:02673969-a s:30glc d:0
u:01916925-n v:01917882-n s:30glc d:0
u:01916925-n v:05585383-n s:30glc d:0
u:01916925-n v:07951464-n s:30glc d:0
u:01916925-n v:09316454-n s:30glc d:0
u:01916925-n v:09406793-n s:30glc d:0
u:01916925-n v:02621395-v s:30glc d:0

The division of the relations in WNG into groups is on the basis of the parts of
speech of the main synset. The four sets are: WNG-A (first synset is for adjectives),
WNG-N (first synset is for nouns), WNG-R (first synset is for adverbs), and
WNG-V (first synset is for verbs). In Table 3 we present the impact of each of these
sets of relations on the KG of WN. As it can be seen, each set adds accuracy above
the baseline of WN for SemCor, but not for BTB. For BTB only two are better than
the WN baseline. One of them is even better than the baseline for WNG graph.

Table 3 Experimental results when using the sets of relations from WNG

KG SemCor BTB KG SemCor BTB

WN + WNG-A 52.94 53.08 WN + WNG-R 51.76 52.85

WN + WNG-N 57.04 52.92 WN + WNG-V 53.01 56.01
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5.4 Syntax-Based Relations

As it was mentioned above, in our experiments we have also used semantic rela-
tions from a syntactically annotated corpus.

First, we defined patterns of dependency relations. For example, we used pat-
terns like the following: s1subjs2, which defines a relation between a noun synset s1
and a verb synset s2; s1mods2, which defines a relation between an adjective synset
s1 and a noun synset s2; s1modxpobjs2, which defines a relation between a noun
synset s1 and a noun synset s2; etc. We extracted the following sets of relations:
SC-AA, SC-AN, SC-AV, SC-NN, SC-NV, SC-RA, SC-RN, SC-RR, SC-RV,
SC-VN, SC-VV, where the suffixes: AA, AN, AV, etc., denote the parts of speech
of the related synsets. The results from the experiments performed are presented in
Table 4. As it can be seen, many of the extracted new sets increase the accuracy
above the baseline for WNG.

We have combined most of these sets in joint combinations. The combination of
all the sets with the original knowledge graph: WNG, SC-AA, SC-AN, SC-AV,
SC-NN, SC-NV, SC-RA, SC-RN, SC-RR, SC-RV, SC-VN, SC-VV gives accu-
racy of 60.34 % for SemCor and 53.05 % for BTB. It is interesting that a slight
change in the combination: is WNG, SC-AA, SC-AN, SC-AV, SC-NV, SC-RA,
SC-RN, SC-RR, SC-RV, SC-VN, SC-VV gives a much better result for BTB—
55.38 % and a slightly worse one for SemCor—60.33 %.

We also preformed experiments adding sets of relations from the WordNet
relations. The best result for SemCor was achieved for the combination: WNG,
SC-AA, SC-AN, SC-AV, SC-NV, SC-RA, SC-RR, SC-RV, SC-VN, SC-VV,
WN-HypInfer, WN-AntInfer, WN-DerVNInfer, WN-Ent1stVInfer,
WN-Ent2ndVInfer. Its accuracy is 60.70 %. This result is 1.73 % higher than the
baseline for WNG. The improvement is statistically significant. The result for BTB
is 56.39 %.

We have performed similar experiments with extraction of syntactic relations
from the Universal Dependency version of BTB.12 The targeted dependency rela-
tions are of the types: nsubj, nmod, amod, iobj, dobj. We have used these relations

Table 4 Results from experiments using the sets of relations from syntax

KG SemCor BTB KG SemCor BTB

WNG + SC-AA 59.20 55.93 WNG + SC-RN 58.94 55.89

WNG + SC-AN 59.30 55.89 WNG + SC-RR 59.07 55.93
WNG + SC-AV 59.46 55.78 WNG + SC-RV 59.43 52.71

WNG + SC-NN 58.81 56.21 WNG + SC-VN 59.05 55.55

WNG + SC-NV 59.31 56.21 WNG + SC-VV 59.26 53.78

WNG + SC-RA 59.52 56.18

12http://universaldependencies.github.io/docs/.
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in a similar way as the ones extracted from the parsed SemCor corpus. These
syntactic relations have been extended similarly to the hypernymy relations. For
example, in the case of the nsubj relation, the hyponyms of the dependent node
have been replicated in new relations of the same kind, for all hyponyms of that
particular word sense encountered in the golden corpus. Thus, the relation

u:00118523-v v:00510189-n

is derived from an nsubj relation, where 00118523-v stands for a sense of the
Bulgarian verb “prodalzha” (continue) and is the head node (the predicate in nsubj),
and 00510189-n, corresponding to a particular word sense of “veselba” (revelry), is
the dependent node (the subject). The dependent node has a number of hyponyms
in the WordNet hierarchy, therefore all these (and their hyponyms, too) have been
added into a relation with the node 00118523-v. For instance, 00510723-n (the
synset for particular word senses of the words “binge”, “bout” and “tear”) has been
entered analogously in the same slot as 00510189-n.

Our motivation for using the hyponyms to infer new relations is based on the
intuition that these syntactic relations connect an entity to an event13 in which the
entity participates or connects two participants of an event. We assume that if a
class of entities contains possible participants in an event, then the instances of all
sub-classes are possible participants in the same kind of event. The original rela-
tions are trusted to be valid, because they were annotated manually in the seman-
tically annotated treebank. Another important assumption is that the relations found
in the treebank are not the most general ones, which means that there is room for
generalization over the participants in these events.

Thus, in addition to the extension of the dependency relations outlined above,
we did a further enrichment of the knowledge graph by taking the hypernym of the
node of interest in the syntactic relation and then taking all nodes beneath it in the
hypernym hierarchy, and inserting them in the relevant relation attested in the
golden corpus. Returning to the example from above in order to illustrate this
strategy, we identify the “revelry” node (“unrestrained merrymaking”) as subject of
the “continue” node, then we go one level up to its hypernym, which is “merry-
making” (“a boisterous celebration; a merry festivity”), and extend the nsubj
relation from there downwards the hierarchy. Thus, the hyponym sense “jinks”
(“noisy and mischievous merrymaking”) is also inserted in the nsubj relation with
the relevant sense of the verb “continue”. This extension leads to an additional
significant increase in the size of the KG. Figure 1 illustrates the described hier-
archy as a simple tree. The bolded term (“revelry”) is the node we want to use to
expand the nsubj relation. The expanding procedure finds the hypernym of that
node (“merrymaking”), then takes all the nodes below it and inserts them in the
same type of relation, in place of “revelry”. In this way, multiple relations can be
derived from the initial nsubj relation.

13Here we interpret the concept of “event'' in a wider sense that also includes states.
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Finally, we have used information about WordNet domains, e.g. biology, lin-
guistics, time_period, etc. An initial experiment was run whereby all synsets in a
given domain were entered in a relation with the domain. Unique WordNet-style
IDs were generated for all domains and the relevant synsets were connected to those
nodes. This approach yielded poor results, possibly due to the fact that in the PPR
algorithm the contribution of a node weakens the more outgoing edges it has, and
the artificial domain nodes have hundreds of outgoing links. Thus, an alternative
strategy was adopted of connecting all synsets within a domain to each other. In
order to avoid generating many millions of new relations, only the synsets in the
Bulgarian dictionary were connected in this fashion. This resulted in 132,596 new
relations. The following is a short description of the different configurations for the
new knowledge graphs. The basic graph is WNG:

• WNG + I : WNG + WN-HypInfer
• WNG + ID : WNG + WN-HypInfer + domain relations
• WNG + IS : WNG + WN-HypInfer + dependency relations
• WNG + ISE : WNG + WN-HypInfer + dependency relations + extended

dependency relations
• WNG + ISED : WNG + WN-HypInfer + dependency relations + extended

dependency relations + domain relations
• WNG + ISEUD : WNG + WN-HypInfer + dependency relations + extended

dependency relations starting from one level up + domain relations

Table 5 represents the results from these experiments. The first two lines repeat
the baseline results from Table 1. Several interesting facts can be observed. The
addition of domain relations causes significant improvement for BTB test corpus.

merrymaking

revelry

binge/bout/tear orgy/riot/debauchery

jinx/high jinx

Fig. 1 Traversing the
hypernymy hierarchy, an
example

Table 5 Results from adding syntactic relations from BTB

KG SemCor BTB

WN 49.37 52.97

WNG 58.97 55.90

KG SemCor BTB KG SemCor BTB

WNG + I 58.59 55.20 WNG + ISE 57.38 63.14

WNG + ID 58.46 55.82 WNG + ISED 57.41 63.54

WNG + IS 58.51 57.56 WNG + ISEUD 55.14 66.71
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Adding the dependency relations extracted from the gold corpus results in close to
4.5 % improvement, while the addition of the downward extended set adds a
further improvement of 5 %; extending the set by starting from one level above the
original nodes in the dependency relations helps even more. Contextual information
accounts for more than 11 % higher accuracy in the experiment done with the last
configuration. However, the results over the SemCor corpus are rather negative.

When combining the BTB relations with relations from SemCor and inferred
relations from WordNet, we received the following combination: WNG + ISEUD,
SC-AA, SC-AN, SC-AV, SC-NV, SC-RA, SC-RR, SC-RV, SC-VN, SC-VV,
WN-HypInfer, WN-AntInfer, WN-DerVNInfer, WN-Ent1stVInfer,
WN-Ent2ndVInfer. The result for the BTB test corpus is 67.44 %, which is the
best result for this corpus. The same combination for SemCor gives a result of
57.65 %.

6 Conclusion

The experiments with adding various bundles of relations from WordNet and from
syntactically and semantically annotated corpora for Bulgarian and English have
shown several directions to be considered in future work.

First of all, the addition of syntagmatic syntactic-based relations improve the
results of KWSD task, since they balance the paradigmatic lexical relations. Then,
the accuracy depends also on the integrity of the domain—in more homogeneous
domains the accuracy is more stable and increases, while in more heterogeneous
domains the accuracy drops. We consider the accuracy as a measure of quality of
the knowledge graph with respect to the KWSD task. The conclusion is that adding
important language and world knowledge in the form of relations between lexical
concepts does not necessarily improve the quality of the knowledge graph.

Another issue is the different impact of the various relation types on the
knowledge graph. Since the quantity of the added information is huge, our idea was
to reduce it through the selection of the contributing relations, without losing the
quality of the result. This strategy is not trivial. It requires a lot experimentation, as
well as new mechanisms for evaluating the graph and optimizing the algorithm.
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Multi-model Ear Database for Biometric
Applications

Atanas Nikolov, Virginio Cantoni, Dimo Dimov, Andrea Abate
and Stefano Ricciardi

Abstract We present the 3DEarDB, a multi-model ear database, characterized by
different types of ear representation, either 2D or 3D, depending on the acquisition
device used. The main objective is to provide the biometrics community with a
unified tool for testing and comparing of classification algorithms not only on 2D
intensity and/or depth images, or videos, but also on detailed 3D mesh models of
human ears. The 3DEarDB features accurate 3D mesh models of right ear captured
from more than 100 subjects, with a resolution of 1 mm and an accuracy of
0.05 mm, collected via the VIUscan 3D laser scanner, available at the Smart Lab of
IICT-BAS, in the AComIn project frames. Two more ear acquisition modalities are
also included: 3D Kinect ear depth maps and 2D high-definition video clips,
associated to the basic mesh models. To extend 3DEarDB compatibilities with
known methods for 2D/3D ear detection and/or recognition, we provide two more
ear model types. Namely, a set of 2D ear intensity projections (of different orien-
tations and/or lightening directions), and a set of 2D depth map projections can be
generated by demand from the basic 3D ear models. Finally, we report about
preliminary experiments conducted by means of Extended Gaussian Image
approach that confirm the consistency of the proposed 3D-Ear-Data-Base.
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Keywords 2D and 3D ear database � 3D mesh ear models � Ear biometrics �
Extended gaussian image (EGI)

1 Introduction

The usage of biometric identifiers as a reliable and convenient way to verifying a
person’s identity has become common worldwide in the last decade, with particular
regard to the most established ones like fingerprint, face and, more recently, iris.
A key factor in diffusion of a biometric entity is its acceptability, since this char-
acteristic directly affects the range of applications and the extent of the provided
advantages in the context of both validation and identification [1]. In addition,
aspects like stability over time and reduced intra class variations have been proved
relevant in determining the success of biometrics-based id-check solutions. To these
regards, ear seems to be a convenient biometric feature since it combines good
distinctiveness, as indirectly proved by the high recognition accuracy achieved [2–
4], with high acceptability (since is captured without the need for a physical con-
tact) and permanence. The human ear was first hypothesized as a salient identifier in
the end of XIX century by the French criminologist A. Bertillon [5], but only in
1949 A. Iannarelli proposed, with a more scientific approach, a set of twelve
measurements characterizing the ear geometry [6]. The clear advantages in using
ear biometrics are related to its tridimensional (3D) structure protruding from the
overall head surface/profile (when observed frontally) that allows for simple and
contactless capture by means of 2D and 3D techniques. Ear is characterized by
easily recognizable ridges and valleys, whose configuration is relatively immune to
variation due to ageing [7]. The almost complete absence of shape changes rep-
resents another advantage of this biometrics whose main intra-class variations
derive by occlusions caused by hair, hats, earrings, etc., [8].

Though the number of contributions delivered by the research community on the
topic of ear recognition are not comparable to the effort produced so far for face,
fingerprint or even iris, many different methods and algorithms have been proposed
with both 2D and 3D approaches over the last 15 years. 2D methods have exploited
a variety of descriptors, including Principal Component Analysis (PCA) [9, 10],
Independent Component Analysis (ICA) [11], Active Shape Model (ASM) [12],
sparse representations [13], force fields [2, 14, 15], ear geometries [16, 17], Generic
Fourier Descriptor (GFD) [18], wavelet transforms [3, 19, 20], Local Binary
Patterns (LBP) [21], Gabor filters [22] and Scale-Invariant Feature Transform
(SIFT) [23, 24].

The first 3D method [25] was proposed in 2004 and exploited the Local Surface
Patch (LSP) representation and the Iterative Closest Point (ICP) algorithm, that was
also used [4, 26, 27] for matching ears models obtained as range images or 3D
mesh. A 2.5D approach was explored using surveillance videos and pseudo 3D
information extracted by means of Shape-from-Shading (SFS) scheme [28]. It is
worth to mention also two recent approaches to 3D ear recognition, based on the
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EGI representation of 3D ear models [29], and on the 2D appearance 3D multi-view
approach [30], in which additional related works are surveyed. A detailed and
recent survey on Ear processing and recognition can be found in [31], as well as in
[32, 33].

A crucial aspect of the research around ear biometrics is represented by the
availability of public ear databases to be used as a reference to test and stress
proposed methods on a common set of images captured in known conditions, and to
highlight the strengths and the weaknesses of each method and/or approach in terms
of recognition accuracy and robustness. To this regard, a number of ear datasets
have been publicly released through the last 10 years, along with the research
works that led to their creation. They typically provide 2D pictures of the ear(s)
isolated or as a part of face profiles (mostly captured in laboratory), and in a limited
number of cases also 3D scans of the face region near to the ear. We provide details
on the existing ear datasets in Sect. 2 of this paper. Since, currently there is still a
lack of a multi-model ear database, providing a full spectrum of capturing
modalities for each of the enrolled subjects, in this paper we present such a kind of
ear dataset that features high resolution 3D scans for each subject (both, row data
and a segmented, cleaned polygonal mesh), also high resolution color pictures, high
resolution video capture from variable angles, color pictures captured by
last-generation mobile devices and other indirect modalities derived by the 3D data
(2D intensity, and depth images).

The rest of the paper is organized as follows. Section 2 presents a description of
the existing, publicly available, ear datasets. Section 3 provides a detailed
description of a new dataset developed with regard to all the provided models and
their capture. Section 4 presents the results of the first batch of experiments con-
ducted on the proposed dataset and, finally, Sect. 5 draws some conclusions.

2 Publicly Available Ear-Specific Datasets—A Brief
Review

As recalled in the previous section, there is a small number of publicly-available
ear-specific datasets released so far, at least if we do not consider well known face
database like, the FERET database [34], the CAS-PEAL database [35], the UMIST
database [36], the NIST Mugshot Identification Database (MID) [37] or the
XM2VTS database [38] which, though not originally aimed at ear biometrics, have
been used and cited in literature mostly for testing ear detection algorithms. The
ear-specific datasets are the AMI Ear Database [39], the UBEAR dataset [40], the
University of Notre Dame (UND) databases [41], the University of Science and
Technology Beijing (USTB) Databases [42], as well as the most recent OpenHear
database [43], and the SYMARE database [44]. They are briefly described in the
following lines.
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AMI Ear Database [39] consists of ear images collected from students, teachers
and staff of the Computer Science department at Universidad de Las Palmas de
Gran Canaria (ULPGC), Las Palmas, Spain. The 700 images provided have been
captured solely in an indoor environment from 100 different subjects in the age
range of 19–65 years. For each individual, seven images (six right ear images and
one left ear image) are taken under the same lighting conditions, at a capture
resolution of 492 × 702 pixels, with the subject seated at a distance of about 2 m
from the camera. Five of the captured images are right side profile (right ear) with
the individual facing forward, looking up and down, and looking left and right
(Fig. 1).

UBEAR Dataset [40] represents the result of a research study focused on
capturing ear images on the move in uncontrolled conditions, including ample
variations of posing, lighting and presence of occlusions, to the aim of providing a
real-world set of samples that should result very challenging for detection and
recognition algorithms. The dataset is built by means of four high-resolution
(1280 × 960 pixels at 15 fps) video captures, two for each ear across two different
sessions, requiring each subject to undergo the same enrollment protocol. From
each video 17 frames (5 frames for stepping ahead and backwards + 12 frames for
head movements in four directions, namely, 3 upwards, 3 downwards, 3 outwards,
and 3 towards) are selected for each of the 126 subjects, acquired of whom 44.62 %
are males and 55.38 % are females. The result database contains 4430 uncom-
pressed gray-scale images, a few is shown in Fig. 2.

UND Databases [41] of the University of Notre Dame include a variety of
biometric data in various modalities, organized in collections. The following four
collections are relevant for ear biometrics:

BACK FRONT UP DOWN LEFT RIGHT ZOOM

Fig. 1 Seven samples of two subjects captured from different directions (from AMI dataset)

Fig. 2 Samples of different posing in the UBEAR dataset
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• Collection E: 464 visible-light face side profile (ear) images from 114 human
subjects captured in 2002.

• Collection F: 942 3D (+corresponding 2D) profile (ear) images from 302 human
subjects captured in 2003 and 2004.

• Collection G: 738 3D (+corresponding 2D) profile (ear) images from 235 human
subjects captured between 2003 and 2005.

• Collection J2: 1800 3D (+corresponding 2D) profile (ear) images from 415
human subjects captured between 2003 and 2005.

USTB Databases [42] of the University of Science and Technology Beijing
represent four databases dedicated to ear biometrics:

• Image Database I (dated: July–Aug 2002) contains 180 grayscale images of
right ear from 60 subjects, each one photographed three times including one
frontal image, another one with slight angle and one more with different lighting
condition.

• Image Database II (dated: Nov 2003–Jan 2004) contains 308, 300 × 400 pixels,
24bit color images of right ear from 77 subjects, each one photographed four
times with one profile image, two different form angles and one with different
lighting conditions.

• Image Database III (dated: 20 Nov–30 Dec 2004) contains two ear datasets, a
dataset with regular ear images and another one with occluded ear images. The
first dataset includes right side profiles captured at 768 × 576 pixels, 24 bit
colors from 79 subjects captured from variable rotations: 22 rotation steps to the
right and 18 to the left. The second dataset contains 144 images of partially
occluded ears from 24 subjects. They obey three conditions: partial occlusions
(disturbance from some hair), trivial occlusions (little hair), and regular (natural)
occlusions.

• Image Database IV (dated: Jun 2007–Dec 2008) contains both grayscale and
color ear images, 500 × 400 pixels each, from 500 subjects acquired from
multiple angles by 17 CCD cameras distributed around the volunteer at a 15°
step from each other.

OpenHear, the Open head and ear database [43], is an open database of 3D
surface scans of human heads and ears. Its purpose is to be used for acoustical
simulation in aid design. The dataset contains head and ear 3D models of 20
subjects (10 men, 7 women, 1 baby boy, and 2 girls), see part of them in Fig. 3. The
scans (available in VTK format) are acquired using a 3dMD cranial scanner, placed

Fig. 3 Samples from the current version of OpenHear dataset
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at the 3D Craniofacial Image Research Laboratory at the University of Copenhagen.
The initial 3D point clouds are created via 3dMD stereo-algorithms, while surface
reconstructions are obtained using the authors algorithm to create complete head
and ear models from initial captured data.

SYMARE [44], the Sydney York Morphological and Acoustic Recordings of
Ears database, supports acoustics research exploring the relationship between the
morphology of human outer ears and their acoustic filtering properties for purpose
of improving the individualization of 3D audio for personal audio devices in the
future. The database includes multiple mesh models (upper torso, head and ears) at
varying resolutions for 61 listeners (48 male and 13 female) in order to accom-
modate acoustic stimulations at different frequencies. The 3D data are collected
using a Philips 3T Achieva MRI scanner. For each of the 61 subjects in the
database, high-resolution (sub-millimeter) surface meshes are provided for: (i) the
head and ears, (ii) the head, upper torso and ears, (iii) the head and upper torso (no
ears), (iv) the separated left and right ears, see Fig. 4. The number of surface
elements involved in an average head and torso mesh is about 130 K elements.

3 Overview of Our 3D Ear Database

The announced 3D Ear Database, called here 3DEarDB, was collected mainly
during the middle of 2015 at the Institute of Information and Communication
Technologies at Bulgarian Academy of Sciences (IICT-BAS) in the frames of
AComIn1 project. We have gathered more than 100 precise 3D mesh models of
right ears of persons, who differ in gender as well as in age (25–65). A scan res-
olution of 1 mm between neighboring 3D points and accuracy of 0.05 mm for each
3D point was chosen for simplicity of the data gathering, considering it to be
enough for near future experiments. The first version of 3DEarDB (dated May,
2014) contained 3D ear models of the same precision but for 11 persons only, and

Fig. 4 Samples from SYMARE: the four types of surface meshes provided per subject

1http://www.iict.bas.bg/acomin/.
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was designed for initial experiments with both our approaches to 3D ear classifi-
cation and/or recognition, [29, 30].

The recent objective of 3DEarDB is to provide, in a consistent way, many
different output formats for the given human (subject, person) ear represented.
These includes: (i) a raw 3D ear mesh model, (ii) a processed 3D ear mesh,
(iii) Kinect 3D ear depth (range) images, (iv) accompanying 2D ear video clips,
(v) generated structures of 2D ear intensity projections, and (vi) generated structures
of 2D ear depth images. This consistent variety of ear capturing formats could be
very useful for ear biometrics community to test and compare algorithms accuracy
on possibly different input scenarios—from the ideal case of precise (and static) 3D
mesh to more realistic (and dynamic) case of 2D video data and/or still images.

By our best knowledge, cf. also Sect. 2, among the existent Ear Datasets, the
only DB, which provides corresponding 2D and 3D data for the same subject’s ear
is that of UND Collections F, G, and J2, [41]. The UND 3D ear data do not
represent real polygonal 3D meshes, but only 3D range images containing depth
information. Moreover, the ear video data, which could be used for performing 3D
ear reconstruction as an alternative to 2D range images, are missing there. The
recent 3D databases, OpenHear [43] and SYMARE [44], really concern 3D ear
data, but they are not designed especially for visual ear biometrics. Besides, neither
OpenHear (only 20 face models), nor SYMARE even with its 61 listeners recorded
and scanned, could be considered statistically enough representative at present.

An essential requirement of the large biometrics community is that such a DB
has to top 100, or more, persons represented. We also consider ear biometrics based
on video data as the most realistic case according to the contemporary technology
development, especially if it is intended to be build-in the portable electronics of
personal use. For this reason, it is useful to provide accurate 3D ear mesh repre-
sentation as reference for evaluation of 3D video reconstruction errors, and for
comparing between ideal and real recognition performances of investigated
descriptors and classifiers. Because of we consider colors a non-informative ear
feature for classification, we do not scan it at present. Colors are kept in the
accompanying 2D ear video clips.

Next section contains a more detailed description of our multi-model Ear DB,
considering two main types of ear data—hardware acquired and software generated.
Hardware acquired ear representations are composed by raw and post-processed 3D
ear meshes (from 3D laser scanners), 3D depth maps (from Kinect cameras), and
2D Video clips (from photo cameras). The software generated ear representations
from each 3D mesh model are also two types at present, namely: (i) structures of
images, i.e. 2D intensity projections with different lightening and/or orientation
(using MeshLab2); and (ii) corresponding structures of 2D depth map projections
with different orientation (using Wolfram Mathematica3).

2http://meshlab.sourceforge.net/.
3https://www.wolfram.com/mathematica/.
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3.1 Data Acquisition

The three types of devices we use to collect ear data are described below. Only right
ears data are gathered, and only one 3D ear model per subject is represented in
3DEarDB, because of limited people resource, for the time being. For more detail
on this matter see also discussions in Sects. 4.2 and 5.

VIUscan 3D Laser Scanner. This hand-scanner of Creaform (Fig. 5c) was
bought by the AComIn project for the Smart Lab of IICT-BAS in the end of 2013.
Well computer assisted, it can reproduce a 3D mesh model of the scanned solid as
well as respective textures and/or colors. Although, we have not used the maximal
resolution (0.1 mm) and any color data, they could be very useful in other appli-
cations, where 3D objects have variable texture with fine surface details, [45].

This type of scanners require specific markers (retro-reflective targets) regularly
situated on or around the object of scanning. The scanner needs to “see” at least
four targets, which should not move in respect to the object of scan. VIUscan uses
these targets to position itself in the space. To facilitate our work, we created a
special “helmet” of cartoon with enough markers on it. The helmet is to be placed
on the subject’s head around the ear before scanning (Fig. 5a, b).

Omitting of color data makes the procedure of scanning faster, up to 10 min per
ear, as well as more comfortable, because of no need of special lightening—
possible shadows do not disturb scanning.

Kinect Xbox One Sensor.4 This motion sensor of Microsoft is an upgraded
version of its predecessor Xbox 360. Available as a standalone version since
October 2014, it has an infrared array and a 512 × 424 pixels time-of-flight camera
that resolves scene depth and allows for motion tracking and gesture recognition.
This new Kinect also includes a Full HD (1920 × 1080) video camera with
increased field of view.

We plan to use Kinect for obtaining real depth maps of ears and to apply its
accompanying software for 3D reconstruction (using video and/or depth maps).

Fig. 5 a The cartoon “helmet”. b A person under scanning. c VIUscan 3D scanner

4https://en.wikipedia.org/wiki/Kinect_for_Xbox_One#Specifications.
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Olympus Photo Camera.5 The Olympus SH-21 photo camera with its 16
MP CMOS sensor of 1/2.3′′ format has been used for producing Full HD
(1920 × 1080) video clips for each subject’s ear, generally in a MP4 format file.

3.2 Raw (Unprocessed) Ear Data

A raw scanned ear, as shown on Fig. 6b, appears from VXelements software
usually accompanying VIUscan scanners, [45]. The primary output file format is
CSF, which size, in our case is about 64 MB per ear. VXelements help to convert
each CSF to an OBJ format (an ASCII text) file for the ear geometry, and to an
accompanying BMP file for the ear colors. In Fig. 6a we illustrate a colored ear
scan, only for giving an idea of how it looks like, although not using it for now, as
already mentioned. We use OBJ files at next (half-tone) post-processing, see
Fig. 6b. Of course, color data could be successfully used for an automatic 3D ear
segmentation, what is outside this work.

3.3 Raw Ear Data Post-processing

To create a complete and appropriately smooth 3D mesh model for each ear, we
describe a post-processing of six steps using either VXelements [45] or MeshLab
[46].

Fig. 6 a Raw scanned ear with color data. b Only the surface of the raw ear data

5http://www.olympus-global.com/en/news/2011b/nr111110sh21e.jsp.
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Step 1: Coarse Segmentation (by VXelements)

• Apply the filter called Remove Isolated Patches on the input CSF data.
• Perform coarse manual segmentation of the ear surface from the surrounding

background using the Brush Selection, Reverse Selection, and Delete Facets
tools.

Step 2: Holes Filling (by VXelements)

• Run the Optimize Surface reconstruction algorithm each time when choosing a
different size of ear holes to be filled-in. This procedure is the most time con-
suming, because of better results could not be predicted but experimented.

• After filling the appropriate holes, save the result CSF file (its size here is about
49 MB per ear). To continue with MeshLab processing, convert CSF to OBJ file
that results in about 600 KB (per ear).

Step 3: Fine Editing of Mesh-Facets (by MeshLab). It includes finer back-
ground segmentation, as well as removing unpleasant sharp peaks (Fig. 7a) in the
current 3D mesh model resulting from the Optimize Surface tool of the previous
step. Of course, the peak facets removal leads to new holes to fill-in (Fig. 7c), but of
much smaller size (Fig. 7b), that is usually no problem for MeshLab.

Step 4: Mesh Extra Smoothing (by MeshLab). After holes filling (Fig. 7c), the
final step is smoothing the complete 3D object (Fig. 7d). The MeshLab function we
prefer to this aim, is the HC Laplacian Smooth, based on the paper of Vollmer et al.
[47]. At this final stage of manipulation, each ear mesh consists of about 6–8
thousands of (triangular) facets, determined by about 3–4 thousands of vertexes (3D
points). Omitting the normal vectors data, considered here derivative and redundant
ones for simplicity, the size of the respective OBJ file is reduced up to about 240
KB (per ear).

Step 5: Mesh Decimation and Subdivision (by MeshLab). This step is nec-
essary for creation of test data for our EGI classification approach [29], which we
use to prove experimentally the 3DEarDB functionality. The MeshLab function for
increasing the facets number (Fig. 8c) is called Subdivision Surfaces: LS3 Loop,
based on [48], and the function reducing this number (Fig. 8a) is Quadratic Edge
Collapse Decimation.

Fig. 7 a Sharp peaks. b New holes created. c All holes filled. d Final smooth
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Step 6: Geometric Normalization (in MATLAB). It includes translation,
orientation and scale of each ear model separately:

• Translate the Cartesian origin into the model barycenter, i.e. the averaged (x, y, z)
coordinates of all 3D points (vertexes) of the mesh. After subtracting it from all
vertexes, the new barycenter becomes (0, 0, 0).

• Rotate Principal axes, i.e. the eigenvectors of the covariance matrix over the
whole mesh (all the vertexes). To normalize by rotation, the vertexes are rotated
back to the already centralized Cartesian coordinate system, see also Fig. 9.

• Scale: The three eigenvalues (associated to principal axes, they should be
already rotated) are used to normalize the mesh model by scale, so that the
bounding box of the model (or its equivalent ellipsoid) to reach predefined sizes,
e.g. 1-s (units). The three scale coefficients (reciprocal to eigenvalues) for each
model have to be saved, if the real ear size will be further essential.

Fig. 8 a Decimated facets. b Original scan resolution. c Subdivided (refined) facets

Fig. 9 A normalized ear
model
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3.4 Kinect 3D Depth (Range) Images

At present, we do not give 3D ear data gathered by a Kinect camera. Instead, we
have generated 2D depth-map images from 3DEarDB, as described in Sect. 3.7.

3.5 Full HD Ear Video Clips

A 1920 × 1080 video is made over each ear, uniformly filming it by azimuth from
−80° to +80°, for 3 different altitude rows (upper, central, and lower ones) towards
the center of the ear frontal view (Fig. 10), in the same laboratory, immediately
after the 3D ear scan. Each clip is about 20 s long, at 30 fps that costs about 45 MB
per clip, written in MP4 file format.

3.6 2D Intensity Projections

The 2D ear projections are produced in MeshLab, by loading a number of layers,
one for each 3D rotation of an ear. Then, 2D snapshots of all these layers are made
and recorded in JPEG format. The artificial lightening chosen is frontal and
coherent.

The 2D intensity projections are taken according to a rotations scheme of 100
frontal view directions, uniformly distributed towards the ear barycenter, i.e. on 10
declinations and 10 azimuths uniformly chosen in the interval (−45°, +45°), cf. also
Fig. 11. Of course, the angle step could be smaller or larger, in this way to
manipulate the density of the resultant set of 2D projections, i.e. the size of output
JPG files.

Fig. 10 Representative frames for the three horizontal rows of an ear video clip. a View from
above. b A central view; and c view from bellow
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This type of 3D ear representation, we call it Multi-view 3D modeling, has been
developed for our experiments in [30]. We needed there a random access to the
Multi-view datasets, but the same datasets could be arbitrary ordered, e.g. top-down
and left-right, like the video clips of Sect. 3.5.

An illustration of ten 2D ear images generated from a 3D ear model (for a given
central row, cf. Fig. 11), is shown in Fig. 12.

3.7 2D Depth Map Images

The build-in functions of Wolfram Mathematica software was used to render 2D
depth images from a 3D mesh, where instead of intensity values, the z-coordinates
of the 3D points are recorded into the 2D image grid (Fig. 13). For consistence with

Fig. 11 A scheme of multi-view 3D modeling of a given ear

Fig. 12 2D ear images from a row of the ear model rotation scheme, cf. also Fig. 11

Fig. 13 Ear depth maps under orthographic projections of a given 3D ear model
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previous section, the depth maps correspond to rotation scheme illustrated on
Fig. 11.

3.8 Web Access to 3DEarDB

The current version of 3DEarDB will be placed at a free of charge disposal of
academic and non-profit research people interested in it. An extended description of
the 3DEarDB structure, build-in functions, other potentialities, and license agree-
ments will appear on the web site of IICT-BAS very soon.

4 3DEarDB Consistency Experiments

To test the current 3DEarDB functionality, we have experimented using our EGI
based approach to ear classification and/or recognition [29]. The EGI representation
squeezes appropriately the 3D mesh model data into a sphere, so that it can be
visualized and/or used like a 2D (histogram) image, and even like an 1D histogram,
by an appropriate re-indexing of facets, e.g. by a spiral, see also [29].

The EGI (Extended Gaussian Image) was initially proposed by B.K.P. Horn, in
1984, [49], see also [50]. Formally, the EGI of a 3D surface represents a histogram
of all orientations of the modeled surface on a unit (Gaussian) sphere. Because of
surface usual representation by a discrete mesh, every facet from the modeling 3D
mesh will be accumulated into the respective point on the Gaussian sphere,
according to the unit normal vector and the area of each facet. I.e. the total weight
of each EGI point equals the cumulative area of all the mesh facets with the same
normal vector direction. In practice, the Gaussian sphere is also discretized by a
triangular tessellation, most often based on icosahedron (20 triangular facets).
Depending on the level n of the sphere discretization, the number m of
3-angle-facets equals: m ¼ 4n20; n ¼ 0; 1; . . .

In our experiments, we have chosen the following three levels: n = 1, 2, 3
corresponding to m = 80, 320, and 1280, see Table 1.

The opportunity of using the simpler EGI representation of 3D ear mesh models
(in deviance of their convex/concave ambiguity) was experimentally demonstrated
on a small ear DB, containing only 11 ears models, see [29]. The current version of
our 3DEarDB consists of more than 100 ear models that by our best knowledge is
enough statistically representative. A hundred of these models, obtained at scan
resolution of 1 mm, in similar laboratory conditions, and well post-processed as
described here, has been experimented (see Table 1), similarly to [29], to believe
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one more again in the proposed 3DEarDB plausibility. For evaluation of similarity
between EGI histograms, we have considered again the two geometrical scores:

• the Euclidean distance: E2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1

Mi � Sið Þ22

s
, and

• the Bray Curtis figure of merit [51]: EBC ¼
Pm

i¼1
Mi�Sij jPm

i¼1
Mi�Sið Þ ; 0�EBC � 1;

whereMi and Si are both the histogram bins under comparison (of the model and
the input objects), i ¼ 1; 2. . .m; m ¼ 80 or 320, or 1280, see Table 1.

4.1 Additional Notes to Table 1

• Nearest-neighbor method has been performed for tests, where each processed
3D ear model is considered a center of a class, i.e. the number of classes now is
100.

• Each 3D ear model in the 3DEarDB has been additively noised before using it
for test recognition (retrieving the most similar one from 3DEarDB). Three
versions of 3DEarDB, i.e. for 3 scan resolutions have been tested: 1.0 mm that
is the original one, and two more, 0.5 and 1.4 mm that are recalculated from the
original (see Step 5 in Sect. 3.3).

• The noise is artificially generated randomly in the used intervals of 3D scan, i.e.
on average: width = 32.3 mm (on Ox), height = 50.3 mm (on Oy), and
depth = 13.2 mm (on Oz). These 3 intervals have been simply averaged using
respective eigenvalues at the normalization processing (Step 6 in Sect. 3.3).

Table 1 EGI accuracy results: true recognition rate (TRR)

TRR (%) 0.5 mm (a higher
resolution recalculated)

1.0 mm (the original 3D
scanning resolution)

1.4 mm (a lower
resolution recalculated)

Noise (mm) 0.05 0.10 0.15 0.10 0.20 0.30 0.20 0.30 0.40

* % on width 0.16 0.31 0.47 0.31 0.62 0.93 0.62 0.93 1.24

* % on height 0.10 0.20 0.30 0.20 0.40 0.60 0.40 0.60 0.80

* % on depth 0.38 0.76 1.14 0.76 1.52 2.27 1.52 2.27 3.03

80
facets

E2 100 93 17 100 92 16 100 88 40

EBC 100 100 67 100 100 70 100 100 80

320
facets

E2 100 84 25 100 83 27 100 80 44

EBC 100 100 80 100 100 66 100 100 80

1280
facets

E2 100 63 13 100 52 16 100 56 30

EBC 100 100 62 100 95 48 100 96 78
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• To be comparable with other (or further) experiments, the noise intervals are
expressed in percents, respectively towards the averaged width, height and
depth.

4.2 Experiment Analysis

The following generalization can be done analyzing the conducted experiments:

• Experiments conducted on the current 3DEarDB (100 ear models) confirm the
possibility of using the EGI representation for the unambiguous identification of
ears nevertheless of their surface mixture of concavities and convexities. This is
confirmed by the evaluated noise limits for each of the three experimented
resolutions (0.05, 0.10, 0.20 mm, see leftmost columns of Table 1, where
TRR = 100 %) that well overcome 0.05 mm, the declared accuracy of used 3D
scanner VIUscan.

• As expected, the Bray-Curtis distance (EBC) is more robust to the corresponding
level of noise, than the Euclidean distance (E2), giving higher TRR.

• A “phenomenon” can be observed for the rest of results of the type
TRR < 100 % (at higher level of noise, see middle and rightmost columns),
where improvements of either EGI representation (80 → 320 → 1280) or 3D
scanning resolution (0.5 ← 1.0 ← 1.4) give an unexpected decrease of TRR at
similar levels of noising.

• This “phenomenon” of TRR behavior is considered outside the main positive
result for 3DEarDB functionality. Besides of concavities-convexities-mixture of
ear surfaces, it can be explained also with combinations of other nonlinearities,
like: (i) triangulation irregularities of 3D models, (ii) EGI representation irreg-
ularities, (iii) smoothing effect of software manipulation of resolution, etc.

• Because of the opportunities of reducing either the geometric resolution of 3D
scanning or the complexity of EGI representation, are always approaching to
real time processing, we will keep attention on this phenomenon in our future
work.

5 Discussion and Conclusion

The current paper describes and proposes to the ear biometric research community a
novel multi-model Ear Database, called 3DEarDB. It is composed from different
corresponding sets of ear representations from about 100 subjects of Caucasian race
acquired by various capturing devices: 3D Laser Scanner, Kinect Xbox One sensor,
and a Digital Photo Camera.
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The 3DEarDB distinguishes from the currently known similar DBs for its
completeness in ear representations of different formats—3D meshes, 3D depth
(range) images, 2D video clips, 2D intensity projections. For this reason, it could be
useful for comparative analyses among a large variety of known 2D/3D ear
recognition approaches and new ones as well, based on the 3D mesh information
itself.

A few extra notes about the 3DEarDB near future:

• The current 3DEarDB consists of more than 100 3D ear models. It will be
systematically extended in accordance with the feedback from potential users
from biometric community in the country and abroad.

• At present, the 3DEarDB consists of only one 3D ear model per subject. The
optimal number of (repeated) models per subject will be evaluated soon on the
base of a few model versions for a small number of subjects represented (by
their right ear). The same is also intended for the left human ear.

• In order to speed up the model acquisition, besides of Kinect camera, we are
planning to experiment also with a 3D scanner of structured light type, perhaps
on the price of some precision reduction.
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Modular Digital Watermarking
and Corresponding Steganalysis of Images
on Publicly Available Web Portals

Svetozar Ilchev and Zlatoliliya Ilcheva

Abstract The protection of images made available on public web portals on the
Internet can be implemented only through technical mechanisms intrinsic to the
images themselves. A digital watermarking service can be used in an automated
way to provide such a mechanism without human involvement beyond the initial
setup of the service and its integration with the web portal software. Images are
published only after they pass through the service which supplies them with a
proper signature identifying the copyright holder and the terms of use.
A complementary steganalysis service identifies the presence of the digital water-
marking data and, depending on its usage, retrieves the embedded copyright
information.

Keywords Image processing � Data hiding � Digital watermarking � Steganalysis �
Security

1 Introduction

In the world of today the words security and protection keep gathering importance.
At the same time the amount of multimedia content published on the Internet keeps
growing. With regard to these trends, a main topic of interest is the creation of
suitable mechanisms to secure and protect the published multimedia. In this paper,
we focus on digital images but the same principles apply to audio and video
content.

The protection of images made available on public web portals on the Internet
can best be implemented through technical mechanisms which are intrinsic to the
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images themselves. One of the relevant research fields in this direction is digital
watermarking [1–5]. Digital watermarking methods embed metadata into the image
content in such a way that the metadata remains invisible but readable. Depending
on the specific algorithms in use, the readability of the embedded metadata may or
may not be guaranteed after image transformations such as lossy compression,
cropping, resizing, rotation, etc. [1].

Classic digital watermarking methods are monolithic solutions designed for a
concrete problem [6–14]. When the user requirements change, the method must be
replaced by a new one, which provides the necessary features. In earlier papers, we
presented a modular concept for the creation of steganographic and digital water-
marking methods [15, 16]. This concept provides the possibility for reuse of
method features in different combinations. The digital watermarking methods are
divided into modules and each module provides a certain set of features, e.g.
robustness against jpeg compression and recompression, robustness against image
changes, etc. By combining different modules together, the user can create a digital
watermarking method, which best answers his/her needs. This flexibility is of
advantage for contemporary multi-user Internet portals—news publishing plat-
forms, photo gallery websites, artist forums, etc.

Digital watermarking is often used together with cryptographic methods. It does
not replace them but it rather provides an added layer of protection over the
cryptographic layer (Fig. 1). Before the actual embedding, the data may be sub-
jected to cryptographic processing for security and authentication purposes or for
integrity verification. This processing often has the added benefit of randomizing
the data bits which improves the performance of the data embedding in general. Our
modular methods employ both encryption and compression to deliver better
embedding performance [17].

The encryption methods may employ both symmetric and asymmetric algo-
rithms. The data is then embedded into the images as a bit stream. This concept
works with almost all types of modules and provides uniform cryptographic pro-
tection regardless of the chosen combination of digital watermarking modules.
Furthermore, a cryptographic protection in some form may already be in place for
the web portal content. In this case, the digital watermarking protection may often
be added on top of it without removing the existing solution. This guarantees that
the overall level of security of the web portal will not be reduced. In addition to
cryptography, the intrinsic security of digital watermarking is further improved by

Encrypted
Data

Image
Image with
Encrypted

Data

Data
Encryption

Digital Watermarking

Digital Watermarking 
Layer

Cryptographic Layer

Fig. 1 Digital watermarking as cryptographic enhancement
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using pseudo-random number generators to control the distribution of the bit stream
across the image blocks during the data embedding and data extraction processes.
In this way the image content benefits from both cryptographic and digital water-
marking protection mechanisms.

2 Digital Watermarking Service

A digital watermarking service can be used in an automated way to provide a
content protection mechanism without human involvement beyond the initial setup
of the service and its integration with the web portal software. Images are published
only after they pass through the service which supplies them with a proper signature
identifying the copyright holder and the terms of use. A complementary steganal-
ysis service identifies the presence of the digital watermarking data and, depending
on its usage, retrieves the embedded copyright information. One possible usage of
the steganalysis service is to scan portals of interest based on the clients’ profiles to
identify any images containing digital watermarking data. The scan takes into
consideration the specific modular digital watermarking method used by a client of
the digital watermarking service and may use correlation-based methods to identify
copyrighted images used by competitors as described in [18]. The service then
notifies the copyright holder. An alternative use of the steganalysis service is to
provide an answer to the needs of creative professions for qualitative images, e.g.
for web design purposes, product marketing, presentations, user-interfaces, etc.
A professional interested in the fair use of an image can pass it to the service to get
information about the terms of use. The major advantage in both use cases is the
integral connection between the digital watermarking data and the image which
prevents their separation, i.e. the data describing the image remains with the image
throughout its use on the Internet. The modularity of the digital watermarking
methods allows flexibility and tweaks the use of digital watermarking according to
the specific needs of the client.

Figure 2 illustrates the principal integration of the digital watermarking service
with the web portal server software. The details depend on the specific software
technology used by the web server, e.g. PHP, ASP.NET, Java, etc. After an
employee uploads an image, the web portal server automatically forwards it to the
digital watermarking service which marks it with the respective copyright infor-
mation associated with the profile of the web portal server. The service then passes
the image back to the web portal server, which makes it available to end users
together with the other content.

The digital watermarking service has a profile for each web portal server, which
contains the desired copyright and licensing models for different classes of images.
The profile also defines the desired level of protection for each image class. This
level of protection is interpreted by the service which uses it to select a combination
of digital watermarking modules which are then assembled into a customized
digital watermarking method. The end goal is to provide a different digital
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watermarking method for each image class with the best possible characteristics for
the needs of the web portal.

Another important features associated with the individual web portals are the
priority of image processing and the charging model—by number of processed
images, by flat-rate subscription or a combination of both.

One specific innovation in this service is the modular structure of the digital
watermarking methods. A digital watermarking method consists of modules which
can be combined on two levels to form the complete method. For any class of
applications, specific modules are created which can be reused later in combinations
chosen by the digital watermarking service. This flexibility in the provision of digital
watermarking protection is difficult to achieve with classic digital watermarking.

The complementary steganalysis service processes images on the web with the
purpose of finding out and extracting digital watermarking data. We will focus on
the use case of image producers that seek to maximize the popularity of their
images for non-commercial use and minimize the commercial use without paid
commercial license. Examples are photographers, artists (incl. computer-generated
art). Digital watermarking is ideal for this purpose because it does not impede the
distribution of images but instead it provides means for tracking and identification
which serves both the copyright holder and any potential users.

Figure 3 shows the workflow of the general use case outlined above. Before
publishing the image, the copyright holder passes it to the digital watermarking
service which embeds the licensing information. Then, the image is made available
on the Internet free of charge for non-commercial distribution. A commercial user
downloads the image and decides to use it for business purposes. The embedded
license provides the necessary details for the payment.

The payment process is automated so that when the commercial user is regis-
tered with the steganalysis service, the image analysis and the money flow are

Digital Watermarking 
Service

Web Portal Server Web Portal 
Employee

End users

1. Upload images

2. Pass any images to the 
digital watermarking service

3. Pass the processed 
images back to the 

web portal 

4. Download Images and other 
content 

Fig. 2 Automated digital watermarking workflow
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handled in an automated way saving time for both the copyright holder and the
business user. The copyright holder receives the payment through the steganalysis
service in a previously arranged manner.

The innovation in this case is the use of the digital watermarking and ste-
ganalysis services as escrow and gatekeeper services which automate the workflow
concerning commercial use of already published images. They also gather statistics
about the most popular images of each copyright holder and give expert recom-
mendations on price and marketing venues depending on the profiles of commercial
users that have shown interest in the images.

When applied on a large scale—with many customers and images—both ser-
vices can be employed as business intelligence instruments to conduct large-scale
analysis of image preferences, image uses and copyright violations.

3 Technical Implementation of the Digital Watermarking
Service Prototype

The technical implementation of our digital watermarking service prototype
required the simultaneous use of several technologies. The most time-critical parts
of the digital watermarking methods are written in ANSI C++ to obtain good
utilization of the cpu and the main memory. The rest of the methods as well as the

Copyright Holder

1. Embed licensing information

Marked Images

2. Publish 
the images

Internet

Commercial User

3. Download the 
Image

4. Check the 
license and pay for 

commercial use

Digital 
Watermarking 

Service

Steganalysis + Digital 
Watermarking Service

5. Get usage data 
& remuneration

Fig. 3 Digital watermarking and steganalysis
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web service interfaces provided for external use are written in VB.NET—a
high-level language offering high programming productivity. Figure 4 shows the
basic web service operations of the prototype. They are responsible for the
embedding and extraction of copyright data into and from JPEG images. The
operations can also work with URLs of images so that a web portal scanner can be
easily built.

In the use case of automatic signing of digital images uploaded to a PHP-based
web portal, a PHP client script that accesses the web service operations is necessary.
Figure 5 shows the PHP code of our prototype client script which is responsible for
the access of the web service operation “hideCopyrightInformationByImage”. The
protocol used for data exchange is SOAP (Fig. 6).

End customers must also be able to use the web service via their browsers in
order to see the copyright information and act on it. A web browser client is written
in JavaScript to extract any embedded data and inform the user accordingly.

Figure 7 shows an enhanced web page which uses this client to extract and show
any copyright information inside the image and provide it with a color border
depending on the legitimacy of its use. If there is a copyright violation, the border is
red, if there is no copyright information, the border is blue and if the copyright
information matches the web portal the image is currently residing on, the border is
green.

The technical implementation prototype uses one server running the data hiding
service itself on IIS, one web server running Apache and a Firefox browser on a
client computer. The data hiding service is accessed when new images are uploaded
to the Apache web server or when visitors access the web page.

Fig. 4 Digital watermarking web service interface and operations
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This configuration proved successful when used on a small scale with several
client machines. The scaling should not pose any unusual problems because each
request is independent of the others and can be processed individually. In addition,
the data hiding methods lend themselves to efficient parallelization so that on a
multicore machine all cores are fully utilized.

Fig. 6 SOAP request used by the PHP client

Fig. 5 PHP client script
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4 Steganalysis Service

The technical implementation described in the previous section can be used to
perform steganalysis on images found on web portals on the Internet (Fig. 8). For
the purpose one needs an HTML and JavaScript parser which filters out image
URLs. These URLs are then passed to the digital watermarking web service for
detection of embedded data.

We run a user script written in JavaScript within the browser in order to use its
DOM parsing capabilities to search for images and URLs. When images are found,
the user script handles the passing of the images to the service (Fig. 9).

In this way, one can create statistics and make profiles about the use of each
individual image, which has been marked by the digital watermarking service before
its Internet distribution. These statistics, when coupled with metadata about the web
portals themselves such asmain customer types, discussion topics, country, language,

Fig. 7 Web browser client

196 S. Ilchev and Z. Ilcheva



Digital Watermarking 
and Steganalysis

Public Web 
Portals

1. Scan web portals for marked 
images regularly

Automated HTML & JavaScript 
Parser

2. Check embedded data

3. Save the result and notify the 
corresponding customers 

Fig. 8 Steganalysis

Fig. 9 User script

Modular Digital Watermarking and Corresponding Steganalysis … 197



etc., can provide valuable inside into possible commercial uses of the images. In
addition, one can find out if there is any unauthorized image use on a portal.

We must point out that this is not a classical steganalysis in the sense that an
image is evaluated for the presence of any embedded data. We rather search for data
embedded by our digital watermarking service with the purpose of gathering insight
into the image distribution venues, main customer types, customer origins, etc.

Classical steganalysis can be performed by means of correlation-based methods
to evaluate the popularity of other digital watermarking solutions. As discussed in
[18], we examine the Pearson correlation between DCT coefficients of neighboring
blocks to evaluate the possibility of them containing embedded data.

The steganalysis form presented in this section uses inside knowledge about the
digital watermarking methods to find out if images marked by these methods are
used on the Internet. This task is easier and can be performed quicker and with
fewer resources than traditional steganalysis. The efficiency of the implementation
makes it applicable on a relatively large scale suitable for business intelligence
purposes.

5 Conclusion

The modular digital watermarking service coupled with steganalysis, has the
potential of alleviating an important problem on the Internet for most of the creative
professions: how to gain popularity and distribute the works in a way so that they
reach a maximum number of viewers while at the same time preserving the right to
obtain license fees for any commercial use. Classic security technologies are not a
suitable mechanism because they impede the process of popularization and distri-
bution. Digital watermarking, on the other hand, allows unhindered distribution and
it can still provide a degree of control over the images. The modularity and the
service orientation of our own methods make possible the automation of these
processes for a wide selection of different clients. The digital watermarking service
acts as intermediary facilitating the payment flow for commercial uses and can
gather and provide statistics about image distribution and popularity.

The technical implementation has proven that the digital watermarking and
steganalysis services can be applied successfully at least on a small scale with the
potential of covering a much larger client and web portal base.
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Deblurring Poissonian Images
via Multi-constraint Optimization

Stanislav Harizanov

Abstract This paper deals with the restoration of images corrupted by a
non-invertible or ill-conditioned linear transform and Poisson noise. The paper is
experimental and can be seen as a continuation of “as reported by Harizanov et al.
(Epigraphical Projection for Solving Least Squares Anscombe Transformed
Constrained Optimization Problems 2013)”. The constraint set in the minimization
problem, considered there, was too large and the results tend to oversmooth the initial
image. Here, we consider various techniques for restricting this set in order to improve
the image quality of the result, and numerically investigate them. They are based on
image domain decomposition and give rise tomulti-constraint optimization problems.

1 Introduction

Industrial computed tomography (CT) scanning uses irradiation (usually with
x-rays) to produce three-dimensional representations of the scanned object both
externally and internally. The latter is derived from a large series of two-dimensional
radiographic images taken around a single axis of rotation. To create each of the
planar images, a heterogeneous beam of X-rays is produced and projected toward the
object. A certain amount of X-ray is absorbed by the object, while the rest is captured
behind by a detector (either photographic film or a digital detector). The local
magnitudes of the detected X-ray amount determine the corresponding gray-scale
pixel values of the radiographic image. In such processes, where images are obtained
by counting particles, Poisson noise occurs. Being interested in improving the
quality of the 3D CT reconstruction, we are motivated to investigate 2D Poisson
denoising techniques, and to apply them to each radiographic image.
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In mathematical terms, one wants to solve the ill-posed inverse problem of
recovering the original 2D image �u 2 ½0; m�M�N from observations

f ¼ PðH�uÞ;

where ν is the gray-scale intensity, P denotes an independent Poisson noise cor-
ruption process, and H 2 ½0; þ1Þn�n is a blur operator, corresponding to a con-
volution with a Gaussian kernel. Here n = MN, because it is beneficiary to
column-wise reshape the image into a long 1D vector. Note that blurring appears
naturally in practice (e.g., when the industrial CT scan is not well calibrated) and
needs to be incorporated in the problem.

Poisson denoising is a hot and active research field, so it is impossible to list all
the related publications. We mention only few of them [1–10] in chronological
order, as illustration. All the approaches are based on minimizing a regularization
term WðuÞ, where a data fidelity term Fðu; f Þ is either incorporated in the cost
function as penalization

argmin
u

WðuÞþ kFðu; f Þ; k� 0; ð1Þ

or considered as constraint

argmin
u

WðuÞ subject to Fðu; f Þ� s; s� 0: ð2Þ

The problems (1) and (2) are closely related and, under some mild assumptions
on Ψ and F, there is a one-to-one correspondence k $ s, such that their solutions
coincide (see [11]). In general, (1) is easier to solve, but the optimal parameter λ
cannot be well approximated, while (2) is both mathematically and computationally
more complex, but the optimal parameter s is statistically estimated.

There are two main-stream directions for the choice of the data fidelity F. In the
first one, the mean/variance dependence of the Poisson distribution can be reduced
by using variance-stabilizing transformations (VST), such as the Anscombe trans-
form [12]

T : ½0; þ1Þn ! ð0; þ1Þn : v ¼ ðviÞ1� i� n 7! 2

ffiffiffiffiffiffiffiffiffiffiffiffi
vi þ 3

8

r !
1� i� n

:

It transforms Poisson noise to approximately Gaussian noise with zero-mean and
unit variance (if the variance of the Poisson noise is large enough), for which
Least Squares estimates are maximum-likelihood ones. The second approach is
closely related to a direct Maximum A Posteriori (MAP) estimate, where the
neg-log-likelihood of the Poisson noise, i.e., the I-divergence (generalized
Kullback-Leibler divergence)
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u 7!Dðf ;HuÞ :¼ h1n; f log f
Hu � f þHui if Hu[ 0;

þ1 otherwise,

�

is used. Here h�; �i denotes the standard Euclidean inner product and 1n denotes the
vector consisting of n entries equal to 1.

This paper is a continuation of our previous work [8], thus we deal with the Total
Variation (TV) [13] constraint optimization problems

argmin
u2½0;þ1Þn

jjrujj2;1 subject to jjTðHuÞ � Tðf Þjj22 � sA; ð3Þ

argmin
u2½0;þ1Þn

jjrujj2;1 subject to Dðf ;HuÞ� sI ; ð4Þ

where r 2 R
2n�n is the discrete gradient operator (forward differences and

Neumann boundary conditions are used), and jj � jj2;1 denotes the ‘2;1 norm.
To both problems, we apply the primal- dual hybrid gradient algorithm [14, 15]

with an extrapolation (modification) of the dual variable (PDHGMp). At each
iteration step, we compute n epigraphical projections [16] w.r.t. a 1D convex
function related to T [8], respectively solve an I-divergence constrained least
squares problem [6, 9]. The algorithms’ description can be found in [8, Sect. 4]. We
keep the notation Algorithms 1–2 from it.

The paper is organized as follows: In Sect. 2, we experiment with different
choices of sA; sI and measure their effect on the output image quality. In Sect. 3, we
propose various domain decompositions in order to improve that quality. Those
decompositions give rise to multi-constraint optimization problems, for which
Algorithms 1–2 are still applicable. Numerical experiments are conducted and the
results are discussed. Conclusions are drawn in Sect. 4.

2 Single-Constraint Optimization with Optimal τ

In this paper, we test the same initial images �u ‘cameraman’ (256� 256), its central
part (130� 130), and ‘brain’ (184� 140) as in [8] (Fig. 1), and we work with the
same polluted images f. This allows us to compare numerical results. Again, we
denote them by B1ν, B1partν, and B2ν, where ν stands for the gray-scale intensity.
We recall that the peak signal to noise ratio (PSNR) and the mean absolute error
(MAE) are computed via

PSNR ¼ 10 log10
jmax �u�min �uj2

1
n jju� �ujj22

; MAE ¼ 1
nm

jj�u� ujj1:
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The statistically motivated choice for the constraint parameter sA ¼ n in (3),
resp. sI ¼ n=2 in (4), places the true image �u with high probability very close to the
boundary of the constraint sets (see [8, Table 1] for experimental verification).

CA ¼ fu : jjTðHuÞ � Tðf Þjj22 � sAg; CI ¼ fu : Dðf ;HuÞ� sIg; ð5Þ

thus guaranteeing those sets are non-empty and minimizers uA, resp. uI , exist.
Moreover, since the TV functional is a semi-norm and every semi-norm is
positively-homogeneous, uA 2 @CA, resp. uI 2 @CI , are unique, unless the con-
straint sets (5) contain constant images (the global minimizers of the TV func-
tional), i.e., whenever

min
c2R

jjTðf Þ � cjj22 [ sA; resp: min
c� 0

Dðf ; cÞ[ sI :

We used that H reproduces constants (H1n ¼ 1n), which is true for convolution-
based blur operators. Since EðfiÞ ¼ ðH�uÞi and T 0ð�uiÞ� T 0ðmÞ ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mþ 3=8

p
8i ¼ 1; . . .; n,

min
c2R

jjTðf Þ � cjj22 �
1

mþ 3=8
min
c2R

jjH�u� cjj22:

Fig. 1 Original images ‘cameraman’ (left) and phantom of a brain image (right)
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Therefore, problems (3) and (4) admit unique solution if

min
c2R

jjH�u� cjj22 [ msA; min
c� 0

DðH�u; cÞ[ sI ; m � 0: ð6Þ

In particular, when sA ¼ n, sI ¼ n=2, (6) holds true for all nontrivial (e.g.,
edge-containing, not close-to-constant) initial images �u and moderate blur operators
H (such that H�u remains nontrivial). To conclude, for sA ¼ n, sI ¼ n=2, and under
some natural assumptions on �u, H, and m, problems (3) and (4) are well-posed, with
�u placed around the boundary of their constraint sets (5), thus being an admissible
candidate for the unique solution.

Being an admissible candidate is not enough for �u to be “close” to the actual
solution! If the constraint set is too large, then the two images might still differ a lot.
As Fig. 2 illustrates, this is indeed the case for our problem (3). The minimizer is
significantly “oversmoothened”. Hence, in order to let uA better approximate �u, we
need to restrict CA.

The easiest way to do so is to simply decrease sA. We tried it on B1part3000 and
the results can be viewed on Fig. 3. Since the minimizer of (3) tends to “stretch out”
when sA decreases, we worked with box constraints u 2 ½0; 3000�n in CA. Due to the
k $ s relations between (1) and (2), sAðkAÞ is monotonically decreasing, thus
invertible. We numerically solved the penalized version of (3) for various kA,
which, as discussed in the introduction, is computationally much more efficient, and
cheaply derived the solution uA of (3) for the corresponding sA. We observe that the
optimal values for sA w.r.t. both PSNR and MAE are smaller than n, which con-
firms the above conclusion that CA is too large. Maximal PSNR is obtained for
sA ¼ 0:791n, while minimal MAE is obtained for sA ¼ 0:894n. On the other hand,
kA ¼ 104 gives rise to sA ¼ 0:5742n, while kA ¼ 105 gives rise to sA ¼ 0:5452n,
thus we expect CA to be empty for sA ¼ 0:5.
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Fig. 2 The ratio
TVð�uÞ=TVðuAÞ as a function
of m for the both test images
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From the plots of PSNR ðuAÞ and 3000MAE ðuAÞ (m ¼ 3000) we see that
the former is much more stable to the change of sA than the latter, e.g.,
when sA 2 ½0:72; 1�, PSNR ðuAÞ 2 ½25:5932; 26:5614�, while m MAE ðuAÞ 2
½61:3239; 90:2654�. Moreover, the optimal minimizer w.r.t. PSNR possesses quite
large MAE (namely ≈67) and artifacts in the smooth regions of �u, while the optimal
minimizer w.r.t. MAE has quite satisfactory PSNR (namely 26.16) and good visual
properties (see Table 1). This is due to the different norms involved in the two
functions, namely the 2-norm and the 1-norm. The initial image �u was firstly
blurred by a Gaussian kernel with r ¼ 1:3, thus smoothed around its edges (the TV
semi-norm of the blurred image is 1.3146e+06 which is more than 2 times smaller
than the TV semi-norm 2.9390e+06 of B1part3000). In particular, the most prob-
lematic image part is the camera where we have very “thin” details. Since, we are
also looking for the smoothest solution in CA, the minimizers of (3) fail to recover
the jump discontinuities of �u in these regions and jjuA � �ujj1 is quite large there.
The smaller the sA the larger the TV semi-norm of the minimizer and the better the
capturing of the singularities. In the same time, the Poisson noise in the smooth
regions becomes more and more problematic, since we further deviate from the
statistically optimal value sA ¼ n for its complete removal. PSNR is based on
1
n jj�u� uAjj22 and the impact of jjuA � �ujj1 along the camera edges is very strong.
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Fig. 3 Left k as a function of sA and uA for sA ¼ n. Center PSNR ðuAÞ as a function of sA and its
minimizer uA (sA ¼ s1n). Right mMAE ðuAÞ as a function of sA and its minimizer uA (sA ¼ s2n)

Table 1 Comparison among
the optimal sA’s from Fig. 2

sA ¼ 0:791n sA ¼ 0:894n sA ¼ n

PSNR 26.5614 26.1581 25.5934

νMAE 67.0804 61.3239 63.6238
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Hence the denoising failure in the smooth regions is undermined as long as the size
of the artifacts there is not comparable to the one of the jump discontinuities at the
edges. On the other hand, 3000MAEðuAÞ ¼ 1

n jj�u� uAjj1, which is a “sparser” norm
and it is small when many entries of uA � �u are close to zero. Hence, it captures
better the presence of denoising artifacts.

In conclusion, for the constraint optimization problem (3) it seems that, in order
to obtain good visual results, it is better to minimize the MAE of uA than to
maximize its PSNR.

3 Multi-constraint Optimization

Even though decreasing sA may improve the image qualities of the solution of (3), it
doesn’t seem like a good strategy. We deviate from its statistical estimation, thus we
need to guess the right value of sA, which is computationally expensive. Moreover,
we lose the nice properties of �u being close to the boundary of CA, thus the
guaranteed well-posedness of (3) as well as the admissibility of �u to be the mini-
mizer. In this section we follow a different approach for restricting CA that is based
on image domain decomposition and the use of independent constraints for the
regions. In such a setup, Eq. (3) is reformulated into

argmin
u2½0;þ1Þn

jjujj2;1 subject to jjTðHuÞ � Tðf ÞjjAi
� si; i ¼ 1; . . .;K: ð7Þ

where fAigKi¼1 is a tessellation of the image domain (intðAiÞ \ intðAjÞ ¼ ;), and
jj � jjAi

is a short notation for the squared 2-norm, restricted to the region Ai.
Analogously, the multi-constraint version of (4) is

argmin
u2½0;þ1Þn

jjrujj2;1 subject to DAiðf ;HuÞ�
1
2
si; i ¼ 1; . . .;K: ð8Þ

Both Algorithms 1–2 can be straightforwardly modified to such multi-constraint
setting, since no correlation among pixel data appear in jj � jj22 and Dð�; �Þ, allowing
for direct and complete component-wise splitting. Moreover, following the notation

in [9], kðkþ 1Þ
i is the solution of DAiðf ; gðpðkÞ1 þHuðkþ 1Þ; k=rÞÞ ¼ si=2 and for ki :

¼ limk!1kðkÞi we have that the the minimizer of (8) also minimizes

argmin
u2½0;þ1Þn

jjrujj2;1 þ
XK
i¼1

kiDAiðf ;HuÞ:
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3.1 Block Subdivision

The first thing we try is a simple block subdivision of the spatial domain as
illustrated on Fig. 4. More precisely, given a level l, we split the image into 4l

blocks AðlÞ
i;j , i; j ¼ 0; . . .; 2l � 1 of “equal” size (if the number of pixels in height or

width is not divisible by 2l, we of course need to round off and the blocks cannot be

absolutely identical) and take sðlÞi;j ¼ cardðAðlÞ
i;j Þ 	 n=4l. Due to triangle inequality, it

is straightforward that the corresponding constraint set CðlÞ
A in (7) is a proper subset

of CA. Moreover, if we denote Cð0Þ
A :¼ CA, we have CðlÞ

A 
 Cðl�1Þ
A ; 8l 2 N.

The results are summarized in Table 2. We observe that, as expected, increasing
the level l we restrict the global constraint sets and increase the TV semi-norm of
the solutions of (7) and (8). Up to a certain moment (in the particular case for
B1part3000 this is l = 3) both PSNR and MAE values of the outputs improve. Then
the MAE value has a significant jump and the visual quality of the output image
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Fig. 4 Domain partition for block subdivision of levels 1 (solid lines) and 2 (dotted lines)

Table 2 Results of
Algorithms 1–2 on B1part3000
for different l. When l > 0 we
initialize with the output for
l − 1, and set ðr;qÞ ¼
ð0:4; 0:3Þ in Algorithm 1

Level #iter TV semi-norm PSNR MAE�m
0 20000 1.7070e+6 25.5934 63.6238

1.7073e+6 25.5949 63.6054

1 20000 1.7194e+6 25.6957 62.8892

1.7197e+6 25.6975 62.8620

2 20000 1.7418e+6 25.8372 62.4555

1.7423e+6 25.8385 62.4421

3 50000 1.7930e+6 25.9966 62.1405

20000 1.7934e+6 25.9975 62.1315

4 50000 1.9490e+6 26.0686 64.6669

20000 1.9649e+6 26.0298 65.1237
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drops down (see Fig. 5). The reason is that, we are still using the statistically

estimated bounds sðlÞi;j for each of the blocks. However, when l is large the size of the

blocks AðlÞ
i;j is small, the law of large numbers that backs up the theoretical argu-

ments in [12, 17] fails, and we cannot guarantee that the value of sðlÞi;j is adequate or
even that the constraint problem (7) is block-wise well-posed.

Indeed, already at the third subdivision level we have trivial regions (constant
images are admissible for some of the blocks). The uniqueness of the globalminimizer
is not affected, because those trivial blocks interfere with the others and, since we
minimize the overall TV semi-norm, the constant intensity value on them is uniquely
determined by its nontrivial neighbors. On the other hand, existence of the global
minimizer becomes problematic at the fourth subdivision level. We have smaller
blocks (their size is 	 8� 8) and on some of them the original image B1part3000 is

close-to-constant.When such a regionAð4Þ
i;j is of small intensity (i.e., close to black) the

Poisson noise is insignificant there and the oscillations of the neighboring pixel values
in f jAð4Þ

i;j
are negligible. On top of that, the Anscombe transform is not reliable in the

sense that Tðf j
Að4Þ
i;j
Þ is not guaranteed to be normally distributed, so the choice sð4Þi;j ¼

cardðAð4Þ
i;j Þ has no theoretical justification. To summarize,

jjTðH�uÞ � Tðf ÞjjAð4Þ
i;j
� 0 ¼ cardðAð4Þ

i;j Þ ¼ sð4Þi;j ;

and �ujAð4Þ
i;j

is well inside the interior of CAð4Þ
i;j
. In the single-constraint case we have

already verified that �u is with high probability close to @CA, thus the above relation

implies for another region Að4Þ
i;j , jjTðH�uÞ � Tðf ÞjjAð4Þ

i;j
� sð4Þi;j , so CAð4Þ

i;j
could be empty.

Fig. 5 Block subdivision. From left to right: Algorithm 1 outputs for l ¼ 3 and l ¼ 4
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Hence, Algorithm 1 may not converge on AðlÞ
i;j . The following example of one such

empty-constraint block at level 5 illustrates the problem

�ujAð5Þ
4;19

¼

2250:0 2262:3 2262:3 2176:2

2274:6 2262:3 2299:2 2286:9

2262:3 2311:5 2311:5 2299:2

2299:2 2323:8 2299:2 2348:4

0
BBB@

1
CCCA

f j
Að5Þ
4;19

¼

2348 2243 2360 2183

2244 2295 2205 2234

2190 2364 2213 2393

2313 2269 2326 2264

0
BBB@

1
CCCA:

�uj
Að5Þ
4;19

is almost constant and of high intensity, while the Poisson noise contributes

significantly and visibly alters the entries of f.
As a result, the output image of Algorithm 1 for l = 4 possesses certain artifacts

in some high, close-to-constant intense regions. As discussed in Sect. 2, those
artifacts are captured by the MAE value of the output, which immediately jumps up,
but not by its PSNR value, which still improves (see Table 2).

The block subdivision might be different. For example, it may be data-dependent
and based on the output image at zeroth level uð0Þ. We tested a 2-block subdivision,
where A0 is a 130� 75 block that deviates most from the statistical expectation
(i.e., it maximizes the quantity jjTðHuð0Þ � Tðf ÞjjA � 130 � 75�� ��), and A1 is its
complement, as well as a 4-block subdivision, where A0 is a 75� 75 block that
maximizes the analogous expression, A1 and A2 are the “horizontal” and “vertical”
complements of A0, and A3 is the complement of their union A0 [A1 [A2. For
different original images and intensity levels the benefit of such data-dependency is
different, but the quality of the output is comparable to that of the “standard” block
subdivision presented above, possibly on a higher level. The close similarity
between the solutions of (3) and (4), numerically observed in [8], holds true also for
their multi-constraint versions (7) and (8). Only for l ¼ 4 the outputs of Algorithms
1–2 differ visibly, but this is due to the ill-posedness of the optimization problems
and the slow (or even lack of) convergence of the algorithms. This phenomenon
appears for all test images and all constraint choices, we considered, therefore from
now on we deal only with (7) and Algorithm 1.

3.2 Intensity Tessellation

The statistical choice sA ¼ n in (3) is based not only on the law of large numbers,
but also on the Central Limit Theorem. Therefore, it theoretically holds for inde-
pendent and identically distributed Poisson random variables, which in our setting
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is equivalent to a trivial blurry image H�u ¼ const. This is by far not true for the
examples we consider, and even though in [8] jjTðH�uÞ � Tðf Þjj22=n 	 1 is
numerically verified, the solution uA of (3) is oversmoothened due to a “redistri-
bution” of the noise among the pixels. Indeed, as illustrated on Fig. 6, around the
edges (jump discontinuities) of the original image, where most of the TV
semi-norm of �u is concentrated, the big positive displacements H�ui;j � fi;j � 0 of
the high-intensity pixels ði; jÞ related to the Poisson distribution are wrongly
accumulated in the minimizer by the neighboring low-intensity pixels ði0; j0Þ,
making Hui;j 	 fi;j and Hui0;j0 	 fi0;j0 þ ðH�ui;j � fi;jÞ, while still u 2 CðlÞ

A . In other
words, if a high-intensity edge pixel value of �u is decreased by the noise, it is not

properly denoised in uðlÞA but rather its neighboring low-intensity edge pixel
increases its intensity with a reciprocal amount. Thus f is no longer a realization of

independent Poisson random variables over HuðlÞA , meaning that uðlÞA does not

approximate well �u along the edges. On the other hand, away from the edges uðlÞA is
a quite good approximation of �u. We back this up with a simple experiment.

We replace all pixel intensities of uð3ÞA from Table 2, that are more than d away from
the corresponding values of the original image �u with the true intensities and
recompute the PSNR and the MAE values of such a “hybrid” image. The difference

image uð3ÞA � �u is the right one from Fig. 6. For d ¼ m=6 ¼ 500, only 397 pixels
(≈2.35 % of all the pixels) are modified, while PSNR and νMAE improve to
30.1569 and 45.1862, respectively. For d ¼ m=15 ¼ 200, we modify 1334 (≈7.9 %)
pixels and derive PSNR = 36.5034 and νMAE = 27.1241. Finally, d ¼ m=30 ¼ 100
gives rise to 2211 (≈13 %) modified pixels with PSNR ¼ 40:1747 and
νMAE = 19.7688. Finally if we take the opposite hybrid image for d = 500 (i.e., we
use the �u data for all the pixels but those 397 mentioned above), we use ≈97.65 %
of the original pixels intensities, but PSNR = 28.0989 (worse than the counterpart
test!) while νMAE = 16.9543 keeps improving.

−1000

−500

0

500

1000

−1000

−500

0

500

1000

Fig. 6 Noise redistribution in block subdivision. The difference images between the output of

Algorithm 1 at level 0 uð0ÞA (left), respectively at level 3 uð3ÞA (right) and the original image
B1part3000
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Therefore, separating the image domain in regions Ai of similar intensity values
sounds reasonable. This is what we do in this subsection. We again use subdivision,

namely at level l we generate 2l regions fAðlÞ
i g that decompose the intensity interval

of �u into intervals of equal length. In particular, for the B1part3000 image

AðlÞ
i :¼ fjj�uj 2 ði2�l3000; ðiþ 1Þ2�l3000Þg; 8i ¼ 0; . . .; 2l � 1: ð9Þ

In practice, the original image is not known a priori, so we use the output uð0ÞA of
the single-constraint Algorithm 1 in (9). The results are summarized in Table 3.
Some comments are in order. Due to the subdivision technique, we again have the

constraint set inclusion CðlÞ
A 
 Cðl�1Þ

A ; 8l 2 N. Thus, jjruðlÞA jj2;1 is monotonically

increasing with respect to l. We observe that PSNR ðuðlÞA Þ is also monotonically

increasing with l� 1, while MAE ðuðlÞA Þ is not monotone at l = 5. In Sect. 3.1 we
tessellated the image domain into 4l regions, while here we used only 2l. Therefore,
it is reasonable to compare the quality of the l-level output images from Table 2
with the quality of the 2l-level output images from Table 3. We see that, apart from
the PSNR value for the image at level 3 in Table 2, respectively 6 in Table 3, both
the PSNR and MAE values improve with intensity tessellation. Especially the MAE
value which goes below its optimal value 61.3239 for the single-constraint opti-
mization problem (3) (see Fig. 3). As before, there are indications that high l (l = 7

and l = 8) may lead to empty constraint sets CðlÞ
A , thus the problem may be ill-posed

and the algorithm may not converge. However, no visual artifacts appear (see

Fig. 7) and MAE ðuðlÞA Þ continues to decrease.
The algorithm depends on the initial choice of image u in (9), and different u give

rise to different outputs. We have always used uð0ÞA in the experiments above, but we
have also tested some of the block-subdivision outputs for higher levels, as well as
some of the intensity-tessellation outputs for lower levels. The results are more or less

comparable, with uð0ÞA seeming to be the best option in general. Last but not least,
tuning the regularization parameters r and qwas the key for the efficient performance

Table 3 Results of
Algorithm 1 on B1part3000 for
different levels of intensity
tessellation. For all levels we
set ðr; qÞ ¼ ð0:4; 0:3Þ, and
sðlÞi ¼ cardðAðlÞ

i Þ

Level #iter TV semi-norm PSNR MAE�m
1 20000 1.7080e+6 25.5810 63.6927

2 20000 1.7228e+6 25.7251 62.7592

3 20000 1.7439e+6 25.8739 61.4654

4 50000 1.7535e+6 25.8895 61.2834

5 50000 1.7695e+6 25.9421 61.5316

6 50000 1.7775e+6 25.9923 61.1921

7 50000 1.8046e+6 26.0401 61.0400

8 50000 1.8491e+6 26.1230 60.7815
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of the single-constraint algorithm, while in both Sects. 3.1 and 3.2 the algorithms’
convergence rate seems to be slow and independent of that choice, thus we always
use r ¼ 0:4, q ¼ 0:3. The same parameters also work for the other images B1 and B2
on all the considered intensity levels m ¼ 100; 600; 1200; 2000; 3000.

The main drawback of the intensity tessellation algorithm is that we have no
control on the size of the tessellated regions. It may happen that even at low levels,
some of the regions consist of only few points (some of them might be even empty,
but this is not a problem). Thus, the law of large numbers may be violated and

sðlÞi ¼ cardðAðlÞ
i Þ may be a bad choice that leads to an ill-posed optimization

problem or to a minimizer that is quite different from the initial image. A possible
remedy is to adaptively split the intensity interval in order to guarantee

cardðAðlÞ
i Þ 	 n=2l, 8i ¼ 0; . . .; 2l � 1. This is left for future work.

3.3 2-Step Combined Tessellation

So far we saw that both block subdivision and intensity tessellation improve the image
quality of the output of Algorithm 1. On the other hand, the former technique violates
the Central Limit Theorem but allows for the application of the law of large numbers,
while the latter one violates the law of large numbers but allows for the application of

the Central Limit Theorem. Thus for both of them, the choice sðlÞi ¼ cardðAðlÞ
i Þ for

constraint parameters is not theoretically justified and may lead to diverging algo-
rithms or meaningless results. In this subsection, we try to combine the two approa-
ches in a beneficial way. We use 1-level block subdivision together with
3-region-intensity tessellation of the image domain. The idea is the following: the
block subdivision performs very well away from the edges, while along them it leads
to noise redistribution (Fig. 6). If we assume that the redistribution always involves 2
neighboring pixels, one of law intensity and one of high intensity, and it simply
exchanges their noisy values as discussed in Sect. 3.2, then we need to find all such
pixel pairs, separate them into 2 regions—one �A0 of low and one �A1 of high intensity,

Fig. 7 The output images uð4ÞA (left), uð7ÞA (center), uð8ÞA (right) from Table 2
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and introduce a second constrained jjTðHuÞ � Tðf Þjj�Ai
� cardð�AiÞ; i ¼ 0; 1; 2. (For

the sake of symmetry, we take �A2 to be the complement of �A0 [ �A1.)
The operator H “smoothens” the edges of �u, but as long as the blur is not very

strong (i.e., corresponds to a Gaussian kernel with close-to-one standard deviation)
the edges “survive” it. The Poisson noise more or less preserves what is left from
them. The block subdivision also smoothens the edges, but not as much as the blur

operator. Thus, both the difference images �u� f and uðlÞA � f contain enough edge
information (see Fig. 8). However, the smoothing effect of the blur operator
dominates and we cannot say from the second image where noise redistribution

appear. Hence, we prefer to work with the difference image @u :¼ uð1ÞA � uð0ÞA .
Indeed, the subdivision of the image domain into 4 regions alleviates the noise

redistribution effect from uð0ÞA and part of the edge information is again visualized
(the right image in Fig. 8). More importantly, all the pixels with significantly

different uð1ÞA and uð0ÞA values indeed belong to the edges of �u, making edge-detection
a plausible application of such multi-constraint optimization.

We compute M :¼ maxi@ui [ 0, m :¼ mini@ui\0, fix a number c[ 0, and set
�A0 :¼ fij@ui [M=cg, �A1 :¼ fij@ui\m=cg. Then we solve

argmin
u2½0;þ1Þn

jjrujj2;1 s:t:
jjTðHuÞ � Tðf Þjj

Að1Þ
i;j
� card Að1Þ

i;j

� �
; i; j ¼ 0; 1;

jjTðHuÞ � Tðf Þjj�Ak
� card �Akð Þ; k ¼ 0; 1; 2:

We apply a straightforward modification of Algorithm 1, which decouples the

two tessellations fAð1Þ
i;j g and f�Akg. Results are summarized in Table 4.

We observe that the higher the intensity (thus the sharper the edges) the bigger
the improvement in the quality of the result with respect to the corresponding

images uð1ÞA and uð0ÞA . For very low intensity ν the combined technique may even
worsen the MAE of the output (see B2100). The PSNR always improves.

Fig. 8 Edge detection via difference images. Left uð1ÞA � f . Center �u� f . Right uð1ÞA � uð0ÞA . The

images uðiÞA , i ¼ 0; 1 are taken from Table 2
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4 Conclusions

The constraint sets (5) for the optimization problems (3) and (4) are too large, thus
their minimizers tend to oversmooth the image. We experimented with various
restriction techniques on CA;CI .

Simply decreasing sA; sI does improve the image quality of the output at the
beginning, but we deviate from their statistical estimations and need to guess their
optimal values, which is computationally very expensive. Moreover, those optimal
values depend on the quality measures we consider, differ significantly from
minimizing MAE to maximizing PSNR, and does not necessary lead to an output
with good visual properties.

Another option, suggested in [8] as a future work direction, is to consider
multi-constraint optimization. We investigated such approach, within the frame-
work (7) and (8). We considered spatial, intensity, and mixed domain decompo-
sitions of the image, and summarized the numerical results in Tables 2, 3 and 4.

In all the setups, we observed that the image quality of the output improved up to
a certain level. After that, the optimization problems became ill-posed, the algo-
rithms’ convergence was unclear, and artifacts appeared. This effect was caught by
the MAE output values, but not by the PSNR ones, which still increased. Multiple
constraints slowed down Algorithm 1, and its convergence rate was poor, inde-
pendent on the choice of the accelerators r; q. Therefore, parallel implementation of
Algorithm 1 is practically important and is an object of ongoing work. While the
problems (7) and (8) were well-posed, the close similarity between their solutions
uA; uI , numerically observed in [8], hold true. Hence, their difference image uA � uI
can be used as a criterion for well-posedness.
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Innovative Graphical Braille Screen
for Visually Impaired People

Dimitar Karastoyanov, Ivan Yatchev and Iosko Balabozov

Abstract The graphical interfaces based on visual representation and direct
manipulation of objects made the adequate use of computers quite difficult for
people with reduced sight. Within the European Union, the problem with the access
of blind people to computer resources is quite pressing. A new type graphical
Braille screen is developed. The Braille screen is a matrix with linear electro-
magnetic micro drives and non magnetic needles, passing trough the axes of the
electromagnets. Over the electromagnets is mounted a grid with holes. The needles
go through the holes and move up pimples. The visually impaired peoples feel them
tactile way and can adopt symbols and graphics. Permanent magnet linear actuator
intended for driving a needle in Braille screen has been proposed and optimized.
Finite element analysis, response surface methodology and design of experiments
have been employed for the optimization. The influence of different parameters of
the construction of the developed permanent magnet linear electromagnetic actuator
for driving a needle in a Braille screen is also studied. Static force characteristics of
the actuator for driving a needle in Braille screen are presented. Using the graphical
Braille screen, we can present symbols and simple graphics—Windows icons for
example. The results of experiments for high speed moving of Braille needles using
linear electromagnetic micro drive are presented. The experiments were conducted
in the laboratory “Smart lab” with using of high speed camera NAC Memrecam.
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1 Introduction

Within the European Union, the problem with the access of blind people to com-
puter resources is quite pressing. Studies on European and world scale are carried
out in many directions:

• A basic direction is the attempt for social integration of the visually impaired,
[1]. Within the Centers for social adaptation of blind peoples optimal conditions
for assisting and integration of such peoples were provided

• Development of Braille terminals and printers and adaptation to computer
systems. The impediment here is the fact that there is no unified system for
representation of graphical and mathematical elements (e.g. integral, square
root, etc.), [2].

• Since the communication man-computer was quite simple (mainly based on text
instructions), solution of the problem was sought on the basis of voice synthesis
or other forms of feedback, [3]

• Development of haptic interfaces based on electrically addressable and
deforming polymer layer. Practically, the efforts are aimed at the manufacturing
of a haptic dynamic input-output device allowing visually impaired people to
obtain video information in other form, [4].

2 Voice Interface Modelling

So far as the modeling of human speech is concerned, it could be formed by
separate components combined in a common system, [5]. For this purpose, it is
necessary to model a vocal tract which will be the basis for the design of the voice
synthesizer, [6]. Formal modeling could be realized through a model of the oral
cavity from the larynx to the lips. To realize comparatively adequate model, certain
number of parameter must be introduced to form articulate vector and define the
personal characteristics of each individual. The model of human vocal tract basi-
cally consists of three components:

Oral cavity;
Glottal functional apparatus;
Acoustic impedance at the lips.

Generally, the oral cavity is modeled as an acoustic tube with slowly changing
(in time and space) cross-section A(x) where the acoustic waves propagate
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unidirectionally. Under these conditions, the following equations are suggested to
calculate the pressure p(x, t) and volume velocity u(x, t):

� @p
@x

¼ q
Aðx; tÞ

@u
@t

ð1Þ

� @u
@x

¼ Aðx; tÞ
qc2

@p
@t

ð2Þ

Differentiating Eqs. (1) and (2) with respect to time and space and eliminating
the mixed partials, the equation of Webster is obtained:

@2p
@x2

þ 1
Aðx; tÞ

@p
@x

@A
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¼ 1
c2

@2p
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ð3Þ

The eigenvalues of Eq. (3) are the frequencies of the formants. Solving Eq. (3), it
is possible to find a stable sinusoidal transfer function for the acoustic tube,
including thermal and viscous effects like losses along tube walls. For this purpose,
substituting p(x, t) = P(x, ω)·e and u(x, t) = U(x, ω)·e, where ω is the angular
frequency and j—imaginary unit, and introducing the terms acoustic impedance Z
(x, ω) and acoustic conductivity Y(x, ω) to provide possibilities to calculate the
losses in the acoustic tube, Eqs. (1) and (2) can be transformed to obtain:

d2U
dx2

¼ 1
Yðx;xÞ

dU
dx

dY
dx

� Yðx;xÞZðx;xÞUðx;xÞ ð4Þ

The sinusoidal transfer function of the vocal tract can be calculated by dis-
cretization of Eq. (4) in space and finding an approximated solution of the differ-
ential Eq. (4). Let us assume the denotation Uik for U(iΔx, kΔω), and allowing
spatial discretization Δx = L/n, at i = 0 at the glottis and i = n at the lips, as shown in
Fig. 1. Similar to these considerations, Δω = Ω/N and let k be c 0 < k < N. Based on

Fig. 1 Scheme of the vocal
tract
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these initial assumptions and denotations, Eq. (4) is transformed into differential
equation which, after slight mathematical transformations can be written as:

Uk
iþ 1 ¼ Uk

i 3þðDDx2Zk
i Y

k
i �

Yk
i�1

Yk
i

� �
þUk

i�1
Yk
i�1
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� 2
� �
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Figure 1 shows the general scheme of the vocal tract model.
The operation system of the autonomous device should guarantee its perfor-

mance rate which implies modification of some of its kernel functions. According to
the discussion on the job of the autonomous device, its general structure should be
built in modules using as much as possible standard interfaces for communication
with computer systems.

3 Permanent Magnets

There has been intensive use of permanent magnets in wide area of applications for
different actuators in recent years. An incentive is the possibility for development of
energy efficient actuators. New constructions of permanent magnet actuators are
employed for different purposes. One such purpose is the facilitation of perception
of images by visually impaired people using the so called Braille screens. Recently,
different approaches have been utilized for the actuators used to move Braille dots
[7–15]. A linear magnetic actuator designed for a portable Braille display appli-
cation is presented in [7]. Actuators based on piezoelectric linear motors are given
in [8, 9]. A phase-change microactuator is presented in [10] for use in a dynamic
Braille display. Similar principle is employed in [12], where actuation mechanism
using metal with a low melting point is proposed. In [13], Braille code display
device with a polydimethylsiloxane membrane and thermopneumatic actuator is
presented. Braille sheet display is presented in [14] and has been successfully
manufactured on a plastic film by integrating a plastic sheet actuator array with a
high-quality organic transistor active matrix. A new mechanism of the Braille
display unit based on the inverse principle of the tuned mass damper is presented
in [15].

4 Braille Screen Elements

We developed a matrix Braille screen with moving elements, giving graphical
information for visually impaired people—Fig. 2.

For each matrix element we have several variants. All of them use permanent
magnets or electromagnetic actuators as moving elements.
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Variant 1: Electromagnetic driven balls (shots), [16].
The magnetic field pull up the balls
(with a spring for neutral position)—Fig. 3
(b) The magnetic field beat off the balls—Fig. 4
Variant 2: Rotating balls—each ball has North and South poles—Fig. 5, [17].
Variant 3: Actuator with lifters and springs—Fig. 6, [18].
For computer modelling and simulation of the behavior of the driving elements,

numerical approach employing magnetic field analysis using the finite element
method has been implemented. The problem has been solved as axisymmetric,
nonlinear and steady-state. FEMM program was used for the finite element

Fig. 2 Graphical Braille
screen

Fig. 3 Actuators with springs
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analysis. The computations were automated with the help of the Lua Script®

language code [19].
For cost, power and force reasons we developed a combined actuator con-

struction, [20].
The developed permanent magnet linear actuator is energy efficient, as the

energy is used only for driving the moving elements up and down and not for

Fig. 4 The field beat off the balls

Fig. 5 The magnetic field rotates the balls
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keeping them in upper or lower position. At the lower and at the upper position, the
moving elements are kept fixed due to the permanent magnet force [21].

For the analysis of the magnetic field of the actuator, again the finite element
method and its implementation in FEMM program have been used together with
command code written in Lua Script® language. The problem has been solved as an
axisymmetric one, employing weighted stress tensor approach for obtaining the
force on the moving permanent magnet [21].

Computations of series of characteristics for the static force have been carried
out. For obtaining these characteristics, different actuator parameters have been
varied. The varied parameters were the clearance (air gap) between the two parts of
the magnetic circuit—lower and upper core, the permanent magnet length and the
height of the coils [21].

5 Actuator Construction

The geometry of the actuator is outlined in Fig. 7. The mover is a permanent
magnet. Its magnetization direction is along the axis of rotational symmetry.

The upper and lower coil are connected in series. This connection is realized so
that the flux created by each of them is in opposite directions in the mover zone.
Thus by choosing proper power supply polarity, the motion of the mover will be in
desired direction. For example, in order to have motion of the mover in upper
direction, the upper coil has to be supplied in a way to create air gap magnetic flux,
which is in the same direction as the one of the flux created by the permanent

1

2

4
3

5 6

4 7

8

Fig. 6 The pixel lifted and
held by the spring
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magnet. The lower coil in this case will create magnetic flux which is in opposite
direction to the one of the magnetic flux created by the permanent magnet. In this
case motion up will be observed. In order to have motion down, the lower coil
should be supplied in a way so that its flux is in the same direction as the flux by the
permanent magnet. The upper coil then will create magnetic flux in opposite
direction. In order to fix the moving part to the Braille dot, non-magnetic shaft, not
shown in Fig. 7 is used. Additional construction variants of the actuator have also
been considered, in which two small ferromagnetic discs (not shown in Fig. 7) are
placed on both sides—upper and lower—of the moving permanent magnet.

This actuator is also energy efficient, as energy is used only for changing the
position of the moving part from lower to upper and vice versa. Both at lower and at
upper position, no energy is used. At these positions the mover is kept fixed due the
force ensured by the permanent magnet.

6 Finite Element Modelling

Magnetic field of the construction variant of the permanent magnet linear actuator
with two ferromagnetic discs on both sides of the permanent magnet is analysed
with the help of the finite element method. The program FEMM [22] has been used
and additional codes written Lua Script® language are developed for faster com-
putation. The magnetic field is analysed as an axisymmetric one due to the rota-
tional symmetry of the actuator. The weighted stress tensor approach has been
utilized for evaluating the electromagnetic force on mover.

Fig. 7 Principal geometry of
the permanent magnet linear
actuator 1 upper core; 2 outer
core; 3 upper coil; 4 moving
permanent magnet; 5 lower
coil; 6 lower core
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As an illustration, the flux lines distribution for three positions of the permanent
magnet is shown in Fig. 8. The force for the three positions of the mover is in
upward direction.

7 Static Force Characteristics

The static force characteristics are obtained for different construction parameters of
the actuator. The outer diameter of the core is 7 mm. The air gap between the upper
and lower core, the length of the permanent magnet and the coils height have been
varied.

In Figs. 9, 10, 11, 12, 13, 14, 15 and 16, the force-displacement characteristics
are given for varied values of the permanent magnet height hm, coil height hw,
magnetomotive force Iw and apparent current density in the coils J. With c1 and c2,

Fig. 8 Typical flux lines distribution for three different mover positions
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the polarity and value of the supply current of the coils is denoted. “c1 = −1,
c2 = 1” corresponds to supply for motion in upper direction; “c1 = 1; c2 = −1”—
motion down, “c1 = 0, c2 = 0”—without current in the coil, i.e. this the force is due
only to the permanent magnet.
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8 Optimization

The optimality criterion is minimal magnetomotive force NI of the coils. The
optimization factors are geometrical parameters (height of the permanent magnet,
height of the ferromagnetic discs and height of the coils. The optimization is carried
out subject to the following constraints—minimal electromagnetic force acting on
the mover, minimal starting force and overall outer diameter of the actuator have
been set. For performing the optimization, sequential quadratic programming
method is used.

The optimization problem can be formulated as follows:
min {NI} 5 ≤ hw, 0.5 ≤ hm, 0.3 ≤ 0 ≤ J ≤ A/mm2, Fh ≥ 0.3 N, Fs ≥ 0.05 N,

where:

• NI—magnetomotive force—minimizing energy consumption with satisfied
force requirements;

• Fh—holding force—mover (shaft) in upper position, no current in the coils;
• Fs—starting force—mover (shaft) in upper or lower position and energized

coils;
• J—coils current density;
• hw, hm, hd—geometric dimensions.

Minimization of magnetomotive force NI is in direct correspondence to mini-
mization of the energy consumption. Constraints for Fs and Fh have already been
discussed. The lower bounds for the dimensions are imposed by the manufacturing
limits and the upper bound for the current density is determined by the thermal
balance of the actuator. The radial dimensions of the construction are directly
dependent on the outer diameter of the core—D. Its value is fixed, the reason for
which has been discussed earlier. The influence of those parameters on the behavior
of the construction have been studied in previous work [23] from where a con-
clusion can be drawn that there is no necessity radial dimensions to be included in
the list of optimization factors. The results of the optimization are as follows [24]:
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NIopt = 79.28 A, hwopt = 5 mm, hmopt = 2.51 mm, hdopt = 1.44 mm, Jopt = 19.8 A
The optimal parameters have been set as input values to the FEM model.

The force-displacement characteristics of the optimal actuator are shown in Figs. 17
and 18.

In Figs. 19 and 20, the magnetic field distribution of the optimal actuator is given
for two cases. The force constraints for Fs and Fh are active which can be expected
when minimum energy consumption is required. The active constraint for hw is
also expected because longer upper and lower cores size which respectively means
longer coils will increase the leakage coil flux and corrupted coil efficiency.

Fig. 17 Force-displacement
characteristic of the optimal
actuator. The force is created
by the permanent magnet only
(no current in the coils)

Fig. 18 Force-displacement
characteristic of the optimal
actuator. Coils are energized.
The mover is displaced from
upper to lower position
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9 Influence of Different Parameters

For estimation of the influence of different parameters, the force-displacement
characteristics of the actuator have been computed when varying the following
parameters:

• Permanent magnet height hm;
• Thickness of the ferromagnetic discs hd;
• Coils height hw.

All other dimensions are kept fixed. The computations are performed for two
cases of power supply—when the coils are energized and when the coils are not
energized. For the coil current density in the case of energizing a value of
15 A/mm2 is used. The direction of motion is taken downwards. All computations
are carried out for three values of the maximal stroke, namely 0.8, 1.8 and 2.8 mm.

Fig. 19 Magnetic field of the
optimal actuator with mover
in upper position and coils
energized
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9.1 Permanent Magnet Height

The values of the permanent magnet height used for estimating its influence are 2, 3
and 4 mm. This study is performed while keeping other parameters constant:
hd = 1 mm; hw = 5 mm.

The results show that the maximal variation of the force for the different per-
manent magnet heights is about 10–12 % and this is valid for all studied strokes.
There is a difference, though, in the values of the initial force—it is much higher at
0.8 mm stroke—more than 50 % than the initial force at 1.8 and 2.8 mm.

9.2 Thickness of the Ferromagnetic Discs

Two values of the thickness of the ferromagnetic discs are—1 mm and 2 mm. The
values of the other two parameters are kept constant: hm = 2 mm; hw = 5 mm.

The absolute differences for the different strokes are close to each other. The
relative difference for 0.8 mm stroke is about 10 %, while for 2.8 mm stroke it is

Fig. 20 Magnetic field of the
optimal actuator with no
current in the coils
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higher—up to 25 %. The initial force is about two times higher for 2 mm discs.
Thus the thicker discs can be preferred as the initial force is an important parameter
for these actuators.

9.3 Coils Height

For estimation of the influence of the coils height three values have been used –5,
10 and 15 mm. The rest two parameters are kept constant at values: hm = 2 mm;
hd = 1 mm.

The results for height of the coils 10 and 15 mm are practically the same. This is
due to the greater leakage flux for the highest value of the coil height. The dif-
ferences between the forces at 5 mm coil height and the other two values of the coil
height are valuable—the increase of the average force is from 23 to 27 % for the
three strokes. Here also the initial force is highly influenced, being 2 times at
0.8 mm stroke and 4 times at 2.8 mm stroke.

10 Final Model of the Micro Drives

The object of the invention is to provide a Braille display (Fig. 21), with simple
structure and easy conversion technology with improved static, dynamic and energy
performance, as well as to apply a common link between all moving parts, an
extended tactile feedback and a highly efficient start up with low energy
consumption.

This object is solved by a Braille display [25, 26], representing a matrix com-
prised of a base with fixed electromagnets, arranged thereon, including an outer
cylindrical magnetic core, in which a winding magnetic core locking up the

Fig. 21 Braille display. a Braille screen matrix, b one Braille cell—symbol or graphic
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cylindrical magnetic core at the top side and a winding magnetic core locking up
the cylindrical magnetic core at the bottom side are placed, where the magnetic
cores are with axial holes, and into the space between the windings a movable
non-magnetic cylindrical body is placed, carrying a cylindrical permanent magnet
axially magnetized and a non-magnetic needle, passing axially through the per-
manent magnet and the axial holes of the magnetic cores, and the top side of the
permanent magnet a ferromagnetic disc is arranged having an axial hole, and on its
underside a ferromagnetic disc is arranged having an axial hole wherein, the upper
disc and the upper magnetic core have cylindrical poles and the lower magnetic
core and the lower disc have conical poles, and above the electromagnets a lattice is
placed with openings through which the needles pass—Fig. 22.

The electromagnets can be placed in one line in the matrix as well as in two,
three or more lines, side by side at an offset along two axes (x and y) and a different
length of the movable needles along the third axis (z), such that they overlap and
occupy less space in the matrix, and the tips of the needles are in one plane—the
plane of the lattice with openings of the Braille display—Fig. 23.

An advantage of the invention is that the retention of the needles in their final
positions does not need an external power supply, as it is provided by the per-
manent magnet.

Another advantage is the lack of additional springs which allows for very precise
control of the feed force for realizing of the tactile feedback.

Advantage is the intermittent power supply voltage with which an extremely low
power consumption is achieved (only for moving the needle from one end to the
other), as well as more efficient use of materials and reducing of the size of the
matrix.

Fig. 22 Linear electromagnetic micro drive (model and device), where: 1 base 2, 4, 6 magnetic
cores 3, 5 coils 7 non magnetic cylindrical body 8 permanent magnet 9 non magnetic needle 10, 11
ferromagnetic washers 12, 13 magnetic poles 14 grid
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An advantage of the present invention are the extremely low electric and
mechanical time constants, resulting in very good velocity and dynamic
characteristics.

Furthermore, an advantage is the considerably wider range of the realizable
tactile feedback due to the fact that all electromagnets can be operated simultane-
ously and synchronously, which gives the operator a more realistic and closer to
reality tactile perception.

Another advantage is that besides letters and numbers, graphic symbols (roots,
integrals), images of icons, paintings in the case of larger matrix and others can be
written on the tactile (Braille) matrix.

Similarly, an advantage is the extremely high positioning accuracy of the needles
and the stability of the retaining forces for them into their final positions.

Another advantage is that the chosen propulsion method is distinguished by its
exceptional reliability and trouble-free operation and requires no additional settings
and service.

The technology, convenient for the realization of the matrix is also an advantage.

11 Study of the Micro Drive Using High Speed Camera

In order to determine experimentally the movement speed of the movable part of
the studied electromagnet (Fig. 24), a high-speed camera is employed—Fig. 25.
The results can used to verify and prove the results of the dynamic characteristics

Fig. 23 Place of the
electromagnets in the matrix
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derived by computer simulation. The results can also be compared with results
obtained using the accelerometer (acceleration sensor) obtained in the previous
experimental studies of the electromagnetic module.

To achieve this purpose an experimental arrangement is made (Fig. 26),
involving a research prototype, an electromagnet, a power and a control device, a
high-speed camera and a computer to analyze the results from the camera—dis-
placements, speed and acceleration. There have been two tests (one when moving
from bottom to top position and one back) with 10 prototype of the experimental
electromagnet. The carried out experimental studies with a high-speed camera
confirm the previous results obtained from computer models made in Comsol, and
also the reliability of the results obtained from the accelerometer in a previous study
of prototypes of the electromagnet.

Fig. 24 Linear
electromagnetic Microdrive

Fig. 25 High speed camera
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12 Conclusion

Based on the results obtained the following conclusions can be drawn:

• the developed actuator has static force characteristics which are suitable for
Braille screen application;

• increasing the height of the coil has important influence on the
force-displacement characteristics and the holding force. Above a certain value,
thought, further increase does not lead to significant change;

• the maximal stroke influences more significantly the initial force than the
holding one and its minimal value could be recommended;

• higher outer diameter of the actuator leads to significant increase of both holding
and initial force;

• current density of 15 A/mm2 could ensure enough initial force at lower starting
position of the mover.

Acknowledgments The research work reported in the paper is partly supported by the project
AComIn “Advanced Computing for Innovation”, grant 316087, funded by the FP7 Capacity
Programme (Research Potential of Convergence Regions).

Fig. 26 The experiments. a Testing stand, b displacement, c speed, d acceleration
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Abstract The paper applies recently developed smart approach for feature
extraction from multi-dimensional data sets using Echo state networks (ESN) to the
focalized spectra obtained from the acoustic camera multi-sensor measurements.
The aim of the study is development of distance diagnostic system for prediction of
wearing out of bearings. The procedure for initial features selection and features
extraction from the focalized spectra was developed. Then the k-means clustering
algorithm and Support vector machine (SVM) classifiers were applied to differ-
entiate the tested bearings into two classes with respect to their condition (“Good”
or “Bad”). The results using different dimensions of the extracted features space
were compared.
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1 Introduction

Nowadays high-dimensional data analyses are needed for a wide range of appli-
cations in many fields, such as genomics and signal processing [5]. Particularly, the
clustering of such data sets faces two major problems—scalability and capacity for
dealing with multidimensionality [1]. This led to numerous developments towards
dimensionality reduction (DR), i.e. mapping of the original high-dimensional data
into low-dimensional spaces preserving at the same time the important structural
data properties. The vast majority of DR methods work in a unsupervised manner,
i.e. they process data features without taking into account information about class
labels etc. [4]. The main aims of DR are two: visualization needed for inspection of
the data and “defeating” the “curse of dimensionality” in order to be able to solve
computationally demanding tasks like regression or classification.

A recently developed smart DR approach [13] proposes two steps algorithm:
mapping of high dimensional data onto a new space with different dimension (lower
or higher) using a kind of recurrent neural network called Echo state network
(ESN) and then projection to a two-dimensional space using only two out of
numerous extracted features from this new space. These two dimensional projec-
tions are considered as different “views” of the original data set that are used for
clustering or classification purposes. By far this new approach was applied to
variety of data sets in combination with different clustering and/or classification
methods and the results were summarized in [2, 12].

The main aim of the present work is to apply our smart features extraction
approach to another task that produces a multi-dimensional data set—classification
of the focalized spectra of noise measurements obtained using acoustic camera. The
practical task to be solved was to create a distance diagnostic system able to predict
the failure of rolling bearings measuring the noise they generate in real working
conditions. For this purpose a data base of noise measurements from undamaged
and worn out bearings was created using the Brüel & Kjær acoustic camera
composed by 18 microphones. For the aims of DR and classification of sample
bearings the mentioned above DR approach [13] was applied to the collected data
set. Then two types of classifiers (unsupervised k-means clustering and supervised
Support Vector Machines) were created.

The rest of the paper is organized as follows: next section presents known by far
approaches to bearings diagnostics; then experimental set-up for data set collection
is described; section four represents raw data preprocessing; next steps of expert
features extraction and DR approach was described; finally the results from clus-
tering and classification of our data collection are presented and analyzed; con-
clusions including directions of future works finish the paper.
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2 Problem Formulation

Rolling bearings are key elements supporting the rotating machine parts installed in
about 95 % of the machines with moving parts. Phenomena related to the internal
dynamics of rolling bearings cause wear and damage limitation and/or shorten the
life of the bearings. On the other hand the same phenomena and processes related to
the internal dynamics of the bearings are sources of vibro-acoustic emissions, which
are the basis for the development of external diagnostic systems and methods for
evaluation of diagnostic performance.

The main issues related to the vibro-acoustic diagnosis of rolling bearings are
based on the analysis of the internal bearing frequencies (Frequencies Inner
Bearing), which are associated with the bearing parts. The analysis of internal
bearing narrowband frequencies is due to the fact that the individual elements emit
at fixed frequencies and some of their harmonics, while maintaining a fixed speed
of the bearing shaft.

The analysis of remaining emissions is hampered by complex interactions
between multiple bearing elements and emission mixing. Modern diagnostic
methods develop towards the analysis and separation of sources of emission fre-
quency, intensity, band, emission direction and other determining factors.

Diagnostic methods for the control of bearing units are classified into two main
groups. The first of these groups includes the systems with continuous operation,
which are installed on machines and thus working and reporting in real working
conditions. Advance of these systems over the second group (described below) is
the general possibility to directly compare the data in different time periods or
different kinematic and power arrangement of a given machine. As a result of the
advanced techniques and instruments for analysis in systems with continuous
learning, algorithms (procedures) are introduced in the analyzing software, which
enables modeling and a limited (partial) prediction of the life of the bearing unit
while maintaining operational factors affecting on the bearings [3, 7, 8, 10, 15].

The second group includes systems with discontinuous operation. In this case it
is possible to separate the diagnostic system from the tested machine, which is
typical for the majority of diagnostic test rigs. Such systems allow besides the
recognition of Inner Bearing Frequencies, recognition of abrasion, presence of
pitting and spalling defects, presence of pollutants, etc. Thus the base problem is the
recognition of particular defects and processes because of their mixture like a
source of vibro-acoustic signals.

Processing of vibration signal of rolling-element bearing enables its
non-destructive testing and health monitoring. The procedure may require dis-
mantling of the bearing for its further analysis using standalone equipment for
vibration estimation. Assembling and disassembling of parts of production lines
causes unwanted costs and may require production stops.

From the other hand, since each vibration generates also sound waves, their
measurement in real working conditions can be used as another mean for distance
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diagnostic without stopping of machinery and dismounting of its bearings.
Localization of sound sources is a task with numerous practical applications and
variety of special purpose devices were created for this aim. Among these acoustic
cameras consisting of multiple microphones are the most sophisticated multi-sensor
systems that allow precise location and differentiation of different noise sources.
Besides their primary application for position localization of the sound sources in
the observed area, the distance diagnostics of machinery can be another useful for
industry practical application. Estimates of acoustic emission enable to provide the
condition estimation remotely. The latter may withdraw the noted dismantling.

3 Experimental Set-Up

In present study a collection of 10 SKF ball bearings with the same geometry (nine
rolling elements (balls) with diameter *7.938 mm) and with known quality (in
good condition or damaged) was investigated. Fundamental noise frequencies
generated during work of a bearing are a function of its geometry and relative speed
between its inner and outer rings [8]. Hence every destructive change in balls or
rings will result in respective changes in the noise frequencies of a bearing. The
experiment carried out aims classification of the bearings into two classes (healthy
and worn-out) based on the distance measurement of the noise generated by them in
working conditions. For this purpose data set consisting of the noise generated by
all bearings in the investigated collection during their work on a laboratory test-bed
was collected.

The measurements were done by the Brüel & Kjær acoustic camera shown on
Fig. 1. It consists of 18 microphones, input module, and acquisition Pulse LabShop
software. The microphones frequency band pass is from 10 Hz to 20 kHz. The

Fig. 1 Brüel & Kjær acoustic camera
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microphones are placed in 2D “slice wheel” array. Diameter of the array is about
0.32 m. The arrangement of the microphones in the array is optimized by the
manufacturer to ensure high enough angular resolution with respect to the allowed
maximum side lobe level in field of view (about ±30° away from center axis), for
wide frequencies range. Currently, the camera maintains beam forming and acoustic
holography methods for the acoustic noise source identification. The microphone
array beam width is up to about 3° at frequencies about 20 kHz, using beam
forming. As well, the camera enables export of data for user-defined post
processing.

The camera was placed in front of bearings vibration diagnosis equipment
shown on Fig. 2. The belt drive passes the electric motor rotation to the spindle.
The spindle has mounting place for bearing inner ring. Bearing outer ring is loaded
with the pressing screw.

The experiments were carried out in a laboratory room, which is not optimized
for acoustic measurements. The interference sources are the voltage transformer, the
equipment motor with gears, people activities and urban noises from outdoor. Their
emissions impact is comparable to some of the target incoming emissions. Distance
from the microphone array to bearing seat on the spindle is about 0.4 m (Fig. 3).
Cross-range separation between the bearing seat and center of the motor is about
0.12 m. Their separation in range is about 0.2 m. Plexiglas panel is between them.
Pitch diameter is *39.04 mm. Contact angle is zero. The spindle rotational speed
slightly varies from 1820 to 1830 rpm that corresponds to shaft frequency from
30.3 to 30.5 Hz.

Fig. 2 Picture of the
experimental setup
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In order to assess the frequency of the noise generated by the bearing mainly, the
multi-sensor data of 18 microphones in the acoustic camera were “fused” to pro-
duce focalized spectra characterizing noise at the position of interest (the tested
bearing) accounting for the distance and position of the bearing relative to the
“observed” by the acoustic camera area. The spectra of incoming signals had been
focalized based on the approach described in next section.

4 Microphone Array Focalization

There are two basic approaches for focalization spectra estimates (FSE) at the
chosen focalization point r = (x, y, z) in the three-dimensional space—beamform-
ing for far distances and acoustic holography for close distances.

4.1 Beamforming

The focalization requires introducing specific delays to the microphones’ signals
[6]. The delays are defined considering incoming wave propagation model, spatial
coordinates of position under focalization and coordinates of microphones in the
array. Further, the delayed signals may be added squared or processed in other way.
We assume that stationary signals are under consideration. As well, we assume that
unwanted intrinsic noises of the microphones and signal acquisition hardware are
not correlated between the hardware’s channels, unlike the incoming signals. Thus,
the unwanted noises contribute in autocorrelation terms of cross-spectral matrix of
the microphones’ signals [6], at infinite averaging time. In [6], it was proposed to
exclude the autocorrelation terms by nullifying of main diagonal of the

Fig. 3 Scheme of the experimental setup (top view)
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cross-spectral matrix, to enhance quality of the focalization. The focalization
enables suppression of the unwanted signals as well as maintaining signals from the
defined position.

The mentioned above focalization approach may be used for obtainment of
spectra estimates from particular spatial volume around the target point r = (x, y, z).
Elements s(f, r) of FSE in Pa2 are obtained as:

s f ; rð Þ ¼ X F XH
�� �� ð1Þ

where X is row vector:

X ¼ exp �j fdm
c

� �h i
m¼1�M

ð2Þ

Here m denotes microphone number, m = 1 ÷ M; f is frequency; dm is the
Euclidean distance from the focalization point to the microphone m; c is sound
speed in the air; superscript symbol H denotes conjugate transpose; F is a modified
cross-spectral matrix in which the main diagonal is replaced by zeros [6]:

F ¼ SHS
M2

� �
ð3Þ

where S is row vector:

S ¼ sm½ �m¼1�M ð4Þ

and sm(f, r) denotes estimated using Fourier transform complex amplitude of the
signal measured by the microphone m for frequency f. Equation (3) was used for
center axis direction.

Finally the FSE are converted into dB/Pa as follows:

sdB=Pa f ; rð Þ ¼ 10 log10 s f ; rð Þ ð5Þ

4.2 Acoustic Holography

In the lower frequency range focalization can be implemented by using statistically
optimized nearfield acoustic holography (SONAH) [9]. In this case elements s(f,
r) of FSE at the focalization point r = (x, y, z) are obtained as sound pressure values
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calculated by weighting of sound pressures p(rh,m) measured at all M microphone
positions:

sðf ; rÞ ¼
XM
m¼1

cðf ; rÞpðrh;mÞ ¼pThcðf ; rÞ; ð6Þ

where a weighting matrix c(r) is calculated for each frequency f as a least squares
solution that provide optimal projection of elementary waves from the hologram
plane to the prediction plane (source surface). After that it also is converted by (5).

Despite comparatively big computational complexity due to calculation of
approximate values of integrals in the matrix c(r), SONAH is more preferable in
comparison to similar (by effectiveness) method of holography called equivalent
source method (ESM) [16], because it allows calculation of a single pressure value
in the single point in the space instead of reconstruction some piece of the acoustic
field in front of the source object.

Nevertheless, using of acoustic holography has two main disadvantages: it is
limited by upper frequency (usually not more than 2–2.5 kHz) and it requires close
placement of the measurement microphone array to the object under investigation
that means “hard” focalization by itself.

Since in our experimental set-up (see Fig. 3) the acoustic camera was at about
40 cm distance from the sound source (tested bearing), beamforming approach was
used to obtain FSEs. It was implemented in a frequency domain with resolution of
4 Hz that is limited by the Pulse LabShop software. The received acoustic wave front
is not flat, at the 0.4 m range, which is comparable with the microphone array
diameter. The acoustic wave propagation velocity is assumed equal for all frequencies
and for all microphones. The wave attenuation during propagation to center and border
of the microphone array is assumed equal. The introduced delays account exact
distances between microphones of the array and position of the bearing seat.

The obtained in this way FSE in dB/Pa of all bearings in our collection were
considered as “features” describing their condition. Since they are multidimensional
data sets, application of any kind of classification procedure needs data dimen-
sionality reduction or extraction of a low dimensional vector of features. In present
study we used recently developed intelligent feature extraction approach based on
Echo state networks (ESN), described in the next section.

5 Feature Extraction Approach

The feature extraction approach developed recently in [13] is shown on Fig. 4.
Here ESN is a special kind of recurrent neural network [14] consisting of ran-

domly generated dynamic reservoir of non-linear neurons which current state
depends on the current network input as well as on their previous state as follows:
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r kð Þ ¼ tanh diag að ÞWininitial featuresþ diag að ÞWresr k � 1ð Þþ b
� � ð7Þ

Here Win and Wres are nr × nfeatures and nr × nr matrices that are randomly
generated and are not trainable; nr is number of neurons in the reservoir; nfeatures is
the dimension of the input vector (in this case it is vector of the initial features of
data set); r(k) is current reservoir state; the vectors a and b contain the tunable
parameters of the ESN that are adjusted to the data structure using IP training
algorithm [17].

The reservoir equilibrium re is iteratively calculated using Eq. (7) until the
reservoir state become steady as follows:

r(k)
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Fig. 4 Echo state networks for features extraction
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re ¼ tanh diag að ÞWininitial featuresþ diag að ÞWresre þ b
� � ð8Þ

This equilibrium forms the extracted features from the original once:

extracted features ¼ re ð9Þ

In [13] it was shown that generation of variety of 2D projections (using all
possible combinations of two extracted features) allows us to “see” the multidi-
mensional data set from different viewpoints. Thus it is possible to find a view that
discovers clearly its structure. The features in the chosen 2D projection are further
used to train a classifier of or to cluster the original multi-dimensional data set.

6 Feature Extraction from FSE of Bearings

Obtained after raw signals preprocessing features, i.e. FSE extracted from acoustic
camera measurements of all 10 SKF bearings, are shown on Fig. 5. Although we
were able to generate FSE for wider frequency domain, it was observed that FSE
differ manly in the frequency range up to 12 kHz. Hence, this range was considered
further in our work.

In order to extract specific characteristics from these spectra we decided to divide
the frequency range into 50 intervals and then to select the maxima and its corre-
sponding frequency for each one. Thus totally 100 “specific features” for each FSE

0 2 4 6 8 10 12
-50

-40

-30

-20

-10

0

10

20

Frequency, [kHz]

So
un

d 
Pr

es
su

re
, [

dB
/P

a]

Good 1
Bad 1
Bad 2
Bad 3
Good 2
Bad 4
Bad 5
Bad 6
Good 3
Bad 7

Fig. 5 Focalized spectra of the 10 SKF bearings in investigated collection
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were defined. They are shown on Fig. 6. Each “dot” represents a couple of features
(maximum, frequency) and different colors denote different bearings as in previous
Fig. 5. The extracted in this way “specific features” of FSE compose multidi-
mensional data set of initial features used further in the described above procedure
for features extraction and classification.

Healthy bearings are denoted as “Good” while the worn-out are denoted as
“Bad” type respectively on both figures.

We tuned several ESNs with different reservoir sizes varying from 10 up to 500
neurons. Thus, the original features were projected onto smaller as well as onto
bigger feature spaces.

Two types of classifiers were tested—unsupervised k-means clustering algo-
rithm and supervised trained Support vector machines (SVM) with radial basis
kernels. In both cases we divided the data into two classes—“Good” and “Bad”.
The results of clustering and classification are summarized further.

7 Results and Discussion

The tuned ESN reservoirs with sizes varying from 10 up to 500 neurons produce the
corresponding to the reservoir size number of extracted features. Thus, the number
of possible 2D projections depends on the reservoir size and increases rapidly with
it, i.e.:
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nproj ¼ nr nr � 1ð Þ	2 ð10Þ

Clustering procedure k-means separates data into specified number of clusters,
i.e. into two classes in our case. The achieved maximum accuracy of clustering
using features extracted by different size ESN reservoirs is shown on Fig. 7.

Table 1 summarizes the number of all 2D projections for all ESN reservoirs
versus the number of projections with maximum clustering accuracy.
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Fig. 7 Maximum achieved accuracy by k-means clustering procedure

Table 1 Number of all 2D projections versus number of projections yielding maximum accuracy

ESN size nr Total number of 2D projections Number of best projections

10 45 2

20 190 3

50 1225 29

100 4950 6

200 19,900 23

300 44,850 211

500 124,750 9
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From Fig. 7, it becomes clear that increasing of the total number of projections
increases clustering accuracy. The Table 1 shows that the number of the best
projections is random however—a fact that can be explained by the random gen-
eration of the initial ESN reservoir connections.

The second observation from the results shows that projection to a bigger feature
space than the original one allows better data clustering in comparison to the
clustering results using original features set. Table 2 compares clustering accuracy
achieved by k-means using initial features and all features extracted by ESN
reservoirs.

Comparison with Fig. 7 shows that the achieved accuracy in both cases is much
lower than accuracy achieved using 2D features sub-spaces. Besides, the accuracy
of clustering using initial features is the worse one.

Next we used extracted features to train SVM classifiers in supervised manner.
Since we have only 10 samples, 3 from class one (“Good”) and 7 from class two
(“Bad”), we apply leave-one-out cross validation to test accuracy of the trained
classifiers. The maximum achieved mean correct rate in percents from all SVM
classifiers and all reservoir sizes are compared on Fig. 8.

We observe that the reservoir that produces extracted features vector with the
same size as the initial features vector yielded the best mean accuracy.

The achieved mean classification accuracy of trained SVMs using initial features
as well as all ESN extracted features was about 70 %—a strange fact that initially
puzzled us. Investigation of the properties of the trained SVMs showed that their
support vectors match the data class with prevailing number of samples. Since our
data base consisted of only 10 samples, only 3 of which were classified by experts
as “Bad” and the rest of the bearings (70 %) was classified as “Good”, all trained
SVM classifiers failed to predict correctly and always classified the test sample into
this prevailing class of “Good” bearings. In contrast, the trained SVMs using only
two out of all extracted features allowed finding a 2-dimensional projection that
yields increased classification accuracy up to 90 % (case of ESN with 100 neurons
in the reservoir, shown on Fig. 8). This fact revealed the advantage of our feature
extraction procedure that maps the data into a new feature space thus overcoming
imbalanced number of samples from different classes in the collection of data set.

Table 2 Accuracy of
k-means clustering using
initial features and all
ESNextracted features

ESN
size

Accuracy (%) using all
ESN extracted features

Accuracy (%) using
initial features

10 60 30

20 50 30

50 40 30

100 40 30

200 40 30

300 50 30

500 40 30
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8 Conclusions

The presented here application of our newly developed approach for smart feature
extraction demonstrated once again its ability to map the initial features of
high-dimensional data sets onto a new features space that reveals better the com-
plicated data structure thus increasing the quality of data clustering and
classification.

A new theoretical outcome of the present study is experimental proof that our
approach can also help to overcome imbalanced number of samples from different
classes in collection data set as it happened in the case of trained SVM classifiers.
Extension of the classification task to higher dimensions of features spaces (as in
[2]) will be our next step towards further refinement and testing of our DR
approach.

A practical outcome of the presented work is the developed approach for a
particular task—feature extraction from the FSE of acoustic camera measurements
aimed at distance diagnostics of bearings. The directions for future work will be
towards improvement of the trained classifiers accuracy by accumulation of bigger
collection of data as well as towards training of classifiers able to distinguish
intermediate classes of bearings between “Bad” and “Good” that will support early
prediction of bearings quality deterioration during their exploitation life.
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Multistatic Reception of Non-stationary
Random Wiener Acoustic Signal

Volodymyr Kudriashov

Abstract The chapter presents a detection rule for multistatic reception of the
non-stationary random Wiener acoustic signal. The rule is obtained using the maxi-
mum likelihood approach. In the chapter, the localization is carried out using time
difference of arrival estimates from multistatic receiving positions. It enables simul-
taneous processing of the frequency bandwidth, which is close to human hearing
range. The approach is promising in detection and localization enhancement. The
chapter shows an experimental result on the localization of a source with a fractional
bandwidth of emission equal to 2. The localization is provided in range—cross range
—elevation coordinates. The proposed technique is suitable in acoustic emitters’
detection and localization for non-destructive testing. Particular applications concern
testing of an aircraft’s landing regime and health monitoring of its engines at
landing/take off.

Keywords Acoustic signal processing � Ultra wideband antenna � Detection �
Localization

1 Introduction

Systems for acoustic noise source identification are suitable to localize sound
sources and to characterize them. Such systems are used to estimate acoustic
emissions in a wide range of applications from occupational health to machine
diagnostics and acoustic emission of aircrafts, and cars. Modern acoustic cameras
employ microphone arrays to generate sound pressure images [1–3]. The most
frequently, the images are generated in azimuth—elevation coordinates, for the
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predefined range [1–3]. The cited works do not contain a mathematical description
of detection rule of incoming signals. Aircraft flyover noise occupies few octave
bands of frequencies (about 9 kHz), in a frequency region below 11.3 kHz [4]. The
maximal bandwidth of a transducer array, which estimates a direction of arrival
through a beamforming, is lower one octave [5].

The increasing of frequency bandwidth may enhance signal-to-noise ratio and
quality of estimates. Multilateration enables localization of emission source using
multiple receiver sites and cross-correlation of their signals. The frequency bandwidth
of the signals may include few octave bands. Existing systems employ a spatial
diversity of several sensors for acoustic noise source localization through triangula-
tion of the acquired data [6, 7]. The systems do not apply multilateration through time
difference of arrival measurements using the cross-correlation of incoming signals.

Detection-measurement of non-stationary random Wiener signal sources requires
an appropriate detection rule [8, 9]. The rule enables to define the threshold level and
the detector block diagram [10–12]. Additionally, it enables localization of ultra
wideband acoustic noise sources in cross range, elevation, and range coordinates.

In this chapter, the rules and threshold levels for the detection of the signal
against the non-stationary random Wiener interference via the bistatic and the
multistatic acoustic systems are proposed. The 4D acoustic image has been gen-
erated indoor using the proposed approach, for fractional bandwidth equal to 2.

2 Detection Rule for Bistatic Acoustic System

An acoustic Camera fuses images from a microphone array and an optic camera to
assist its user in a noise source detection [1–3]. A priori known type of incoming
signal enables to obtain its detection rule.

Emission of an object is considered as a realization of non-stationary random
Wiener signal. The desired signal frequency bandwidth is wide [1–3]. Microphones
and microphone signal acquisition channels limit it by their bandwidth B. The
microphones are significantly spaced (Fig. 1). Baselines denote distances between

Fig. 1 A basic geometry of
the multistatic acoustic
system
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three pairs of microphones, in Fig. 1. Estimated parameter is a time difference of
arrival of the signal to microphones. Output signals of the pair of microphone signal
acquisition channels are denoted as yI tð Þ and yII tð Þ, correspondingly. The signals
may contain the incoming signal (condition A ¼ 1) or not contain it (condition
A ¼ 0) [10, 11].

The detection rule is derived for the incoming signal x tð Þ against mix of
non-stationary random Wiener interfering signals cI tð Þ, cII tð Þ and intrinsic noises of
microphones and microphone signal acquisition channels nI tð Þ, nII tð Þ. The intrinsic
noises’ power spectral density is N0, for B of the equipment. The signal model is
denoted as [12, 13]:

yI tð Þ ¼ A x t � txð Þþ nI tð Þþ cI t � tcð Þ;
yII tð Þ ¼ A x t � sð Þþ nII tð Þþ cII t � sð Þ;
0\t\T ;

ð1Þ

where x tð Þ, nI tð Þ, nII tð Þ, cI tð Þ and cII tð Þ are not correlated in pairs; tx and tc are time
difference of arrival of the incoming signal and interference (industrial noise,
multipath propagation of a signal on the scene etc.); s is an introduced time delay,
which compensates the time differences of arrival; and T is the acquisition time. It is
assumed that microphones and microphone signal acquisition channels have equal
transfer functions and the spectral densities of interfering signals are known. Mean

squares of components of (1) are expressed as: x2 tð Þ ¼ r2s , n
2
I tð Þ ¼ n2II tð Þ ¼ r2 and

c2I tð Þ ¼ c2II tð Þ ¼ r2c , where superscript character�denotes statistical averaging.
According to the Wiener process property, the considered x tð Þ, nI tð Þ, nII tð Þ, cI tð Þ

and cII tð Þ have independent increments those obey normal distribution [8, 9].
Sampling of these signals (1) in time is done with a sampling interval Dt� 2Bð Þ�1,
which is defined by the Nyquist sampling theorem [13]. Variation of increments of
a channel output signal is expressed as:

yI;i tð Þ � yI; i�1ð Þ tð Þ
� �2 ¼ Dy2i Dt; ð2Þ

where

Dy2i ¼ r2s;i � r2s; i�1ð Þ
h i

þ r2i � r2i�1ð Þ
h i

þ r2c; i � r2c; i�1ð Þ
h i

¼ Dr2s þDr2 þDr2c ;

underline indexes i and i� 1ð Þ denote sequential time instances of the samples [13].
The exact time interval, which enables to obtain the normal distribution of the
increments, may be obtained by further experimental investigations. Variant of
obtainment of Dyi values is given in Fig. 2.
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For the case of incoming signal absence (A ¼ 0 or r2s ¼ 0), variation of the
increments equals:

Dy2I;i tð Þ ¼ Dy2II;i tð Þ ¼ Dr2 þDr2c ¼ Dr2 1� qnð Þ�1; ð3Þ

where qn ¼ Dr2c Dr2c þDr2
� ��1

is the correlation coefficient of the input signals.
For the case A ¼ 1:

Dy2I; i tð Þ ¼ Dy2II; i tð Þ ¼ Dr2s þDr2 þDr2c ¼ Dr2 1� qð Þ�1; ð4Þ

where q ¼ Dr2s þDr2c
� �

Dr2s þDr2c þDr2
� ��1

is the correlation coefficient.

Elements of a row Y
!

are the noted above increments DyI;i and DyII;i.

Probability densities of the Y
!

have to be obtained for the two cases: A ¼ 1 and

A ¼ 0, in order to obtain likelihood ratio L Y
!� �

and the detection rule. For case

A ¼ 1, the incoming signal is correlated, as well as the interference. Joint proba-
bility density of corresponding samples DyI;i and DyII;i obeys two-dimensional
distribution function of two normally distributed random variables [9]. The corre-
sponding probability density function is obtained using (2)–(4) and equality:

p Y
!.

A ¼ 1
� �

¼ Qk
i¼1

p DyI;i; DyII;i
�
A ¼ 1

� �
, where k ¼ 2BT . The function is

expressed as:

p Y
!.

A ¼ 1
� �

¼
ffiffiffiffiffiffiffiffiffiffiffi
1� q

p
2pDr2

ffiffiffiffiffiffiffiffiffiffiffi
1þ q

p

 �k

exp �
Pk
i¼1

Dy2I;i þDy2II;i � 2 qDyI;i DyII;i
� �

2Dr2 1þ qð Þ

2
664

3
775:
ð5Þ

Fig. 2 Block diagram for Dyi
obtainment
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For the case A ¼ 0, the probability density function obtainment is similar. At this

case, no elements of the Y
!

are correlated, except the interference. An expression for

p Y
!.

A ¼ 0
� �

is similar to (5), in which q is replaced by qn. The likelihood ratio

L Y
!� �

is obtained as relation of p Y
!.

A ¼ 1
� �

to p Y
!.

A ¼ 0
� �

as:

L Y
!� �

¼ 1� qð Þ 1þ qnð Þ
1� qnð Þ 1þ qð Þ

� k
2

exp
1

2Dr2

Pk
i¼1

Dy2I;i þDy2II; i � 2 qn DyI;i DyII;i
� �

1þ qn

2
664

8>>><
>>>:

�
Pk
i¼1

Dy2I;i þDy2II;i � 2 qDyI;i DyII;i
� �

1þ q

3
775
9>>>=
>>>;:

ð6Þ

For technical implementation, the natural logarithm of the obtained L Y
!� �

is

more appropriate. It is assumed, that r2 ¼ N0 2Dtð Þ�1 and D t ¼ 2Bð Þ�1. Above
assumptions and replacement of summation by integration enables to obtain log-
arithm of (6) as:

ln L DyI tð Þ;DyII tð Þ½ � ¼ BT ln
1� qð Þ 1þ qnð Þ
1� qnð Þ 1þ qð Þ

� 

þN�1
0

ZT
0

Dy2I tð ÞþDy2II tð Þ � 2 qnDyI tð ÞDyII tð Þ
1þ qn

�

�Dy2I tð ÞþDy2II tð Þ � 2 qnDyI tð ÞDyII tð Þ
1þ q


dt:

ð7Þ

For considered practical conditions, the variances of increments of the noise and
the interference are larger than the variance of increments of the signal:
Dr2s � Dr2c þDr2. Thus, the first of summands of (7) does not depend on the
incoming signal. The summand defines a threshold level PThr: of the bistatic system.
The correlation coefficient use to be qj j ! 0, thus (7) may be replaced by:

ln L DyI tð Þ;DyII tð Þ½ � � BT ln
1þ qn
1� qn


 �
� qn
N0 1þ qnð Þ

ZT
0

DyI tð ÞþDyII tð Þ½ �2dt; ð8Þ
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where qn N0 1þ qnð Þ½ ��1 defines the weight of the integration. Thus, optimal signal
processing in the bistatic system is defined by the integral Z1 (Fig. 3) as:

Z1 ¼
ZT
0

DyI tð ÞþDyII tð Þ½ �2dt

¼
ZT
0

Dy2I tð Þ dtþ
ZT
0

Dy2II tð Þ dtþ 2
ZT
0

DyI tð ÞDyII tð Þdt: ð9Þ

The obtained detection rule estimates autocorrelation functions of increments
(Fig. 2) of signals (1) and their cross-correlation function.

Only the last summand of (9) depends on time difference of arrival of the incoming
signal. Thus, the detection rule envisages calculating following expression:

Z1 �
ZT
0

kIDyI tð Þ kIIDyII tð Þdt; ð10Þ

where kI; II define gain values for channels 1 and 2, correspondingly; DyI; II tð Þ
define increments of the signals (1).

The obtained rule (10) concerns detection of the non-stationary random Wiener
signal with a bistatic system (Fig. 1, Microphones 1 and 2).

The cross-correlation technique allows processing of signals with wide enough
frequencybandwidth. It is useful for localization of sources of ultra-wideband acoustic
noise sources, as far as the noise cannot be processed by beamforming-based tech-
niques simultaneously, i.e. without splitting its passband bandwidth to subbands [5].
The resolution on time difference of arrival is in direct ratio to the frequency bandwidth
of the acquired signal [12]. Thus, the achieved spatial resolution may be much better
than those received by a microphone array, operating in a beamforming regime.
Additionally, the spatial resolution is independent of center frequency of the acquired
signal. It may be applied for testing of landing regime of an aircraft at far ranges.

Fig. 3 Block diagram for signal processing in the bistatic system
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3 Detection Rule for Multistatic Acoustic System

Localization of the sound emitter requires estimating of time difference of arrival from
multiple bistatic reception systems (Fig. 1). The detection rules for other bistatic
reception systems (Fig. 1) may be expressed similarly to (10). The detection rule for
the multistatic acoustic system is obtained in a similar way. Output signals of the
bistatic reception systems are denoted as u1 tð Þ, u2 tð Þ and u3 tð Þ, correspondingly.
These signals are expressed as:

u1;2;3 tð Þ ¼ As1;2;3 t � t1;2;3
� �þ n1;2;3 tð Þ; ð11Þ

where s1;2;3 tð Þ and n1;2;3 tð Þ are stationary random processes that denote signals and
noises in corresponding bistatic reception systems 1–3 (Fig. 1), correspondingly;
t1;2;3 denote mutual delays of the signal for these bistatic reception systems. These
signals and noises are not correlated in pairs.

Variances of these signals and noises (11) are denoted as:

s21 tð Þ ¼ r2s1;

s22 tð Þ ¼ r2s2;

s23 tð Þ ¼ r2s3;

n21 tð Þ ¼ n22 tð Þ ¼ n23 tð Þ ¼ r2:

ð12Þ

For the case A ¼ 0: u21 tð Þ ¼ u22 tð Þ ¼ u23 tð Þ ¼ r2. For the case A ¼ 1:

u21 tð Þ ¼ r2s1 þ r2 ¼ r2

1� q12
;

u22 tð Þ ¼ r2s2 þ r2 ¼ r2

1� q23
;

u23 tð Þ ¼ r2s3 þ r2 ¼ r2

1� q31
;

ð13Þ

where q12 ¼ r2s1 r2s1 þ r2
� ��1

denotes correlation coefficient for u1 tð Þ and u2 tð Þ;
q23 ¼ r2s2 r2s2 þ r2

� ��1
denotes correlation coefficient for u2 tð Þ and u3 tð Þ; q31 ¼

r2s3 r2s3 þ r2
� ��1

denotes correlation coefficient for u3 tð Þ and u1 tð Þ. These correla-
tion coefficients are expressed for the case of presence of the desired signal.

Further detection rule obtainment is similar to one in Sect. 2 of the chapter. New

row Y
!

consists of samples of: u1; i tð Þ, u2; i tð Þ and u3; i tð Þ. At the case A ¼ 1, the

signal and the interference components of the Y
!

are correlated in pairs. Joint
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probability density of corresponding samples u1; i tð Þ, u2; i tð Þ and u3; i tð Þ obeys
distribution function of normally distributed random variables [9]. At this case, the
corresponding probability density function is obtained using following equality:

p Y
!.

A ¼ 1
� �

¼ Qk
i¼1

p u1;i; u2;i; u3;i
�
A ¼ 1

� �
. The probability density function is

expressed as:

p Y
!.

A ¼ 1
� �

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q12ð Þ 1� q23ð Þ 1� q31ð Þp

2pð Þ32r3 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q212 � q223 � q231 þ 2q12 q23 q31

p
 !k

� exp � 2r2ð Þ�1

1� q212 � q223 � q231 þ 2q12q23q31
� �Xk

i¼1

u21;i 1� q223
� �

1� q12ð Þ
h(

þ u22;i 1� q231
� �

1� q23ð Þþ u23;i 1� q212
� �

1� q31ð Þ
� 2u1;iu2;i q12 � q23q31ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q12

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q23

p
� 2u2;iu3;i q23 � q31q12ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q23

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q31

p
�2u3;iu1;i q31 � q12q23ð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� q31
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� q12
p io

:

ð14Þ

For the case A ¼ 0, the samples of Y
!

are independent. Variations of these
samples are same. Corresponding probability density is expressed as:

p Y
!.

A ¼ 0
� �

¼ 2pð Þ32r3
� ��k

exp � 2 r2
� ��1Xk

i¼1

u21;i þ u22;i þ u23;i
� �" #

: ð15Þ

Relation of the latter probability density functions is new likelihood ratio L Y
!� �

:

L Y
!� �

¼ 1� q12ð Þ 1� q23ð Þ 1� q31ð Þ 1� q212 � q223 � q231 þ 2 q12 q23 q31
� ��1

h ik
2

� exp � 2r2ð Þ�1

1� q212 � q223 � q231 þ 2 q12 q23 q31
� �(

�
Xk
i¼1

u21;i 1� q223
� �

1� q12ð Þ
h

þ u22;i 1� q231
� �

1� q23ð Þþ u23;i 1� q212
� �

1� q31ð Þ � 2u1;iu2;i q12 � q23q31ð Þ
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q12

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q23

p
� 2 u2;iu3;i q23 � q31q12ð Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q23

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� q31

p
�2u3;iu1;i q31 � q12q23ð Þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� q31
p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� q12
p i

þ
Xk
i¼1

u21;i þ u22;i þ u23;i
� �)

:

ð16Þ

For low signal-to-noise-plus-interference ratio, the variances of desired signals
are weak ( q12j j � q23j j � q31j j ! 0), as for the bistatic acoustic system. Logarithm
of (16) is expressed as:
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ln L u1;i tð Þ; u2;i tð Þ; u3;i tð Þ
� � ¼ BT ln

1� q12ð Þ 1� q23ð Þ 1� q31ð Þ
1� q212 � q223 � q231 þ 2 q12 q23 q31

� 

� N�1
0

ZT
0

u1 tð Þ � u2 tð Þ½ �2 þ u2 tð Þ � u3 tð Þ½ �2 þ u3 tð Þ � u1 tð Þ½ �2 þ 2 u21;iu
2
2;iu

2
3;i

n o
dt:

ð17Þ

The first summand of (17) defines the threshold level PThr:. The optimal signal
processing in these bistatic reception systems is defined by the integral Z123 as:

Z123 ¼
ZT
0

u1 tð Þ � u2 tð Þ½ �2 þ u2 tð Þ � u3 tð Þ½ �2 þ u3 tð Þ � u1 tð Þ½ �2 þ 2u21; iu
2
2; iu

2
3; i

n o
dt

¼2
ZT
0

u21 tð Þþ u22 tð Þþ u23 tð Þ� �
dt � 2

ZT
0

u1 tð Þu2 tð Þþ u2 tð Þu3 tð Þþ u3 tð Þu1 tð Þ½ �dt

þ 2
ZT
0

u21 tð Þu22 tð Þu23 tð Þ dt:

ð18Þ

The first summand of (18) depends on the sum of power estimates in the con-
sidered bistatic reception systems (Fig. 1). All possible cross-correlation functions
are subtracted from the last summand of (18) by its second summand. The last
summand provides multiplication of power estimates of output signals of the
bistatic reception systems. It is agreed to detection quality at a limited number of
samples [12]. Squaring of the input signals is valuable for small
signal-to-noise-plus-interference ratio at outputs of the bistatic reception systems.
Spatial localization of the emission source is utilized by the considered multistatic
system (Fig. 1) by the latter summand of (18) as:

Z123 �
ZT
0

k1u
2
1 tð Þ k2u22 tð Þ k2u23 tð Þdt; ð19Þ

where k1;2;3 denote gain values of corresponding bistatic systems 1–3.
The obtained requires to estimate time difference of arrival of the signal by each

bistatic reception system and to provide further calculation according to (19), for
each node of a spatial grid (Fig. 4).
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The non-stationary random Wiener signal detection rule for three bistatic
reception systems is obtained according to the maximum likelihood method with
respect to the threshold level.

4 Experimental Results

The indoor experiment is focused on localization of acoustic noise source with the
multistatic system (Fig. 1). Five microphones (Fig. 1) and acquisition channels of
an acoustic camera, manufactured by Brüel & Kjaer are used. The camera uses
microphones type 4958, input modules type 3053-B-120 and 3050-B-060 and Pulse
LabShop software. The software was used to transfer the acquired signals for
further post-processing. The amplitude calibration of the equipment was done in
advance.

The localization approach consists of estimates of the cross-correlation functions
(10) and their joint processing (19). For each bistatic reception system, the
cross-correlation function is obtained along the introduced time delay s. The known
positions of the pair of microphones of the bistatic reception system (Fig. 1) enable
assignment each value of the cross-correlation function to its spatial locus, to
generate an image. Thus, each spatial node of the image is valued with respect to its
slant ranges difference to the pair of microphones. In the experiment, a distance
between spatial nodes equals 2 cm, in range, cross range, and elevation.
Microphone 1 is placed in the origin of Cartesian coordinate system (Fig. 1). The
emitter coordinates are as following: range 1 m, cross range –0.8 m and elevation
0.15 m. The baselines of these bistatic reception systems (Fig. 1) are perpendicular
to each other. Each baseline equals to 1 m. Imaging region is from −1.25 to 0.25 m
in cross range, from 0 to 1.2 m in range and from −0.15 to 0.45 m in elevation. The
center frequency of the incoming signal is about 5 kHz. The passband bandwidth of
the signal is 10 kHz.

Fig. 4 Block diagram for signal processing in the multistatic system
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A propagation of acoustic wave between the emitter and the microphones is
assumed non-decaying, through homogeneous media, along rectilinear paths.
Meteorological conditions and turbulence-induced coherence losses are not con-
sidered, at these short ranges [3].

At the emitter location in experimental setup, the path difference of arrival res-
olution is in the range 3.4–4.9 cm, for input signal-to-noise ratio about 5 dB to 1 Pa
and time-bandwidth product 34 dB (Fig. 5). Along these baselines, the resolution is

Fig. 5 Acoustic images generated according to the proposed approach using: a the first bistatic
reception system; b the second bistatic reception system; c the third bistatic reception system
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in the range 1.6–2 cm. The fundamental accuracy of measurement of the time dif-
ference of arrival depends on the resolution and on signal-to-noise ratio [13].

The images were generated for three bistatic reception systems (Fig. 1).
Microphones 1 and 2 are placed along cross range axis; microphones 4 and 5 are
placed along elevation axis (Figs. 1 and 5). The images of (19) are displayed in
logarithmic scale (Fig. 5). The multipath propagation inside a typical office room
affects equality of responses of the bistatic reception systems. Thus, the generated
images were normalized, that is not envisaged in (19). Additionally, −6 dB
threshold is applied to the results, to omit the unwanted responses (Figs. 5 and 6).
The insufficiently small distance between spatial nodes affected the irregularity of
the results (Fig. 5).

The obtained signal processing approach (19) includes multiplication of the
generated images. The result of the multiplication (Fig. 6) shows an opportunity to
localize the emission source with the obtained approach (19). In Fig. 6, the dashed
lines show locus points of maximum values, corresponding to Fig. 5. Dimensions
of the obtained response are as follows: 2.1 cm in cross range, 2.9 cm in range and
0.9 cm in elevation (Fig. 6).

False responses originate with increasing number of incoming signals at input of
the multistatic system. For example, two false responses occurred for two emission
sources. The application of an adaptive threshold, as well as using more of
microphones (bistatic reception systems) might be suitable to suppress the false
responses.

5 Conclusions

New detection rules of non-stationary random Wiener signal against such inter-
ference are proposed for the bistatic and the multistatic acoustic systems. Threshold
levels for three bistatic systems are shown. The proposed approach uses time dif-
ference of arrival estimates of the incoming signal instead of its phase difference of

Fig. 6 Acoustic image generated using the using the multistatic system

268 V. Kudriashov



arrival estimates, to localize its source. It enables increasing of incoming signal
passband bandwidth, which is processed simultaneously.

The generated 4D acoustic image enables localization of the test source with the
center frequency about 5 kHz and the fractional bandwidth equal to 2. At zero
ranges, the mean resolution on path difference of arrival is about 1.8 cm. Maximum
dimensions of the obtained response are less than 3 cm, in range—cross range—
elevation coordinates.

The approach is suitable for testing of an aircraft landing regime and for mon-
itoring of its engine noise at landing/take off, and for testing of a car engine.
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Interpolation of Acoustic Field
from Nearby Located Single Source

Iurii Chyrka

Abstract The problem of performance increasing of a small measurement array in
the task of single narrowband source localization in the nearfield is considered. Two
different approaches for acoustic field interpolation in combination with a con-
ventional acoustic holography are proposed. One of them, based on the autore-
gressive model of a sinewave, gives better resolution in localization of the source
near the center of the array. The second one, based on the estimation of instanta-
neous phases of signals from each microphone, decreases error of peak localization
from sources near the boundaries of the measurement array.

Keywords Nearfield acoustic holography � SONAH � Single source localization �
Sound field interpolation � Resolution improvement

1 Introduction

The near-field acoustic holography (NAH) [1] is a technique that deals with a noise
source localization problem. Its original idea comes from Fourier acoustics and
provide, based on the 2D recording of sound waves, reconstruction of the entire 3D
sound field between the source’s boundary and the measurement plane [1–4].

Modern NAH approaches [5–9] like the statistically optimized NAH (SONAH),
Inverse boundary element method (IBEM) or the equivalent source method
(ESM) do not require location of microphones on specific positions and usually
works with measurements that are made over a limited surface and by relatively low
amount of microphones.

Precision of reconstruction and source localization depends mostly on a
microphone aperture (area, microphone number and spacing distance), sound
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frequency and distance between source and measurement plane. If we talk about
technical characteristics of the measurement system, larger aperture or bigger
amount of microphones may be disadvantageous from economical point of view.
This situation requires search of some alternative ways of numerical extension and
data improvement based on the available limited equipment.

Papers [10, 11] are focused on the numerical enlarging the measurement surface
tangentially. The work [11] deals with the analytic continuation of a coherent
pressure field located over the surface of a vibrator. This analytic continuation is an
extrapolation of the measured field into a region outside and tangential to the
original finite sheet, and is based on the Green’s functions.

When number of available measurement channel is limited, precision of
reconstruction and method resolution can be improved by acoustic field interpo-
lation and extrapolation also known as a virtual microphone technique [1]. In
contraposition to mentioned works, the present one deals mostly with calculation of
the sound field inside the measurement array aperture and adding virtual micro-
phones. In addition, this paper is focused on the specific problem of a single source
localization, which allows simplification of an acoustic field model and using
proposed approaches for its interpolation.

2 Statistically Optimized Holography

Based on features of the available measurement equipment and a built-in software
provided by the manufacturer, research in this work is focused on the SONAH.

SONAH uses the representation of the sound pressure at some point in the space
r ¼ ðx; y; zÞ as a weighted sum of sound pressures pðrh;nÞ measured at N micro-
phone positions:

pðrÞ ¼
XN
n¼1

cðrÞpðrh;nÞ ¼ pThcðrÞ; ð1Þ

where a weighting matrix cðrÞ depends only on the point coordinates r. It can be
obtained from the requirement that an infinite set of elementary waves

UmðrÞ ¼ e�jðkx;mxþ ky;myþ kz;mzÞ; m ¼ 1;M; M ! 1; ð2Þ

where kx; ky; kz are wavenumbers for corresponding directions, must be optimally
projected from the hologram plane to the prediction plane. The corresponding least
square solution with Tikhonov regularization for transfer matrix cðrÞ can bewritten as

cðrÞ ¼ AHA� h2I
� ��1

AHa: ð3Þ
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AHA is a square matrix that depends on positions of microphones on the
hologram plane; AHa is a vector matrix that depends on the N positions of
microphones and position of the prediction point; I is an identity matrix; and θ is a
regularization parameter. In view of unlimited number M of elementary waves all
elements of matrices AHA and AHa actually are integrals and must be calculated
numerically via Gauss and Gauss-Laguerre quadratures [5].

3 Acoustic Field Interpolation Approaches

Two different approaches of interpolation of acoustic fields, generated by the single
point source, are considered in this paper. One of them is based on the sinewave
model of the acoustic field and the second one is based on the instantaneous phase
measurement of signals from each microphone.

It is well known that any sinewave signal can be represented by an autore-
gressive model of the second order [12]. After simple trigonometric transformations
it can be derived in the next form

si ¼ asi�1 � si�2; a ¼ 2cosðxDt): ð4Þ

Having signal values at any two points, a time difference between them (usually
it is a sampling period) and the signal frequency, we can calculate the signal value
at the point inside (interpolation) or outside (extrapolation) the segment of two
points. In this way it is possible to obtain an additional signal from a virtual
microphone for each pair of real microphones.

The model (4) can be used for signal interpolation only after assumptions about
narrowband nature of the signal (that can be achieved by preliminary bandpass
filtering of measured signals) and minor difference in the signal power at two real
microphones that can be neglected in calculations. The interpolated signal is cal-
culated as

sv ¼ ðs1 þ s2Þ=a ¼ ðs1 þ s2Þ=2 cosðxDtÞ; ð5Þ

where s1 and s2 are signal values from the first and second microphones in an
arbitrary pair. Time difference and frequency give us a phase growth between two
points of signal. The angular frequency is obtained from known signal frequency
F as x ¼ 2pF: The time difference Dt for the Eq. (5) can be estimated from known
coordinates of real microphones and estimated position of the sound source as

Dt ¼ l1 � l2j j
2kF

; ð6Þ

where k is a wavelength, l1, l2 are distances from the source to corresponding real
microphones. This formula is derived from the next considerations.
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It is necessary to assure the equal phase shift xDt of the interpolated signal to
two other signals in the Eq. (5). This is achieved by placing the virtual microphone
(an interpolation point) in the position where the distance to the signal source is a
middle between distances from real microphones to the source. This position is
calculated for each pair of microphone. A rough estimation of the source position is
taken as an argmax of a reconstructed map from the first stage of processing by a
conventional holography. The illustration for calculation of the virtual microphone
coordinates is shown in the Fig. 1.

Here m1, m2, mv are positions of the real first, second and virtual microphones
respectively; s, sxy is the estimated source point and its projection on the xy
(holography) plane; c is the point of cross-section of the line m1, m2 with a per-
pendicular from the point sxy. l1, l2, lv are corresponding distances from the source
to microphones.

Usage of the Eq. (5) has one substantial limitation: it requires continuous growth
of phase between two real microphones. This condition is fulfilled only if the point
c is outside the segment (m1, m2). Hence, position of virtual microphones depends
on source position and not every microphone pair can be used for interpolation. The
example of microphone locations for the boresight source position and distance to
object 10 cm is shown in Fig. 2.

The black cross in the center shows the source position. Blue circles shows
positions of real microphones and red asterisks represent calculated positions of
virtual microphones. One can see that mentioned limitation leads to absence of
microphones in the center of the array. In practical cases, this technique can be
applied only for sources that are located near the center of the array when generated
virtual microphone aperture is almost symmetrical. In other cases it becomes highly
asymmetrical and worsens the quality of the reconstructed acoustic field.

The second approach is rather the extrapolation than interpolation, because it
allows calculation of the signal value in the any arbitrary point on the measurement
plane. In the case of the single source, the acoustic field on some distance around
each real microphone can be easily predicted, if position of the source, its fre-
quency, power and instantaneous phase of the signal from microphone is known.

Fig. 1 Positioning of the
virtual microphone
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The idea of signal generation at interpolation points is based on the next simplest
model of the spherical wave [1]:

pðrÞ ¼ Ae�jðxt�krÞ

r
; ð7Þ

where A is unknown single source amplitude, r is a distance between source and
interpolation point, k ¼ 2p=k is a wavenumber for the corresponding signal fre-
quency F and wavelength k in the medium. Because the phase and amplitude of the
source are unknown, the interpolated signal should be calculated by the modified
equation

pðrÞ ¼ Âe�jðûþxDtÞ

r
ð8Þ

where Â, û are estimates of signal amplitude and instantaneous phase at the closest
microphone, time difference between the microphone and the interpolation point is
calculated as Dt ¼ Dr=ðkFÞ; Dr is a difference of distance from source for the
microphone and the interpolation point.

As in previous case, it requires rough estimate of source position and addi-
tionally estimates of signal amplitude and initial phase at each microphone, that can
be obtained from the transformed likelihood equations [13]

Kx

XN
i¼1

sin2ðxsði� 1ÞÞþKy

XN
i¼1

sinðxsði� 1ÞÞ cosðxsði� 1ÞÞ ¼
XN
i¼1

xi sinðxsði� 1ÞÞ

Kx

XN
i¼1

cosðxsði� 1ÞÞ sinðxsði� 1ÞÞþKy

XN
i¼1

cos2ðxsði� 1ÞÞ ¼
XN
i¼1

xi cosðxsði� 1ÞÞ

8>>>><
>>>>:

;

ð9Þ

Fig. 2 Positions of virtual
microphones for the first
interpolation approach
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and calculated from the solution as

Â ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2

x þK2
y

q
; û ¼ arctan Ky

�
Kx

� �
; ð10Þ

here s is a sampling period, N is a size of the sample in the time domain.
Thus, such approach allows to rearrange an existing real aperture into an arbi-

trary shaped virtual one. In this work the rearrangement into the regular virtual
array with microphone lattice distance equal half wavelength is considered for a
single source localization. In the Fig. 3 the example of virtual microphones posi-
tioning for the signal frequency 2 kHz is shown.

4 Simulation Results

The developed software enables simulation of the acoustic pressure data from one
or several point sources and obtaining of sound pressure maps, calculated as
root-mean-squares (RMS) of pressure at any desired distance and signal frequency.
It uses a matrix-form implementation of the SONAH algorithm with proposed
modifications.

Signals were simulated for a Brüel & Kjær (Sound and Vibration Measurement
A/S) acoustic camera that will be described more detailed in the next section.

The signal measured by each microphone was simulated using (7) and addi-
tionally polluted by an additive white Gaussian noise with SNR = 20 dB.

The carried out research has shown that this interpolation technique allows
increasing of SONAH localization resolution of sources with frequency bigger than
1.5 kHz. Examples of acoustic maps for frequency 2.3 kHz are shown in the Fig. 4.

It is well visible, that the proposed approach allows up to two times improve-
ment in the width of the peak in comparison to conventional SONAH. Research

Fig. 3 Positions of virtual
microphones for the second
interpolation approach
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results obtained by extrapolation in the similar manner have not shown additional
gain in resolution due to bigger distances between real and virtual microphones.

For the second type of interpolation the preliminary research has shown that the
most preferable and optimal by computational load is a regular geometry of virtual
microphones with spacing distance between them equals half of a wavelength.

The research results have shown that this interpolation technique increases
precision of source localization by the SONAH. Examples of reconstructed acoustic
maps for frequency 2.5 kHz are shown in the Fig. 5.

As one can see, ordinary SONAH can give a significant shift of the pressure
peak, when source is located far from the center of the array. The proposed tech-
nique gives much better precision of the source localization, even with a coarse
initial estimate of the source position.

Additionally there where done statistical simulations by the Monte-Carlo method
for finding resolution improvement on different frequencies for the first type of
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Fig. 4 The reconstructed acoustic map of the point source of a single-tone signal on the distance
10 cm: center frequency 2.3 kHz without interpolation (a) and with interpolation (b)
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Fig. 5 The reconstructed acoustic map of the point source of the 2.5 kHz signal located in the
point (–0.1, 0.05) on the distance 10 cm: without interpolation (a) and with interpolation (b)
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interpolation. In the Fig. 6 the plots of resolution values after 1000 identical sim-
ulations for a single source measured as a width of a main peak on the −3 dB level
and distance to source 10 cm.

The resolution is improved up to two times at higher frequencies. The gain of
using the interpolation is the biggest at 2.5 kHz and decreases when approach
1.5 kHz.

Similar simulation where done for the second type of interpolation but for a fixed
frequency 2 kHz for different frequencies when source was located randomly on the
radius 10 cm from the center of the array an on the distance 10 cm to it. In the Fig. 7
plots of error mean before and after using interpolation are shown.

The improvement in error mean is achieved after 1.4 kHz. As a disadvantage of
the proposed approach, one can consider a slight increasing of the error variation.

Fig. 6 Plots of estimated resolution values for different frequencies

Fig. 7 Estimated mean (a) and STD (b) of the localization error by SONAH with and without
interpolation by the second approach
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5 Experimental Results

The Brüel & Kjær acoustic camera has technical characteristics, described in the
specification [14]. It consists of three main blocks: a microphone array with an optic
camera, a front-end with input modules and a laptop with acquisition and pro-
cessing software. A non-uniform slice wheel microphone array type
WA-1558-W-021 includes 18 microphones type 4958 and has physical extent with
radius about 17 cm.

Simulation results were verified in indoor conditions with presence of some
reflections from variety of sound reflecting objects like room floor, ceiling, walls,
office furniture and equipment. All experiments were done with a small loud-
speaker. The narrowband signal central frequencies has been changed from 2 to
3 kHz. The captured signal was additionally pre-filtered by the bandpass filter with
bandwidth equals 10 % of the central frequency. The input signal power is chosen
large enough in comparison with ambient noise power (SNR is approximately
20 dB). The acquisition time in all situations was 250 ms, but only a short sample of
data (equal three periods of the signal) was processed. Experimental results were
obtained for the plane located on the actual distance to the source; the recon-
struction area is limited to ±0.17 m from the center of the array in horizontal and
vertical directions. Signal parameters and source position has been set as during
simulations.

Examples of the reconstructed fields for the first interpolation approach are
presented in Fig. 8. One can see, that the pressure peak is slightly unsymmetrical
due to impact of external factors, but generally it shows similar behavior as in
simulations.

The results for the second approach are presented at Fig. 9.
It is well visible that improvement in a real situation with noise and interferences

is not as big as in a simulation. Experimental results for other frequencies show
similar behavior and performance of the algorithms.
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Fig. 8 The reconstructed acoustic map of the point source of a single-tone signal on the distance
10 cm: center frequency 2.5 kHz without interpolation (a) and with interpolation (b)
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Taking into account above presented results, one can conclude that both men-
tioned methods can be used in specific cases for improvement of SONAH at high
frequencies, but they can not increase the top limit for holography. They can be
applied automatically after some detection and localization steps that show whether
conditions are suitable or not for particular method. Such processing procedure can
be used, as example, for suppression of one or several weaker sources near the main
one, but this opportunity must be additionally investigated.

6 Conclusions

Two resolution improvement algorithms for SONAH were proposed. It was proved
that sound field interpolation algorithm provides improvement in localization pre-
cision in the high frequency range for frequencies upper than 1.5 kHz. The first
algorithm gives up to two times improvement of resolution for sources located near
the center of the array. The second one gives up to 30 % lower mean of the
localization error with slightly bigger variance of it.

Acknowledgments The research work reported in the paper was partly supported by the Project
AComIn “Advanced Computing for Innovation”, grant 316087, funded by the FP7 Capacity
Programme (Research Potential of Convergence Regions).
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A New Method for Real-Time Lattice
Rescoring in Speech Recognition

Petar Mitankin and Stoyan Mihov

Abstract We introduce a novel efficient method, which improves the performance
of speech recognition systems by providing the option to partially compile the word
lattice into a deterministic finite-state automaton, making it suitable for the
rescoring step in the speech recognition process. In contrast to the widely used
n-best method our method permits the consideration of significantly larger number
of alternatives within the same time-constraint and thus provides better recognition
results. In this paper we present a description of the new method and empirical
evaluation of its performance in comparison with the n-best method. The achieved
WER reduction is up to 3.77 % at a p-value below 3 %. An important advantage of
our method is its applicability for real-time applications.

1 Introduction

Most speech recognition systems [1] use a rescoring method. This consists of first
using a simple acoustic and grammar model to produce a word lattice, and then to
reevaluate these alternative hypotheses with a more sophisticated model on a subset
of the lattice. The consideration of hypotheses other than one corresponding to the
best path increases the chances of finding the correct transcription. Often, some
information source or model not used for building the lattice, such as a more precise
grammar or language model, is used to rescore the best hypotheses and determine
the best candidate.
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Currently, most systems select the n-best paths from the word lattice [2], which
are then subject to rescoring using the more sophisticated models. Since the lattice
contains significantly more alternative paths, there is the chance that the correct
transcription will not be included in the n-best selection. Thus, if we could increase
the number of hypotheses without sacrificing processing time we eventually
improve the recognition performance. An alternative approach, on-the-fly rescoring,
is to rescore the lattice while it is being constructed, [3, 4].

Here we present a method, which could be considered as a natural development
of the method presented in [2] for efficiently generating the n-best hypotheses. We
apply essentially a similar procedure, but instead of outputting the n-best sentences,
we produce within the same time limit a deterministic finite-state automaton, which
represents together with the n-best candidates also a significantly larger number of
hypotheses. Since the result is in the form of a deterministic automaton, the
rescoring of the result by another n-gram language model will not require additional
time for finding the best candidate after rescoring.

In the framework of the AComIn project1 we have implemented our new method
for a Large vocabulary continuous speech recognition system (LVCSR), for
Bulgarian [5]. The evaluation of the method has been performed over a newly
compiled Bulgarian speech corpus using the AComIn equipment.

In the next section we present the formal preliminaries. Afterwards in Sect. 3 we
proceed with the method description. Section 4 presents the empirical evaluations.
In the final section some concluding remarks are given.

2 Formal Preliminaries

A string-to-weight finite-state transducer is a 6-tuple A ¼ hR;Q;E; i;F; qi where R
is a finite label set, Q is a finite set of states, E�Q� R� Rþ � Q is a set of
transitions, i is an initial state, F is a set of final states and q : F ! Rþ is a final
weight function. A path in A from q0 to qn is a sequence of transitions

p ¼ q0 !hx1;w1i
q1 !hx2;w2i

q2. . . !hxn;wni
qn. The path p may be the empty sequence of

transitions if q0 ¼ qn. The label of the path p is defined as lðpÞ ¼ x1; x2 . . . xn and
the weight of the path p is defined as wðpÞ ¼ Pn

i¼1 wi. The set of all paths from q0

to q00 is denoted as Pðq0; q00Þ. The function represented by A, FA : R� ! Rþ , is
defined as follows:

FAðvÞ ¼ minfwðpÞ j 9f 2 F : p 2 Pði; f Þ; lðpÞ ¼ vg

as min ; is undefined. The transducer A is deterministic if for each q 2 Q and each
x 2 R we have that jfp 2 Q j 9w 2 Rþ : hq; x;w; pi 2 Egj� 1. An algorithm for

1AComIn “Advanced Computing for Innovation”, grant 316087, funded by the FP7 Capacity
Programme (Research Potential of Convergence Regions).
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determinization of string-to-weight transducers is presented in [6]. As shown in [6],
given an arbitrary acyclic transducer A we can construct a deterministic transducer
A0 ¼ hR;Q0;E0; i0;F0; q0i which represents FA as follows. The initial state is
i0 ¼ fhi; 0ig. Let S be the set of all sets of pairs from Q� Rþ , i.e. S ¼ 2Q�Rþ . The
set of states Q0 consists of nonempty finite sets of pairs from Q� Rþ . To define Q0

we use two auxiliary partial functions k : S� R ! Rþ and d : S� R ! S where

kðfhq1; c1i; . . .; hqn; cnig; xÞ ¼ minfci þwj1� i� n;w 2 Rþ ; 9p 2 Q : hqi; x;w; pi
2 Eg;

dðfhq1; c1i; . . .; hqn; cnig; xÞ ¼

not defined if kðfhq1; c1i; . . .; hqn; cnig; xÞ is not defined

fhp; ci j 9i : 1� i� n; 9w 2 Rþ : hqi; x;w; pi 2 E;
c ¼ minfcj þw0 � kðfhq1; c1i; . . .; hqn; cnig; xÞ j 1� j� n;
w0 2 Rþ ; hqj; x;w0; pi 2 Egg otherwise

8
>>>><

>>>>:

The set of states Q0 is the smallest set Q0 � S such that i0 2 Q0 and ðq0 2
Q0 ^ dðq0; xÞ is definedÞ ! dðq0; xÞ 2 Q0. The set of transitions is
E0 ¼ fhq0; x; kðq0; xÞ; dðq0; xÞijq0 2 Q; x 2 Rg. The set of final states is

F0 ¼ ffhq1; c1i; . . .; hqn; cnig 2 Q0 j fq1; . . .; qng\F 6¼ ;g:

The final weight function is

q0ðfhq1; c1i; . . .; hqn; cnigÞ ¼ minfci j 1� i� n; qi 2 Fg:

3 Method Description

We use a beam search based on three features: n-gram language model probabili-
ties, acoustic probabilities and word insertion penalty. The lattice resulted from the
beam search represents a nondeterministic acyclic string-to-weight transducer A.
Each transition of the transducer is labeled with a word and weight which represents
a combination of the three features.

First, we sketch a method, which we call “the N-best method’’. It is a variant of
the method presented in [2] for finding the N-best hypotheses in the transducer.
Afterwards we describe the new method as a derivation of the N-best method. Since
a full determinizaion of the lattice A is unfeasible, both methods do not generate the
whole set Q0 of states of the deterministic transducer A0 (see Sect. 2) but only a part
of it.
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3.1 The N-best Method

A hypothesis is a sequence v of words, such that FAðvÞ is defined. The N-best
method generates from the lattice the N-best hypotheses and then rescores them one
by one using an n-gram language model with higher n. In the experiments, pre-
sented in Sect. 4, we used 2-gram model to build the lattice and 3-gram model for
rescoring. The hypothesis with the best rescored value is selected as a recognition
output.

3.1.1 Finding the N-best Hypotheses

On Fig. 1 we present a variant of the algorithm in [2] for finding the N-best
hypotheses from the lattice A. The main difference between the vairant presented
here and the original in [2] is that we do not fix apriori N to generate the N-best
hypotheses, but we generate as much as possible in a given time limit.2

The algorithm does not determinize the whole lattice A, i.e. does not generate the
whole set Q0 (see Sect. 2), but only that part of it that contains the N-best candidates.
The algorithm maintains a priority queue S, which is initialized on line 3 in
FindN BestHypotheses. The priority queue keeps triples hp; c; n0i, where p0 2 Q0 is a
state reached during the determinization, c is the weight with which p0 has been
reached and n0 is a number used for restoring the sequence of words with which p0

has been reached. The order in the priority queue S is defined as follows:

FindNBestHypotheses(A)
1 i′ ← {〈i, 0〉}
2 n ← 0
3 S ← {〈i′, 0, n〉}
4 π(n) ← NIL
5 while S �= ∅
6 do 〈p′, c, n′〉 ← Pop(S)
7 if p′ ∈ F ′ then output 〈GetHypothesis(n′), c + Φ(p′)〉
8 if the allowed time elapsed then exit
9 for each 〈x, w, q′〉 such that 〈p′, x, w, q′〉 ∈ E′

10 do k ← c + w
11 n ← n + 1
12 Push(S, 〈q′, k, n〉)
13 π(n) ← 〈x, n′〉

GetHypothesis(k)
1 v ← ε
2 while π(k) �= NIL
3 do 〈x, m〉 ← π(k)
4 v ← x · v
5 k ← m
6 return v

Fig. 1 The N-best method—
finding the N-best hypotheses
in the lattice A

2For the experiments presented in this paper the time for the determinization procedure is 10 % of
the time of the input signal.
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hp0; c0; n0i � hp00; c00; n00i iff c0 þUðp0Þ � c00 þUðp00Þ, where Uðfhq1; c1i; . . .;
hqn; cnigÞ ¼ minfci þ/ðqiÞj1� i� ng and /ðqÞ ¼ minfwðpÞþ qðf Þjf 2 F;
p 2 Pðq; f Þg. Since the lattice represents an acyclic transducer the set of values
f/ðqÞjq 2 Qg can be precomputed in time OðjQj þ jEjÞ. For each number n0 in a
triple hp; c; n0i we keep a predecessor pðn0Þ which represents a pair of a word with
which p has been reached and a preceding number. The procedure GetHypothesis
uses p to restore a sequence of words.

The procedure FindN BestHypotheses outputs N-best hypotheses with their
weights, sorted by weights. It combines the determinzation algorithm for
string-to-weight transducers with the A� search algorithm for finding N-best paths
with heuristic function hðp0; c0Þ ¼ c0 þUðp0Þ. In practice the procedure is very
efficient, because Uðp0Þ is the weight of the best path from p0 to the goal. For more
details we refer the reader to [2].

3.1.2 Rescoring in the N-best Method

In the N-best method we rescore the N-best hypotheses one by one and select the
one with highest rescored weight. The weight c of a hypothesis v has the type

c ¼ �logPA � kLM logP2ðvÞþ kWPjvj;

where PA is acoustic probability, P2ðvÞ is the probability of v according to a 2-gram
language model, jvj is the length of v, kLM and kWP are parameters. The rescored
weight of v has the type

c0 ¼ �logPA � k0LM logP3ðvÞþ k0WPjvj;

where P3ðvÞ the probability of v according to a 3-gram language model, k0LM and
k0WP are other parameters. The values of the parameters kLM , kWR, k

0
LM and k0WR are

chosen to optimize the word accuracy on a development set. To obtain the rescored
weight c0 from c and v we compute logP2ðvÞ and logP3ðvÞ by v and then we use the
following formula:

c0 ¼ cþ kLM logP2ðvÞ � k0LM logP3ðvÞþ ðk0WP � kWPÞjvj:

3.2 The New Method

In the new method instead of generating explicitly N-best hypotheses we generate a
deterministic transducer which contains much more hypotheses besides N-best
hypotheses. Eventually we find the best rescored hypothesis among all hypotheses
the deterministic transducer represents.
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3.2.1 Building a Deterministic Transducer for Rescoring

We start to determinize the lattice by building the initial state of the deterministic
transducer. On each iteration we choose one unexpanded state and expand it, i.e. we
generate all its outgoing transitions along with the states they lead to. We continue in
this way iteration after iteration until a timing criterion is satisfied. On each iteration
we select an unexpanded state of minimum weight. Here, the weight of the state is
the minimum weight of successful path through this state. In this way we manage to
determinize the most plausible part of the lattice in the given time constraints. The
result of the procedure is a determinized string-to-weight transducer.

While building it each traversed transition of A0 is traversed only once. In
contrast in the N-best method one and the same transition of A0 may be traversed
many times. This allows us in comparison with the N-best method to determinize a
bigger part of the lattice in the same time limit.

On Fig. 2 we present the procedure that builds the deterministic transducer for
rescoring. The procedure returns a part of the determinized automaton A0 with
states Q00 �Q0 and transitions E00 �E0. We keep all unexpanded states in a priority
queue S. The order in the priority queue S is defined as follows: p0 � p00 iff
cðp0Þ þUðp0Þ � cðp00Þ þUðp00Þ. The number cðp0Þ represents the weight of the
currently best path from the initial state i0 to p0 in the deterministic transducer A.
The priority cðp0Þ þUðp0Þ of the state p0 with the best priority in the queue is best
path from the initial state i0 to p0. For each generated state p0 2 Q0 we keep a value
expandedðp0Þ which indicates whether p0 is expanded. Once a state is expanded it
cannot be pushed in the queue again. We use a heap to realize the priority queue S.
On line 16 the priority of q0 may be improved to k. In this case the update of the
heap requires time OðlogjSjÞ.

BuildDeterministicTransducerForRescoring(A)
1 i′ ← {〈i, 0〉}
2 c(i′) ← 0
3 S ← {i′}
4 Q′′ ← {i′};E′′ ← ∅
5 expanded(i′) ← false
6 while S �= ∅
7 do p′ ← Pop(S)
8 if the allowed time elapsed then exit
9 for each 〈x, w, q′〉 such that 〈p′, x, w, q′〉 ∈ E′

10 E′′ ← E′′ ∪ {〈p′, x, w, q′〉}
11 do if q′ �∈ Q′′ then Q′′ ← Q′′ ∪ {q′}
12 expanded(q′) ← false
13 if expanded(q′) then continue
14 k ← c(p′) + w
15 if q′ �∈ S then c(q′) ← k
16 Push(S, q′)
17 continue
18 if k < c(q′) then c(q′) ← k
19 expanded(p′) ← true
20 return A′′ = 〈Σ, Q′′, E′′, i′, F ′′, ρ′′〉 where F ′′ = F ′ ∩ Q′′ and ρ′′ = ρ′ � F ′′

Fig. 2 The new method—building a deterministic transducer for rescoring
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3.2.2 Rescoring in the New Method

We apply the final rescoring on all hypotheses represented by the deterministic
transducer A00 constructed by the procedure on Fig. 2. For this purpose this
transducer is intersected with two string-to-weight transducers: a transducer which
represents the 2-gram language model used in the beam search and a transducer
which represents the rescoring 3-gram language model. In the intersection the
weights of the former transducer are subtracted while the weights of the latter are
added.

The intersection I ¼ hR;Q000;E000; i000;F000; q000i can be constructed as follows. Let
A2 ¼ hR;Q2;E2; i2;F2; q2i and A3 ¼ hR;Q3;E3; i3;F3; q3i be the string-to-weight
deterministic transducers representing the 2-gram and the 3-gram language models
respectfully, i.e. FA2ðvÞ ¼ �logP2ðvÞ and FA3ðvÞ ¼ �logP3ðvÞ. Let S ¼ Q00 �
Q2 � Q3 and

T ¼ fhp00; p2; p3i; x;w; hq00; q2; q3i j x 2 R; 9w00;w2;w3 2 Rþ :

hp00; x;w00; q00i 2 E00; hp2; x;w2; q2i 2 E2; hp3; x;w3; q3i 2 E3;

w ¼ w00 � kLMw2 þ k0LMw3 þðk0WP � kWPÞg:

The3 initial state is i000 ¼ hi0; i2; i3i. The set of statesQ000 is the smallest set such that
i000 2 Q000 and ðq000 2 Q000 ^ hq000; x;w; p000i 2 E000Þ ! p000 2 Q000. The set offinal states is
F000 ¼ Q000 \ðF00 � F2 � F3Þ and the set of transitions is E000 ¼ T \ðQ000�
R� Rþ � Q000Þ.

The best path in the intersection I represents the best rescored hypothesis. We
found experimentally that the time needed for the build the intersection transducer I
is negligible with respect to the time needed for the procedure that builds the
deterministic transducer for rescoring.

4 Evaluation

We have tested the new method using our LVCSR system for Bulgarian [5]. For
training and testing the Bulgarian Phonetic Corpus4 created in the framework of the
AComIn project was used. All tests are performed using a speaker independent
(SI) acoustic model. The n-gram language models were constructed using a
*250 M words legal corpus for Bulgarian. The test set consists of 9 speakers with
50 long legal utterances each. We have varied the beam width between 1000 and

3Let us note that transition weights of the lattice are obtained by combining acoustic weights with
2-gram language weights, which are computed through A2. For this reason w ¼ w00 �
kLMw2 þ k0LMw3 þðk0WP � kWPÞ is always positive.
4Bulgarian Phonetic Corpus: http://lml.bas.bg/BulPhonC/.
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3000 states by a step of 500. For building the lattice a 2-gram language model was
used. The rescoring has been performed using a 3-gram language model. The
rescoring process time for both—the n-best method and the proposed new method
—has been constrained to 0.1× of the duration of the utterance. The experiments
were run on a machine with 2.4 GHz Intel Xeon E5645 processor.

Table 1 presents the resulting word accuracy, word error rate reduction with
respect to the n-best method, letter error rate, letter error rate reduction, the average
number of hypotheses per utterance considered in the rescoring process and the
time ratio for the recognition. The measurements are performed on the recognition
without rescoring, with rescoring using the n-best method and with rescoring using
the newly proposed method by varying the beam width.

Table 2 presents test results for statistical significance of the word accuracy. We
computed the word accuracy for each one of the 450 test sentences (9 speakers, 50
sentences for each speaker) with the N-best method and the new method. We
performed paired t-test of the two resulted sets of values. The null hypothesis was
that the difference of the two means—the mean accuracy per sentence for the new

Table 1 Comparison of speech recognition with no rescoring, n-best rescoring and the new
method

Word accuracy WER reduction w.r.t. n-best

No rescoring
(%)

N-best
(%)

New
method (%)

No rescoring
(%)

N-best
(%)

New
method (%)

Beam = 1000 88.77 92.61 92.63 −52.04 0.00 0.16

Beam = 1500 89.40 93.53 93.57 −63.87 0.00 0.56

Beam = 2000 89.57 93.64 93.78 −64.02 0.00 2.27

Beam = 2500 89.76 93.64 93.82 −60.98 0.00 2.84

Beam = 3000 89.85 93.61 93.85 −58.87 0.00 3.77

Letter accuracy LER reduction w.r.t. n-best

No rescoring
(%)

N-best
(%)

New
method (%)

No rescoring
(%)

N-best
(%)

New
method (%)

Beam = 1000 96.01 97.09 97.11 −36.97 0.00 0.77

Beam = 1500 96.35 97.53 97.55 −48.04 0.00 0.77

Beam = 2000 96.50 97.64 97.69 −48.61 0.00 2.05

Beam = 2500 96.55 97.66 97.71 −47.23 0.00 2.36

Beam = 3000 96.57 97.68 97.75 −47.84 0.00 3.13

Number of hypotheses Time ratio

No rescoring N-best New
method

No rescoring N-best New
method

Beam = 1000 1 1527 3.99E + 17 0.31× 0.39× 0.40×

Beam = 1500 1 378 3.04E + 15 0.45× 0.54× 0.54×

Beam = 2000 1 155 3.12E + 12 0.65× 0.74× 0.74×

Beam = 2500 1 78 1.12E + 09 0.92× 1.02× 1.02×

Beam = 3000 1 44 1.52E + 07 1.28× 1.37× 1.37×
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method and the mean accuracy per sentence for N-best method—is 0 and the
alternative hypothesis was that the difference is strongly positive. Table 2 presents
the resulting p-values obtained for the beam widths between 1000 and 3000.

5 Conclusion

The evaluation clearly shows that considering more hypotheses in the rescoring
process within a fixed time constraint reduces the word error rate by up to 3.77 %
with respect to the n-best rescoring method at a statistical significance p-value
below 3 %. The improvement value depends on the particular setup—the beam
width, the time constraint for rescoring, the language models used for building the
lattice and for rescoring. A question for future investigation is how those factors
influence the improvement of the recognition accuracy by the newly proposed
method. Another direction might be the improvement of the new method efficiency
by reducing the number of generated non-coaccessible states and implementing the
priority queue using Fibonacci heaps.
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Part IV
Optimisation and Intelligent Control



Metaheuristic Method for Transport
Modelling and Optimization

Stefka Fidanova

Abstract Public transport is a shared passenger transport service, which is available
for use by general public. The operational efficiency of public transport is essential to
provide good service. Therefore it needs to be optimized. The main public transport
between cities, up to 1000 km, are trains and buses. It is important for transport
operators to know how many peoples will use it. In this paper we propose a model of
public transport. The problem is defined as multi-objective optimization problem.
The two goals are minimum transportation time for all passengers and minimal price.
We apply ant colony optimization approach to model the passenger flow. The model
shows how many passengers will use a train and how many will use a bus according
what is more important for them, the price or the time.

1 Introduction

Nowadays the people use different ways for transportation from one city to another
one. It is important to model the use of public transport and thus to optimize it.
Normally the railway transport (excluding the super fast trains with velocity more
than 200 km/h) is cheaper, but slower. The fast trains and the buses are faster, but
more expensive. Therefore preparing a transportation model we need to take into
account all this. The innovation in this paper is modeling the passenger flow,
describing the transportation problem as optimization. Thus we define the problem
for modeling the public transport as multi-objective optimization problem with two
objective functions, total price of all tickets and total traveling time of all passen-
gers. Our aim is to minimize the both objective functions. These objectives are
controversial, when one of them decreases the other increases. In the case the
optimization problem is multi-objective we receive a set of non-dominated
solutions. We can analyze them and according to the preferences of the potential
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passengers we can see how many of them will use train and how many of them will
use a bus (or fast train if it exists).

The railroads are the oldest public transport which is used till now. Now days the
bus transport is a concurrent of the rail transport especially in the place with
highways. However, the analytical models are very important for further planing
and decision making.

There exist different kinds of transportation models [1]. The importance and role
of each type of models is discussed in relation with its function. Some of the models
are concentrated on scheduling [5]. Other models are focused on simulation to
analyze the level of utilization of different types of transportation [11]. There are
models which goal is optimal transportation network design [8]. Our model is
focused on modeling the passenger flow according their preferences. By the model,
can be seen the weak points of every mode of transportations. The model can show
the distribution of the passenger flow when the schedule is changed or when the
capacity of the vehicles is changed.

Multi-objective optimization is difficult in computational point of view. We
propose ant colony optimization algorithm to solve the problem. The ant colony
optimization is a methodology for solving optimization problems. The main con-
tributions applying ant colony optimization are representation of the problem with
graph and construction of appropriate heuristic information. The model is tested on
one artificially made problem with one train and one bus which start from the first
station on the same time. After, the model is tested on real problem, the trans-
portation between Sofia and Varna, one of the longest destination in Bulgaria.

The rest of the paper is organized as follows. In Sect. 2 the ant colony opti-
mization algorithm is described. In Sect. 3 the transportation problem is formulated
and an ACO algorithm which solve it is proposed. Section 4 shows experimental
results their analysis on artificial and real data. In Sect. 5 we draw some conclusions
and directions for future work.

2 Ant Colony Optimization

The proposed problem is very hard of computational point of view. Such kind of
problems usually are solved with some metaheuristic method. Therefore we apply
Ant ColonyOptimization (ACO) algorithm, one of the best metaheuristics, to solve it.

The idea for ant algorithm comes from the real ant behavior. Ants put on the
ground chemical substance called pheromone, which help them to return to their
nest when they look for a food. The ants smell the pheromone and follow the path
with a stronger pheromone concentration. Thus they find shorter path between the
nest and the source of the food. The ACO algorithm uses a colony of artificial ants
that behave as cooperating agents. With the help of the pheromone they try to
construct better solutions and to find the optimal ones. The problem is represented
by a graph and the solution is represented by a path in the graph or by tree in the
graph. For the successes of the algorithm, it is very important how the graph will be

296 S. Fidanova



constructed. Ants start from random nodes of the graph and construct feasible
solutions. When all ants construct their solution the pheromone values are updated.
Ants compute a set of feasible moves and select the best one, according to the
transition probability rule. The transition probability pij, to chose the node j when
the current node is i, is based on the heuristic information gij and on the pheromone
level sij of the move, where i; j ¼ 1; . . .; n. a and b shows the importance of the
pheromone and the heuristic information respectively.

pij ¼
saij g

b
ij

P
k2fallowedg s

a
ik g

b
ik

ð1Þ

The heuristic information is problem dependent. It is appropriate combination of
problem parameters and is very important for ants management. The ant selects the
move with highest probability. The initial pheromone is set to a small positive value
s0 and then ants update this value after completing the construction stage [2, 4, 6].
The search stops when pij ¼ 0 for all values of i and j, which means that it is
impossible to include new node in the current partial solution.

The pheromone trail update rule is given by:

sij  qsijþDsij; ð2Þ

where Dsij is a new added pheromone and it depends of the quality of achieved
solution.

The pheromone is decreased with a parameter q 2 ½0; 1�. This parameter models
evaporation in the nature and decreases the influence of old information in the
search process. After that, we add the new pheromone, which is proportional to the
quality of the solution (value of the fitness function). There are several variants of
ACO algorithm. The main difference is the pheromone updating.

Multi-Objective Optimization (MOP) has his roots in the nineteenth century in
the work of Edgeworth and Pareto in economics [9]. The optimal solution for MOP
is not a single solution as for mono-objective optimization problems, but a set of
solutions defined as Pareto optimal solutions. A solution is Pareto optimal if it is not
possible to improve a given objective without deteriorating at least another
objective. The main goal of the resolution of a multi-objective problem is to obtain
the Pareto optimal set and consequently the Pareto front. One solution dominates
another if minimum one of its components is better than the same component of
other solutions and other components are not worse. The Pareto front is the set of
non dominated solutions. After that, the users decide which solution from the Pareto
front to use according additional constraints, related with their specific application.
When metaheuristics are applied, the goal becomes to obtain solutions close to the
Pareto front.
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3 Problem Formulation

There are different kinds of problems arising in transportation. Some of them
concern optimal scheduling [7]. Others model the passenger flow on stations and
their optimal management [10]. There are problems concerning only one type of
vehicles and other problems combining different types of vehicles [3]. The common
is that all they are difficult in computational point of view.

Our problem concerns passengers traveling in a given direction, covered with
several types of vehicles, train and bus. The problem is how many of the potential
passengers will use a train and how many will use a bus. In our case there is
destination from station A to station B. There are two kinds of vehicles, trains and
buses, which travel between station A and station B. Every vehicle has his set of
stations where it stops, between the terminus. Some of the stations can be common
for some of the vehicles. Let the set of all stations is S ¼ fs1; . . .; sng and on every
station si, i ¼ 1; . . .; n� 1, n is the number of stations, at every time slot there are
number of passengers which want to travel to station sj, j ¼ iþ 1; . . .; n. Every
vehicle travel with different speed and the price to travel from station si to station sj
can be different.

The input data are set of stations S, starting time of every vehicle from the first
station, time for every vehicle to go from station si to station sj, the capacity of
every vehicle, the price to travel with some of the vehicles from one station to
another one, number of passengers which want to travel from one station to another
one at every moment. Our algorithm calculates how many passengers will get on
every of the vehicles on station si to station sj at every time slot. There are two
objectives, the total price of all tickets and the total travel time. If some vehicle does
not stop on some station, we put the travel time and the price to this destination to
be 0.

The output data are number of passengers in every vehicle from the station si to
the station sj at every time slot and the values of the two objectives.

In our ACO implementation the time is divided to time slots (N � 24 time slots
correspond to 60/N min; for example 2� 24 ¼ 48 time slots, correspond to
30 min). We solve the problem for one line. A set of N � 24 nodes corresponds to
every station, showing the time slots. Thus our graph of the problem shows if there
is any vehicle on station si; i ¼ 1; . . .; n, at fixed time moment. We will put the
pheromone on the nodes of the graph. Our artificial ants start to create their solu-
tions from the first station. They chose in a random way how many passengers will
get on every vehicle. The upper bound of the passengers in one vehicle is the
maximum between the capacity of the vehicle and the number of passengers which
want to travel at this time slot. The number of all passengers getting vehicle in some
time moment is maximal possible. If there is only one vehicle at this moment the
maximal possible number of passengers get on this vehicle. We apply probabilistic
rule called transition probability to model how many passengers will get any of the
vehicles on the next stations. The heuristic information, we construct, is the sum of
the reciprocal values of the two objective functions.
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The problem is two-objective, therefore there is not one optimal solution and a
set of non-dominated solutions. One solution dominates other if it is better to one of
the components and not worst to other. Set of solutions where none of them
dominates other is a set of non-dominated solutions. In our variant of ACO algo-
rithm first we decrease the all pheromone multiplying it with evaporation coeffi-
cient. After we add new pheromone on the elements of non-dominated solutions.
The new added pheromone is one over the sum of the values of the two objective
functions.

4 Experimental Results

We have prepared a software, which realizes our algorithm. The algorithm
parameters are set as follows: the evaporation parameter q ¼ 0:5; a ¼ b ¼ 1; initial
pheromone value is set to be s0 ¼ 0:5. We prepare a small example with one train
and one bus starting at the same time from the first station and having 4 stations.
The bus is faster and the train is chipper. We can see in different cases how many
passengers will use the train and how many of them will use a bus, according their
preference to pay less or to arrive faster.

On this example we use 5 ants and 5 iterations. The algorithm achieves 18
non-dominated solutions. The Table 1 shows achieved solutions ordered by
increasing order of the price and decreasing order of the time. The forth column

Table 1 Experimental results No Price Time Train

1 265 451 86

2 270 450 79

3 272 448 86

4 274 446 79

5 277 443 76

6 282 438 66

7 289 431 78

8 291 429 69

9 292 428 64

10 295 425 66

11 301 419 65

12 302 418 60

13 307 413 62

14 309 411 64

15 313 407 67

16 321 399 60

17 324 396 63

18 331 389 61

Metaheuristic Method for Transport Modelling … 299



shows the number of passengers, used train. We observe that when the price
increases, the number of passengers used train decreases. There is several excep-
tions. In solution No. 6, the price is lower than in solution Nos. 7 and 8, but the
number of passengers used train is less. When we checked the details we sow that in
this case more passengers prefer to use train for long destination. In solution 16 the
passengers used train is less than the passengers in solutions 17 and 18, because the
passengers used train prefer short destinations.

We apply the algorithm on one real example. The first station is Sofia, the capital
of Bulgaria and the last station is Varna, the maritime capital of Bulgaria. The
destination is about 450 km. There are 5 trains and 23 buses which travel from Sofia
to Varna, but they move with different speed, the prices are different and they stop
on different stations between Sofia and Varna. We have not exact data about the
number of passengers which travel from one station to another one between Sofia
and Varna. Therefore we estimated the number of passengers from one station to
another one taking into account the number of residents of every place where some
of the vehicles stop.

On this example we use 10 ants and 100 iterations. The algorithm achieves 5
non-dominated solutions. The Table 2, similar to the Table 1, shows achieved
solutions ordered by increasing order of the price and decreasing order of the time.
The forth column shows the number of passengers, used train. The number of
passengers used train, respectively bus, vary only when on the same station at the
same time there is more than one type of vehicle. Like in a previous example we
observe that when the price decreases, the number of the passengers used train
increases and when the time decreases the number of the passengers used train
decreases and the number of passengers used bus increases respectively.

On the Fig. 1 is shown the number of passengers used train. Every column series
corresponds to one of the solutions, the left series corresponds to the first solution
from the Table 2 and the right series corresponds to the solution 5 from the Table 2.
Every series consists of three columns. The left column corresponds to the all
number of passengers used train. The middle column corresponds to the passengers
used train for a long distances, more than 300 km. The right column corresponds to
the number of passengers used train for a short distances, less than 300 km. We
observe that in the solutions with less value for price and greater value for time the
all number of passengers increase on accordance of increase of the number of
passengers on long destinations. The number of passengers on short destinations is
the same for all solutions. It means that when the destination is short the difference

Table 2 Experimental results
Sofia Varna

No Price Time Train

1 51,843 25,840 1951

2 51,797 25,842 1952

3 51,579 25,862 1978

4 51,571 25,869 1979

5 51,563 25,870 1980

300 S. Fidanova



of prices and traveling time between the trains and the buses is negligible and there
are not transfer of passengers between the different types of vehicles.

The algorithm can be applied first on long (national) lines and after fixing them
the algorithm can be applied on local lines and to analyze and optimize them too.

5 Conclusion

In this paper we propose a model of the passenger flow when between two desti-
nations there are several kinds of transport. The problem is defined as
multi-objective optimization problem. We propose ACO algorithm to solve it. With
this model we can analyze existing public transport. We can predict how the
passenger flow will change if the timetable of the vehicles will be changed or if new
vehicle will be included/excluded. In a future work we will include fuzzy logic.
When the difference between time/price of two types of vehicle is too small, the
passenger will decide to change the vehicle or not, with some probability.
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Bi-level Formalization of Urban Area
Traffic Lights Control

Todor Stoilov, Krasimira Stoilova and Vassilka Stoilova

Abstract The paper applies new formalization for the control of urban trans-
portation. Bi-level optimization problem is defined, which is a different way to
control simultaneously the traffic flows and traffic lights. The bi-level optimization
problem uses the well known relations based on the store-and-forward modeling.
However, the bi-level approach adds additional control objectives—maximization
of traffic flows which cross the urban area. This new formalization of the traffic
control allows to be achieved simultaneously the minimization of the waiting
vehicles and maximization of the traffic flows. This extension is possible due to the
increase of the control space both by the duration of the green lights and appropriate
length of the traffic light cycle. The benefit of this new formalization is numerically
simulated and applied on real urban area.

Keywords Traffic control � Optimization � Bi-level optimization � Hierarchical
systems � Real time control

1 Introduction

The formal approaches for the control of transportation systems are categorized
mainly in two general formal descriptions: store and forward modelling and free
way traffic control on highways. These two families of models have their domain
applications for urban and for high way transportation networks. However, the
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formal background of these types of models is totally different from mathematical
point of view.

For the free traffic model the basis of the control addresses models, applying
partial differential equations. The control theory applies first and second order of such
equations to make relations between the traffic density, traffic flows and the velocity
of the vehicles. These models are mainly used for the definition of ramp metering
control policy, where the control influence is the new incoming traffic flow from the
corresponding ramp metering point [22, 26]. Despite the complex formalism and the
needs for many additional parameters which have to be identified both in real time
and in off-line environments, the control algorithms successfully implements feed-
back control [6], model predictive control [34], optimal, flatness based control [1] etc.

The control of the transportation in urban areas applies relatively simple for-
malism. It is based on the discontinuity of flows, which can be presented that the
input flows are equal in quantities to the output flows of a transport node. The formal
description of these relations presents the store and forward model, which is easy to
describe in discrete time models. The control low for that case can be defined by
solving appropriate optimization problem. In simpler case the solution of the opti-
mization problem can give a feedback control loop, which is easily implemented by
the technical systems. The optimization problem is defined mainly assuming the
vehicles or waiting queues in the transport network as arguments of the problem. The
goal function is a relation of the number of vehicles or queues and can express
physical events like waiting time, time for travelling, and others. The constraints of
the problem express the store and forward relations for each node of the urban
network. The control influences are the green lights on the traffic crossroad points.
Additional control influences can be the duration of the traffic lights cycle and the
offset between the cycles on different cross sections. By increase of the control space,
the control problem becomes very complicated, which constraints its solution in real
time and respectively the practical implementation of such a control policy.

This paper introduces an innovation approach for the formal description of the
urban traffic control based on a bi-level model. Such an approach gives potential for
the increase of the control space of the control problem. Comparisons with the
classical optimization problem illustrate the potential of the bi-level optimization.

2 Traffic Control in Urban Area by Bi-level Approach

The idea of the multilevel modelling concerns the solution of interconnected
optimization problems. The general description of the multilevel optimization is
given in [27]

min
xk

fkðx1; . . .; xkÞ
gkðx1; . . .; xkÞ� 0;

ð1aÞ
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where xk�1 is the solution of

min
xk�1

fk�1ðx1; . . .; xkÞ
gk�1ðx1; . . .; xkÞ� 0;

ð1bÞ

x1 is the solution of the low level problem

min
x1

f1ðx1; . . .; xkÞ
g1ðx1; . . .; xkÞ� 0:

ð1cÞ

Problem (1a) is solved at upper level, where the coordinator controls the vari-
ables of the solutions xk for minimizing the fk function. Similarly, problem (1c) is at
the low-level and corresponds to the lower hierarchical level. The multilevel
optimization problem (1a–c) is hard to be solved [3, 13]. Even in the simplest
version of two-level optimization it becomes non-convex and/or non-smooth and
belongs to the class of global optimization [13]. The evaluation of the global
optimum for non-smooth optimization problems can be found by applying penalty
functions; by satisfying the Karush-Kuhn-Tucker type conditions which transforms
the optimization problem to a set of non-linear inequalities by applying pure
non-differentiable optimization technique (bundle optimization algorithm). The
multilevel modelling is an opportunity to cope the different aspects of the traffic
modelling, control and optimization. The multilevel modelling offers conceptual
tool for integration of control influences, sets of state variables, constraints and
control goals in a common optimization problem.

The global problem is defined as a set of two interconnected optimization
problems, Fig. 1.

The upper level problem assumes the values of y = y* as known parameters and
finds an optimal solution x*(y) by solving the problem

min
x

fxðx; y�Þ
x 2 Sxðy�Þ:

Fig. 1 Bi-level control
strategy
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The solution x*(y) is a function of the parameter y, respectively, the lower level
problem assumes x = x* as known parameter and finds its solution y*(x) as a
function of x. These two interconnected problems give the solution of the global
problem

min
x

fxðx; yÞ
x 2 SxðyÞ

y 2 arg
min
y

fyðy; xÞ
y 2 SyðxÞ

( )
;

ð2Þ

which means xopt is the solution of the optimization problem where y modifies the
goal function fx(x, y) and the admissible area Sx(y). Also, y is a solution of the low
level problem, influenced on its turn by x.

The comments below identify the differences between the bi-level optimization
problem (2) and the classical optimization problem (one level) in the form

min
x

fxðxÞ
x 2 Sx:

ð3Þ

The bi-level problem (2) extends the space of the arguments of (3) from xopt to
(xopt, yopt). The bi-level problem optimizes not only a goal function fx(x, y), but an
additional one fy(x, y), which means that the both optimization goals can be targeted
simultaneously by the bi-level modelling. For the classical case (3) the goal
function is only one—fx(x). The bi-level modelling considers wider set of con-
straints in (2) in comparison with (3). The multilevel (bi-level) optimization is more
general than mathematical programming.

3 Traffic Control in Urban Area

The traffic control in urban areas tries to keep the transportation network capacity
on its nominal level. The traffic network capacity can be considerably decreased
when congestions take place at network links. The traffic control targets to prevent
the congestions, which results in oversaturation and spillback of waiting vehicles at
the links. The current traffic control approaches usually focus on either urban or
freeway traffic. For the urban areas, the traffic lights are the mainly used control
actuators. The parameters, which define the operation of the traffic lights, are the
main control influences for the traffic control. These parameters are the green light
for appropriate direction, traffic light cycle, comprising the total time for green, red
and amber lights of a junction and the offset of time between the cycles of
neighbour junctions of the urban network. For the case of freeway traffic, partic-
ularly on motorways, it applies ramp metering policies [21].
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The most applied performance indices for the traffic flow control in the urban
areas are expressed as minimization of the lost/waiting times, the passage/travel
times, the number of stops during the driving. The most used criterion is the Total
Time Spend (TTS) which comprises the sum of the travel time and waiting time for
all vehicles in the network for a predefined time horizon. All these criteria are
functions of the numbers of vehicles, which are in the network. Due to the con-
strained capacity of the junctions to provide smooth character of the traffic flows,
queue lengths arise at the links in front of the junctions. Thus, the queue lengths are
chosen as state variables for the control problem and they participate in the opti-
mization criterion. As a consequence of these considerations the formal approach,
used to describe the traffic dynamics is based on the conservation law of flows. This
physical event origins the store-and-forward model, which is in primary consid-
eration in the urban control.

The store-and-forward model has a simple formal description and it is intuitively
easy to understand the traffic behaviour. The model is introduced by Gazis [17] and
it is actively exploited in previous and recent researches [2, 12, 28, 32]. The model
results in a set of linear dynamical discrete type relations, used for the definition and
solution of the control optimization problem. The implementation of these optimal
solutions influences and manages the transport behaviour, targeting decrease of the
traffic congestions. The model can be complicated to deal with priorities for mul-
timodal urban traffic control both for vehicles and buses [4], it is the formal
background for real time traffic control systems as SCOOT [19], UTOPIA [20],
PRODYN [18], SCATA [7], CRONOS [5], TUC [16].

In general, the state variables x are assumed to be outflows of vehicles or the
queue lengths; the control variables are the split gi or the duration of the green lights
for junction i and/or the total sum of the green GT ¼ P

gi for different stages of the
traffic lights. The time cycle ci of the traffic light is assumed as a given parameter
(not as a problem argument) of the optimization problem. Thus, the available
control policies evaluate only the green light duration as a problem argument.
Attempts to extend the control space are made in [16]. But the offset and the cycle
are implemented as independent control problems. In [4] considerations for the
benefits of the usage of the cycle ci as a control variable are provided, but they have
not been used and applied.

This research implements an integration of local optimization problems in
hierarchical structure formalizing control problem with control variables both the
green light durations and the cycles of the traffic lights. Thus, a bi-level opti-
mization problem is defined, which results in increased control space, wider set of
constraints and performer indices.

The attempts to implement bi-level formalism and optimization in traffic control
are not new. Integration of dynamic traffic control and assignment of traffic flows
was targeted and formalized as a bi-level optimization problem in [8, 30, 33]. In this
context the low level problems optimize the assignment of the traffic flows for given
matrices of O-D for traffic demands having given fixed signal settings. The optimal
flow assignment is used for the upper level problem as given parameters and the
optimal signal settings are evaluated from the upper level control problem. Thus, an
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iterative optimization assignment procedure is used to update alternatively the
signal settings for fixed flows and solve the traffic equilibrium problem for fixed
signal settings until the solutions of the two problems are considered to be mutually
consistent. Such integration between transport flows in urban networks and the
optimal signal settings are targeted in [8, 10, 14]. Recently, the bi-level formalism is
used for road pricing [15], the usage of traffic control gantries for toll enforcement
[25]. Part of the researches addresses the computational requirements, needed for
the implementation of bi-level optimization in transport control [9, 10, 23, 31]. For
the case of control of transportation system the main control influence, used in the
papers above concerns only the duration of the green light for the signal settings.
This research is working on direction to extend the control space not only with the
green light duration but the traffic cycle’s value as well in order to find the optimal
problem solution. The expected benefits concern the minimization of the queue
lengths and maximization of the traffic flows, which leave the urban network.

4 Formal Model by Bi-level Optimization

A particular case of crossroad section is considered, Fig. 2. Some of the directions
are not allowed for the traffic. The notations, applied for this junction are the
following:

Fig. 2 A particular crossroad section
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xi, i = 1, .., 8 denote the queue lengths for each lane of the junction (vehicles);
uj,j = 1, .., 4 are the green light durations for each phase of the cycle (s). It has

been chosen 4 phases for that junction.
s denotes the saturation flow for the straight directions of the junction (veh/s).

For the horizontal and vertical directions it has been chosen as a common known
coefficient.

�s denotes the saturation for the turning flows (veh/s). For the different turning
flows it has been assumed as a common known coefficient. The form of the control
problem will not be complicated if s and �s have different values for each lane of the
junction. The division of the cycle on 4 phases defines the common constraint:

u1 þ u2 þ u3 þ u4 þ 0:1c ¼ c; ð4Þ

where the total duration of the amber light between the phases is assumed to be
10 % of the cycle duration c. Close to each queue length xi of Fig. 2 it is given the
value of the outgoing vehicles, during the green phase for the corresponding
direction. For the case of queue x1 the volume of the outgoing vehicles is u1s. For
the queue x3 the volume of the outgoing vehicles is (u2 + u3 + u4)s. It is evident
that each direction of the junction has different parts of time of the cycle to pass
during the green lights.

Following the notations of Fig. 2 and applying the store and forward model, a
low level optimization problem is defined. For this problem the control arguments
are the durations of the green phases uj, j = 1, .., 4. The duration of the cycle c is
assumed as a constant value, which will be evaluated by the upper optimization
problem. The formal description of the low level control problem is the following:

x1 ¼ x10 þ x1in � u1s

x2 ¼ x20 þ x2in � u2�s

x3 � x30 þ x3in � ðu2 þ u3 þ u4Þ�s
x4 ¼ x40 þ x4in � u3�s

x5 ¼ x50 þ x5in � u1s

x6 ¼ x60 þ x6in � u4s

x7 ¼ x70 þ x7in � ðu3 þ u4Þ�s
x8 ¼ x80 þ x8in � ðu1 þ u2Þ�s
u1 þ u2 þ u3 þ u4 ¼ 0:9c;

ð5Þ

where xi0; i ¼ 1; . . .; 8 are the initial values of the queue lengths, which are regarded
as disturbances for the control process;

xi;in are the traffic demands. For the case of simplicity of the problem and to
assess the bi-level control policy they have been assumed 0 or lack of traffic inputs.
The control strategy for this problem is to decrease the values of xi0; i ¼ 1; . . .:; 8,
which means that the queue lengths will vanish and congestion is missing.
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The performance index for the control problem is chosen in a quadratic form

f ðx; uÞ ¼ xTQxxþRxxþCðuTquuþ ruuÞ: ð6Þ

The matrices Qx; qu can have values giving priority to a chosen direction. In a
simple case these matrices are diagonal which is regarded in this research. The
corresponding vectors Rx; ru are also chosen with the same components. The value
of the coefficient Г provides scaling to have the same order of magnitude for the
components of the goal function f ðx; uÞ. The solution of this problem will give the
durations of the green phases uoptj ; 8j ¼ 1; . . .; 4 and the lengths of the queues

xopti ; i ¼ 1; . . .; 8, which will result after the implementation of the green phases. For
the low level problem the duration of the cycle c is a constant value.

The upper level control problem is defined to maximize the outgoing vehicles of
the crossroad directions and to decrease the queues x2; x4. The outgoing vehicles
(Fig. 2) define the goal function of the upper level problem in a quadratic form

Fðc; uðcÞÞ ¼ fðu2ðcÞ�sÞ2 þðu3ðcÞ�sÞ2 � Gc2g; ð7Þ

where the notation u2ðcÞ means that the green phase duration is a function of the
cycle c. The coefficient G preserves the increase to infinity of the duration of the
cycle c. From practical considerations, the duration of the cycle is constrained
between the upper and lower bounds

cmin � c� cmax: ð8Þ

This bi-level formulation derives two interconnected optimization problems. The
lower level problem derives the optimal durations of the green phases uoptj ðcÞ; j ¼
1; . . .; 4 for a given cycle c. The upper level evaluates the duration of the cycle
coptðuÞ for given u. The low level problems targets minimization of the queue
lengths xj; j ¼ 1; . . .; 8 and the upper level maximizes the outgoing vehicles for the
turning directions.

5 Numerical Solution Algorithm

The terms bi-level and multilevel programming are called mathematical programs
with optimization problems in the constraints which reflect the situation for solving
interconnected optimization problems [11]. The theoretical approach for the solu-
tion of such class of problems origins from the application of Karush-Kuhn-Tucker
(KKT) optimality conditions. The KKT conditions are fundamental for many
algorithms for constrained optimization problems. They give relaxation for the
multilevel optimization problem by its reformulation as a set of nonlinear equalities
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and inequalities [24]. Thus, for the bi-level case the low level problem becomes
from optimization problem to a set of inequalities in the feasible area of the upper
level problem. Nevertheless this relaxation, the computational power for solving
such nonlinear problem is a constraint for real time implementation. The nonlinear
relations do not guarantee the evaluation of the global solution and the KKT
conditions are not sufficient. From mathematical point of view the solution of such
problems need solvers, which evaluate global minimum (or maximum) for the
nonlinear problem.

This research does not develop global optimization solver, but it provides a
method finding practical local solutions for the bi-level problem. The method is
based on the approximation of inexplicit function in well defined analytical form.
Using these analytical descriptions and applying a sequence of iterations by means
to approximate the inexplicit relations on each evaluation step, the solution of the
bi-level problem is found after a set of numerical iterations. The theoretical back-
ground of this method is presented in [29] and the solution of the bi-level problem
is presented below. The solutions of the low level problem are different values
uoptj ðcÞ by changing the values of the cycle c. Hence, the relations uoptj ðcÞ are
inexplicit functions of c. To derive explicit analytical relations, Taylor series are
applied:

u2ðcÞ � u2ðc�Þþ du2
dc c� ðc� c�Þj and u3ðcÞ � u3ðc�Þþ du3

dc c� ðc� c�Þj : ð9Þ

The values of the unknown matrix derivatives du
dc can be calculated from the

relation du
dc ¼ Q�1ATðAQ�1ATÞ�1 [29] for a linear–quadratic optimization problem

in the form minðxTQxþRTxÞ, subject to constraints Ax ¼ B:
By substituting the approximations (9) in the upper goal function (7) and after

few arrangements, the upper level goal function has well defined analytical
structure

Fðc; uðcÞÞ ¼ fdu2
dc c�c2 � 2a2ðc�Þ du2dc c�cþj

���� du3
dc c�c2 � 2a3ðc�Þ du2dc c�cj � 2Gc

���� g;

ð10Þ

where ai ¼ uiðc�Þ � dui
dc c�c�; i ¼ 1; 2j are coefficients. The upper level problem

concerns the maximization of (10), subject to the constraints (8). Due to the par-
ticular analytical form of Fðc; uðcÞÞ the solution can be found by putting the first
derivative of F towards c to zero or

max
c

FðcÞ � dFðcÞ
dc

¼ 0; ð11Þ
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which gives the optimal solution of the upper level problem

copt ¼ a2ðc�Þ du2dc c�j þ a3ðc�Þ du3dc c�j � G

ðdu2dc c�j Þ2 þðdu3dc c�j Þ2 : ð12Þ

Taking into account constraints (8), this optimal value copt must be corrected to
belong between the upper and lower bounds of (8).

To express the derivatives dui
dc ; i ¼ 1; 2 in terms of the low level problem, the last

must be described explicitly from the parameters of the low level problem. The low
level problem can be reformulated using only the arguments of the control variables
uj; 8j ¼ 1; . . .; 4. For a given initial queue lengths xi0; i ¼ 1; . . .; 8, the state vari-
ables xi; i ¼ 1; . . .; 8 can be expressed by (5) and substituted in the goal function of
the low level problem (6). Thus, the cost criteria f ðuÞ ¼ uTQuuþRuu can be
expressed only by the control variables uj; 8j ¼ 1; . . .; 4, and the feasible area is
Auu ¼ Bu, where the matrices Qu;Ru;Au;Bu have appropriate structure. Substituting
(5) in (6) and after rearrangements the explicit descriptions of Qu;Ru and constraints
Au;Bu are

Qu ¼
2s2 þ�s �s2 0 0
�s2 3�s2 �s2 �s2

0 �s2 3�s2 2�s2

0 �s2 2�s2 2�s2 þ s2

��������

��������
; Ru ¼

�x10s� 2x50s� 2x80�s

�x20�s� 2x30�s� 2x80�s

�x90�s� 2x60s� 2x70�s

�������

�������
ð13Þ

Au ¼ 1:11 1:11 1:11 1:11j j; Bu ¼ c:

For the low level problem the solutions ujðcÞ; j ¼ 1; . . .; 4 are functions of the
cycle c. Using [29], the relation u ¼ uðcÞ has the form

uðcÞ ¼ uðc�ÞþQ�1
u AT

u ðAuQ
�1
u AT

u Þ�1ðc� c�Þ; ð14Þ

where c� is an initial feasible point for the cycle. From the matrix Eq. (14) the
needed numerical relations for u2ðcÞ; u3ðcÞ can be easily defined.

Using relations (12)–(14) the algorithm for the solution of the bi-level problem
is:

1. Choose an initial feasible cycle c�.
2. The low level problem (13) is solved with the initial values of the queue lengths

xi0; i ¼ 1; . . .; 8 and c�. The solutions u� of the low level problem are found.
3. Evaluation of the coefficients du2

dc u�j ; du3dc u�j at point u�.
4. Evaluation of new c� according to (12).
5. If for a given scalar ε the convergence test c�;sþ 1 � c�;s

�� ��� e is satisfied, stop;
otherwise start a new iteration s = s+1 with the new c�s and go back to step2.

This algorithm will be efficient if both the low and upper level problems always
solve and generate their appropriate optimization solutions uoptj ðcÞ coptðuÞ. From
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theoretical point of view this cannot be guaranteed, which provides difficulties for
the practical applications of the bi-level optimization. For the particular case of this
research, the upper level problems, defined and tested for three cases can be defined
in explicit analytical forms. Respectively, the solutions of the upper level problems
have been derived in analytical relations (12, 16, 18). Additionally, for the low level
problem the particular constraint (4) is not restrictive and we can find solutions for
the low level problem for each c > 0. From practical considerations, the defined
upper and low level problems provide appropriate solutions. The convergence of
these solutions to a common one is not studied theoretically in this paper. However,
the results from the simulations, given below, have not met a lack of convergence.

The numerical simulations contain solutions of optimization problem only for
the low level. As an analytical solution (12) has been derived for the upper level
problem, this considerably reduces the need for additional computational power for
solving the bi-level problem. MATLAB tool has been used for the numerical
simulations.

6 Simulation Results

This section presents numerical simulation results for the implementation of the
bi-level modelling of the control process. The results have been compared with a
classical optimal control problem, where the queue lengths are minimized by
changing the green light duration, but the cycle of the traffic light is kept as a
constant value. The potential of the bi-level formalism has been illustrated addi-
tionally by changing the upper level problem. Three kinds of upper level problems
have been simulated:

Case 1: The currently presented goal for maximization of the outgoing flows
from queues x2; x3. The analytical form of the upper level goal function is (7).
Comparisons between the bi-level and single level control policies are done by two
criteria: total waiting vehicles, defined by the low level problem; the potential
number of vehicles, which are able to make cross turns on the junctions decreasing
queues x2; x4

Case 2: The goal of the upper level problem is changed to minimize the waiting
time for the vehicles, which make turns from queues x2; x4. The upper level goal
function for that case has analytical form:

Fðc; uðcÞÞ ¼ fðc� u2ðcÞÞ2 þðc� u3ðcÞÞ2 � bcg; ð15Þ

where the coefficient β is used to reduce the increase of c to infinity. Following the
approach for the approximation of the inexplicit functions uoptj ðcÞ in Taylor series
and substituting them in (15), explicit analytical relation for FðcÞ is found. Due to
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the particular simple case of the upper level problem, applying (11) for the case of
minimization of FðcÞ the analytical solution of copt is

copt ¼

c� ¼ cmin; if c�\cmin;

c� ¼ a2ðc�Þ du2dc c�j þ a3ðc�Þ du3dc c�j � G

ðdu2dc c�j Þ2 þðdu3dc c�j Þ2 ; if cmin\c�\cmax

c� ¼ cmax; if c� [ cmax;

8>>>><
>>>>:

9>>>>=
>>>>;
: ð16Þ

This value is applied for step 4 of the numerical algorithm for solving the
bi-level problem. Comparisons between the single and bi-level control policies are
done again by two criteria: total number of waiting vehicles; total waiting time for
vehicles in queues x2; x4.

Case 3: The third form of the upper level goal function is defined to minimize
the queues x2; x4 by changing c. The upper level goal function is

Fðc; xðcÞÞ ¼ fðx2ðcÞÞ2 þðx4ðcÞÞ2g: ð17Þ

Using the approximations of the inexplicit functions uoptj ðcÞ from (15) and
substituting them in (5), explicit analytical relations about x2ðcÞ; x4ðcÞ are found,
which are used for (17). Thus, analytical form of FðcÞ is found, which is used in
(11) for its minimization towards c. The corresponding solution of copt is

copt ¼

c� ¼ cmin; if c�\cmin;

c� ¼ d1ðc�Þ�s du2dc c�j þ d3ðc�Þ�s du3dc c�j
ð�s du2dc c�j Þ2 þð�s du3dc c�j Þ2 ; if cmin\c�\cmax

c� ¼ cmax; if c� [ cmax;

8>>>><
>>>>:

9>>>>=
>>>>;
; ð18Þ

where d1; d2, are coefficients, evaluated at each iteration step

d1 ¼ x20 � �su2ðc�Þþ�s
du2
dc

c�j :c�; d2 ¼ x40 � �su3ðc�Þþ�s
du3
dc

c�j :c:

At each simulation step it has been evaluated both the cycle and the green light
values for the different phases. For the next phase the initial queue lengths xi0; i ¼
1; . . .; 8 are assumed as states xi; i ¼ 1; . . .; 8, obtained from the solution of the
previous control problem. For all cases the parameters, chosen for the simulation
are: s = 1 (veh/s); �s ¼ 0:25 ðveh=sÞ; c ¼ 60 s for the single level optimization and
initial value for the bi-level one; cmin = 20 s, cmax = 90 s; umin = 10 s, umax = 60 s;
xT0 ¼ 70 60 70 60 70 60 70 60j j.

Results for Case 1:
The bi-level problem gives benefits both for the total number of waiting vehicles

and for the increase of the capacity of the junction for the turning flows x2; x4. The
decrease of the total number of waiting vehicles is faster in comparison with the
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single optimization policy, Fig. 3a. Figure 3b illustrates the increase in the capacity
of the flows that make turns in comparison with the single level control. For
illustration purposes on Fig. 3c, d are given the behaviours of the flow queues
x2; x4, which are addressed by the upper-level problem. The simulation results
prove faster decrease of these queues in comparison with a single control policy.

Results of Case 2:
For that case the upper level minimizes the waiting times of the queues x2; x4.

Figure 4a illustrates again faster behaviour in decrease of the total waiting vehicles
of the bi-level control. Figure 4b gives information how the waiting time sharply
decreases for the queues x2; x4. It is interesting that the bi-level control does not
give priority to queues x2; x4 for the first two cycles. But having integrated the
delays, the next cycles result to big decrease, which is bigger in comparison with
the single control policy.

Fig. 3 Comparisons for Case 1

Fig. 4 Comparisons for Case 2
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Results for case 3:
For that case the upper level problem supports the low level one in minimizing

the queues for directions x2; x4.
Figure 5a illustrates again the benefit of the bi-level control for minimizing the

total number of waiting vehicles. Having additional support from the upper level
problem, the decrease of queues x2; x4 is faster in comparison with the single
control policy, Fig. 5b.

7 Conclusions

The formal model, which the bi-level approach uses, allows more control variables
to be defined as solutions of the control problem. For the research above this results
in extended control space including both the duration of the green lights and the
traffic cycle. The increased space of the control allows being satisfied extended set
of constraints and additional control goals, which cannot be tackled if a single
optimization problem is applied. For the particular case, due to extension of the
control space the bi-level control optimization can optimize additionally the waiting
time, the predefined queue lengths of vehicles, the maximization of the output flows
from a part of the traffic network. The research illustrates only a simple cross road
section, but it can be extended to an urban network. This will result in increase of
the dimensions of the optimization problem. Respectively, the computational power
for real time implementation of the bi-level optimization will be also increased.
A potential for the real time implementation of the bi-level optimization is given by
analytical solutions of the upper level problem. It has been illustrated that the upper
level problem can have several forms (cases 1, 2, 3). Thus, the control unit can
change them in an appropriate manner, according to the current situation. But the
opportunity to find the upper level optimal solution analytically is the general
prerequisite for the real time implementation of such a bi-level control strategy.

The simulation results illustrate benefits for the control process in comparison
with the classical optimization approach.

Fig. 5 Comparisons for Case 3
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Building of Numerically Effective Kalman
Estimator Algorithm for Urban
Transportation Network

Aleksey Balabanov

Abstract An effective numerical algorithm of building steady-state Kalman
estimator for the urban transportation store-and-forward network model is repre-
sented. The proposed approach use special structure of the model and is based on
resolvent method to construct a stabilizing solution of discrete algebraic Riccati
equation.

Keywords Steady-state Kalman observer � Discrete algebraic Riccati equation �
Resolvent method � Urban transportation network

1 Introduction

An urban transportation network (UTN) is a network of linked junctions which are
usually controlled by the traffic lights [1]. Traffic lights control is provided by
intelligent transportation system (ITS). To improve the UTN traffic management
and monitoring, the ITS requires current accurate traffic information [2, 3]. Traffic
data may be obtained from various types of road sensors and devices such as
inductive loop detectors, microwave detectors, cameras, etc. The data may be also
estimated by some methods which use GPS devices or drivers mobile phones.
Unfortunately the accuracy of mentioned traffic data sources is not enough and
received data must be filtered and estimated by ITS.

There are many approaches presented by different authors to solve this issue, see
for example [2, 4, 5] and the following references within. Good estimation results
showed approaches which used some variant of the Kalman Filter [2, 6]. The
Kalman filter or Kalman estimator can be adapted to track various categories of
traffic information of UTN given multisource noisy sensor data.

This paper considers estimation of vehicles amount in queues which are
appeared in front of controlled junctions in saturated UTN. The paper proposes to
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use a steady-state Kalman estimator. The main result of the paper is an approach to
build steady-state Kalman estimator which is applicable for on-line computations.
The proposed approach is based on special structure of UTN model and use
resolvent method to find stabilizing solution of continuous type algebraic Riccati
equation as solution of discrete algebraic Riccati equation. The paper presents
evaluation of the numerical algorithm to show its efficiency. In a final part of the
paper a numerical example was presented to illustrate main stages of computation
process.

2 Problem Formulation

The well-known Gazis and Potts store-and-forward model [1] of the UTN is con-
sidered. This model describes in a simple way the flow process in an UTN and
represents UTN as discrete linear state-space plant. When in the plant are presented
disturbances and sensors noise, the plant state should be estimated. As it is known
[7], state estimation of the plant might be provided by Kalman estimator. The
become sections briefly overview steady-state Kalman estimation problem and
UTN state-space model building. The problem formulation is given in the end of
Sect. 2.2.

2.1 Overview of Steady-State Kalman Estimator Building

For a given discrete plant

xðkþ 1Þ ¼ AdxðkÞþBduðkÞþFdwðkÞ; xð0Þ ¼ x0;

yðkÞ ¼ CdxðkÞþ vðkÞ

)
ð1Þ

and the processes wðkÞ; vðkÞ covariance data E wðkÞwTðkÞf g ¼ Qd � 0,
E vðkÞvTðkÞf g ¼ Rd [ 0 the optimal steady-state Kalman estimator [7] constructs a
state estimate x̂ðkÞ 2 Rn that minimizes the mean square error E eðkÞTeðkÞ� �

in the
limit k ! 1, where vector eðkÞ ¼ x̂ðkÞ � xðkÞ 2 Rn—reconstruction error;
xðkÞ 2 Rn—state; uðkÞ 2 Rm—control; x0—initial state; yðkÞ 2 Rr; vðkÞ 2 Rr—
measurement and measurement noise respectively; wðkÞ 2 Rl—disturbance. When
the processes wðkÞ; vðkÞ are uncorrelated, the Kalman estimator is represented as
state equation

x̂ðkþ 1Þ ¼ Ad x̂ðkÞþBduðkÞþLd yðkÞ � Cd x̂ðkÞð Þ; x̂ð0Þ ¼ x̂0; ð2Þ
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where estimator gain matrix is given by Ld ¼ AdXCT
d ðCdXCT

d þRdÞ�1 and X is
derived by solving a discrete algebraic Riccati equation (DARE)

X ¼ AdXAT
d þ �Qd � AdXCT

d ðCdXCT
d þRdÞ�1CdXAT

d ;
�Qd ¼ FdQdF

T
d : ð3Þ

The Kalman estimator approach has the following limitations: (1) the pair
ðCd ; AdÞ should be detectable; (2) the pair ðAd; NÞ has to have no uncontrollable
unstable mode, where N corresponds to factorization �Qd ¼ NNT .

2.2 Overview of UTN State-Space Model Building

Let the considered UTN has nsrc external vehicles sources fl; l 2 f1; 2; . . .; nsrcg
and nsnk outgoing of UTN vehicles sinks hr; r 2 f1; 2; . . .; nsnkg: Let also, the UTN
consists of p traffic light controlled junctions and all junctions are connected by n
links. The traffic lights change their phases (stages) periodically to provide each
queue right of way. For sake of simplicity, we will suppose that each link include
only one queue with xi, i 2 f1; 2; . . .; ng vehicles in it and also suppose that each
traffic light cycle time is a constant value and equal to c seconds. Let for j-th
junction cycle is split by mj, j 2 f1; 2; . . .; pg phases. Each r-th phase of j-th
junction provides for queues set Xr;j right of way during an effective green time ger;j.
The phase also includes a lost time lr;j then traffic flow can’t be used.

A junction control may be implemented by changing effective green times
duration within the cycle (it is so called splits control [1]). There are only mj � 1
effective green time variables to change. The last effective green time dependent
from other one. Generally, UTN has m ¼Pp

j¼1 mj � p independent variables
ge1;1; g

e
2;1; . . .; g

e
m1�1;1; g

e
1;2; . . .; g

e
mp�1;p. Let gi is a green time for i-th queue.

According to sets Xr;j, to each gi corresponds appropriate effective green time ger;j
(or sum of them). For relative green times variables ĝi ¼ gi=c, ĝei; j ¼ gei; j=c; i; j ¼
1; 2; . . . and vectors ĝ ¼ ĝ1; ĝ2; . . .; ĝn

� �T
, ĝe ¼ ĝe1;1; ĝ

e
2;1; . . .; ĝ

e
m1�1;1; ĝ

e
1;2; . . .;

h
ĝemp�1;p�T there is a linear relation

ĝ ¼ GTN ĝ
e þLTN ; GTN 2 Rn�m; LTN 2 Rn: ð4Þ

The change of i-th queue length (vehicles amount) in k-th cycle can be repre-
sented by the equation

xiðkþ 1Þ ¼ xiðkÞþ qini ðkÞ � qouti ðkÞþ dini ðkÞ � douti ðkÞ; i 2 f1; 2; . . .; ng; ð5Þ
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where xiðkÞ; xiðkþ 1Þ are the i-th queue lengths at the beginning of k-th and
ðkþ 1Þ-th cycle respectively; qini ; qouti queue outside input and output respectively;
dini , douti are input and output within i-th link respectively. Let variance

ddifi ¼ dini � douti . Then, let si; j denotes vehicles exchange from j-th to i-th queue; fi; j
means vehicles came from j-th source to i-th queue; hi; j means vehicles outcome
from j-th queue to i-th sink. Obviously, value qini consists of external sources and

from other queues income, qini ¼Pnsrc

l¼1 fi;l þ
Pn

j¼1; j6¼i si; j. The same holds for value

qouti ¼Pnsnk

r¼1 hr;i þ
Pn

e¼1; e 6¼i se;i.
A passed through vehicles amount z during time s, (s), may be expressed by

vehicles flow v, (veh/s), as z ¼ vs. We suppose that outgoing flow can be split
toward n directions as z ¼Pn

i¼1 zi ¼
Pn

i¼1 kivs, where ki is a proportion toward
i-th direction. It is assumed that 0� ki � 1;

Pn
i¼1 ki ¼ 1 and values v, ki are ran-

dom numbers with known statistic characteristics. Let v ¼ �vþDv, ki ¼ �ki þDki,
where �v ¼ E vf g, �ki ¼ E kif g are average of values v, ki respectively and Dv, Dki are
the appropriate centered random numbers. The denotation Efg means mathematical
expectation.

Then, similarly to equation z ¼Pn
i¼1 kivs ¼

Pn
i¼1

�ki þDki
� �

�vþDvð Þs,
the above values can be represented as fi;l ¼ �k f

i;l þDk f
i;l

� 	
�v fl þDv fl
� 	

c ¼
�k f
i;l�v

f
l cþw f

i;lc; si; j ¼ �ksi; j þDksi; j

� 	
�vsj þDvsj
� 	

gj ¼ �ksi; j�v
s
j gj þws

i; jgj; hr;i ¼ �khr;i þDkhr;i

� 	
�vhi þDvhi
� �

gi ¼ �khr;i�v
h
i gi þwh

r;igi; se;i ¼ �kse;i þDkse;i

� 	
�vsi þDvsi
� �

gi ¼ �kse;i�v
s
i gi þ

ws
e;igi; ddifi ¼ �vdi þDvdi

� �
c; where �k f

i;l, �v
f
l are average values of splits and flows

from source fl toward i-th queue, Dk f
i;l; Dv fl are deviations of these values, and

w f
i;l ¼ Dk f

i;l�v
f
l þ �k f

i;lDv
f
l þDk f

i;lDv
f
l . The similar meanings have the rest of values.

By collecting the above, we can rewrite Eq. (5) in matrix form

xðkþ 1Þ ¼ xðkÞþ cSTN ĝðkÞþ cTTN þ cDTN þ cwðkÞ; ð6Þ

where xðkÞ ¼ x1ðkÞ; x2ðkÞ; . . .; xnðkÞ½ �T , STN 2 Rn�n with elements STNði; jÞ ¼
�ksi;j�v

s
j ; i 6¼ j;

�ri; i ¼ j;



TTN ¼ /1 /2 . . . /n½ �T ; DTN ¼ �vd1 �vd2 . . . �vdn

� �T
;wðkÞ ¼

w1ðkÞ w2ðkÞ . . . wnðkÞ
� �T

; /i ¼
Pnsrc

l¼1
�k f
i;l�v

f
i;l; ri ¼

Pnsnk

r¼1
�khr;i�v

h
i þ

Pn
e¼1; e 6¼i

�kse;i�v
s
i

� 	
;

wiðkÞ ¼
Pnsrc

l¼1 w
f
i;l þ

Pn
j¼1; j 6¼i w

s
i;jĝj �

Pnsnk

r¼1 w
h
r;iĝi �

Pn
e¼1; e 6¼i w

s
e;iĝi þ Dvdi ðkÞ, i 2

f1; 2; . . .; ng.
Substitution (4) to Eq. (6) yields

xðkþ 1Þ ¼ xðkÞþ cSTNGTN ĝ
eðkÞþ cSTNLTN þ cTTN þ cDTN þ cwðkÞ.
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According to [1], there exists a nominal situation when the input of each queue
equals to its output, xðkþ 1Þ ¼ xðkÞ. This condition holds when

cSTNGTN ĝ
N þ cNTN ¼ 0; ð7Þ

where ĝN is a nominal green time vector and NTN ¼ STNLTN þTTN þDTN com-
prises network demand vector. Obviously, this situation exists when the nominal
green time vector ĝN is a unique solution of linear Eq. (7), i.e. when
rank STNGTNð Þ ¼ rank STNGTN NTN½ �ð Þ�m. By presenting ĝeðkÞ ¼ ĝN þ uðkÞ the
whole UTN model can be represented as a discrete-time linear state-space model (1)
which specified by matrices

Ad ¼ In; Bd ¼ cSTNGTN 2 Rn�m; Fd ¼ cIn; Cd 2 Rn�r; ð8Þ

where In is a n� n identity matrix, uðkÞ ¼ ĝeðkÞ � ĝN ; u 2 Rm.
For further Kalman estimator synthesis issue, we must discuss limitations

mentioned in the end of Sect. 2.1. For the first condition matrix VT ¼
CT

d ; A
T
dC

T
d ; . . .; AT

d

� �n�1
CT

d

h i
2 Rn�ðn�rÞ has to have full rankðVÞ ¼ n. Since Ad

is an identity matrix, this condition holds when matrix Cd 2 Rr�n size r� n and
rankðCdÞ ¼ n. The second condition requires that the pair ðAd; NÞ, has to have no
uncontrollable unstable mode, i.e. the pair ðAd ; NÞ should be stabilizable, N
corresponds to �Qd ¼ c2Qd ¼ NNT . Since all matrix Ad modes equal to one we will
suppose a strict inequality for disturbance covariance matrix Qd [ 0. The last
condition is natural since each queue length equation includes value wiðkÞ. It is
worth to mention that if there is a way from i-th to j-th queue, then processes wi and
wj may correlate to each other due to fact that value ws

i; j is included to both values
wi, wj with different sign.

When there is necessary information, for given store-and-forward model (1) and
(8) and disturbances covariance data Qd Rd the state variables (vehicles amount
which stay in the queues) can be estimated by steady-state Kalman estimator. For a
certain period of time, matrices Qd , Rd can be left unchanged. But since of weather
conditions or traffic demand changing, the disturbances characteristics (matrices
Qd , Rd elements) may become significantly changed. In this case steady-state
Kalman estimator should be rebuilt for a new data. Since a real UTN may be
significantly large, a problem may appear and the ITS may require a fast algorithm
to estimate the UTN conditions.

The paper proposes the Kalman estimator (2) building algorithm for UTN model
(1) and (8) which numerically reduce problem.
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3 Building of Discrete Kalman Estimator for UTN
by Resolvent Method

3.1 Numerical Development of Resolvent Method

The resolvent method [8] propose methodology for finding stabilizing solution X of
continuous algebraic Riccati equation (CARE)

ATXþXAþP� XQX ¼ 0n;n: ð9Þ

It is known [9] that there is a relation between discrete and continuous type
algebraic Riccati equations solutions. This relation allows using numerical algo-
rithm to solve DARE (3) by finding CARE (9) solution with known matrices
defined as

A ¼ In � 2D�T ; Q ¼ 2ðIn þAT
d Þ�1 �R�1

d D�1; P ¼ 2D�1 �QdðIn þAT
d Þ�1; ð10Þ

where D ¼ In þAd þ �QdðIn þAT
d Þ�1 �Rd ;

�Qd ¼ FdQdF
T
d ;

�Rd ¼ CT
dR

�1
d Cd .

A developed numerical resolvent method consists of the following procedures.

For given Hamilton matrix H ¼ A �Q
�P �AT

� �
a characteristic polynomial

DðsÞ ¼ det sI2n �Hð Þ ¼ dðxÞjx¼s2¼ xn þ d1x
n�1 þ � � � þ dn�1xþ dn ð11Þ

has to be found. Then, quadratic functionals

cr ¼
1
2pj

Z
C

xr

dðxÞ ds; x ¼ s2; r ¼ 0; 1; . . .; n� 1 ð12Þ

have to be computed and their linear combinations

gm ¼ c0dm þ c1dm�1 þ � � � þ cmd0; d0 ¼ 1 m ¼ 0; 1; . . .; n� 1: ð13Þ

Above C is an anticlockwise closed contour in right half complex plane ðsÞ with
shape of semicircle with diameter on imaginary axes. Then by matrices

U ¼ 1
2
I2n þHS; S ¼

Xn�1

k¼0

gn�1�kG
k; G ¼ H2; ð14Þ
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the CARE (9) stabilizing solution can be found from linear equation

U2XþU1 ¼ 02n;n; U1; U2 2 R2n�n; U ¼ U1 U2½ �: ð15Þ

For the matrices (14) is convenient to use n� n size block representations

G ¼ H2 ¼ A2 þQP QAT � AQ
ATP� PA PQþA2T

� �
¼ G11 G12

G21 G22

� �
; ð16Þ

Gk ¼ G11
k G12

k
G21

k G22
k

� �
; k ¼ 1; 2; . . .; S ¼ S11 S12

S21 S22

� �
; U ¼ U11 U12

U21 U22

� �
:

The numbers (12), can be computed either as residuals sum inside counter C or
as certain integrals

cr ¼
1
p

Z1
0

hrðzÞ � grðzÞf g ds; z ¼ �s2; r ¼ 0; 1; . . .; n� 1; ð17Þ

which follow from (12) after contour C transformation to an imaginary axis. Above

in (17) subintegral functions grðxÞ ¼ xr
dðxÞ, hrðnÞ ¼ nn�r�1

lðnÞ , r ¼ 0; 1; . . .; n� 1 and

lðnÞ ¼ 1
xn dðxÞ, n ¼ 1

x.

3.2 Resolvent Method Applying for UTN Model Data

This section develops reduction of resolvent method by applying equalities (10)
with given matrices (8). Matrices (8) substitution into (10) yields

A ¼ In � 2D�T ; Q ¼ �RdD
�1; P ¼ D�1 �Qd; D ¼ 2In þ 1

2
�Qd

�Rd; ð18Þ

where �Qd ¼ c2Qd , �Rd ¼ CT
dR

�1
d Cd . Matrices (18) transposes are

AT ¼ In � 2D�1; Q ¼ QT ¼ D�T �Rd; P ¼ PT ¼ �QdD
�T ; DT ¼ 2In þ 1

2
�Rd

�Qd :

ð19Þ

Let us consider matrix

AQ ¼ In � 2D�T� �
�RdD

�1 ¼ �RdD
�1 � 2D�T �RdD

�1� �
: ð20Þ
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Matrix AQ is symmetric since right part of equality (20) is a difference of two
symmetric matrices. The same is easy to show for matrix PA ¼ PAð ÞT .
Consequently, from (16) and (14) and matrices AQ, PA symmetry follows
G12 ¼ G21 ¼ G12

k ¼ G21
k ¼ S12 ¼ S21 ¼ 0n;n.

Then, according to equalities (18) and (19) and by sequence of transformations

A2 þQP ¼ In � 2D�T� �2 þ �R�1
d D�1D�1 �Qd ¼ In � 4D�T þ 4D�2T þD�2T �R�1

d
�Qd

¼ In � 4D�T þ 2D�2T 2In þ 1
2
�R�1
d

�Qd

 �
¼ In � 2D�T ¼ A

matrix G11 is reduced to G11 ¼ A.
Hence, since G11 ¼ GT

22, det xIn �Gð Þ ¼ dðxÞdðxÞ, dðGÞ ¼ DðHÞ ¼ 0 [8], there
is a representation for polynomial (11),

dðxÞ ¼ detðxIn � AÞ ð21Þ

and S11 ¼
Pn�1

k¼0 gn�1�kA
k.

An effective way to find last sum is to apply first for matrix

A ¼ T~AT�1 ð22Þ

linear transformation that makes matrix ~A sparse. Then, matrix S11 can be repre-
sented as

S11 ¼ T~S11T
�1 ð23Þ

where ~S11 ¼
Xn�1

k¼0

gn�1�k
~A
k
: ð24Þ

Let transformation (22) is a transformation to a normal Frobenius form [10].
Then, matrix T is also a system matrix of linear equation

Td ¼ tn; ð25Þ

of Krylov’s method [10]. Krylov’s method finds characteristic polynomial of matrix
A. In (25) d ¼ d0; d1; . . .; dn�1½ �T is vector of unknown characteristic polynomial
(21) coefficients and matrix T ¼ t0; t1; . . .; tn�1½ � is built by vector series

tk ¼ Atk�1; k ¼ 1; 2; . . .; n; t0 ¼ t; ð26Þ

where initial vector t should be chosen to produce invertible matrix T. According to
[10] such vector always exists.
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Finally, matrix (14) can be represented in a simplified way as

U ¼ 0:5In þAS11 �QST11
�PS11 0:5In � ATST11

� �

and the stabilizing solution of CARE can be found as a least squares solution of
linear Eq. (15).

Alternatively, the CARE stabilizing solution may be found by using represen-
tation X ¼ YþQ�1A. It may exist since Q is invertible matrix

(Q�1 ¼ D�R�1
d ,�Rd [ 0) and Q�1A is a symmetric positive defined matrix which

equal to

Q�1A ¼ D �R�1
d In � 2ðD�1ÞT� � ¼ �R�1

d DT In � 2ðD�1ÞT� �
¼ �R�1

d DT � 2�R�1
d

� � ¼ �R�1
d DT � 2In
� � ¼ 1

2
�Qd:

The representation leads to reduced CARE

�P� YQY ¼ 0n;n; ð27Þ

where �P ¼ ATQ�1AþP. Resolvent method applying for CARE (27) gives

appropriate matrices �G11 ¼ Q�P; �S11; �G12 ¼ �G21 ¼ �G12
k ¼ �G21

k ¼ �S12 ¼ �S21 ¼ 0n;n.
Since AQ ¼ QAT matrix �G11 ¼ QATQ�1AþQP

� � ¼ A2 þQP
� � ¼ A. It yields

G11 ¼ �G11 and S11 ¼ �S11. Then, CARE (27) solution can be expressed as
Y ¼ 2�PS11. With respect to equality �P ¼ ATQ�1AþP ¼ 1

2
�Qd the CARE (9)

solution can be presented as

X ¼ �Qd 0:5In þ S11ð Þ: ð28Þ

Finally, Kalman estimator gain matrix can be computed as
Ld ¼ XCT

d ðCdXC
T
d þRdÞ�1. By summarizing the above thoughts we can suggest

the following
Algorithm 1:

1. For given matrices Cd; Qd; Rd find matrices �Qd; �Rd , D, A form (18).
2. Build vector series (26) and find matrix T�1.
3. Find polynomial (21) coefficients from Eq. (25) on base T�1.
4. Find numbers (12) as certain integrals (17) by Simpson quadrature or alterna-

tively as sum of residuals.
5. Find numbers (13).
6. Find sum (24) and find matrix (23).
7. Find stabilizing solution of CARE (9) from representation (28).
8. Find Kalman estimator gain matrix Ld .
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3.3 Flops Evaluation

This section evaluates numerical performance of the proposed algorithm by cal-
culating flops. Let a flop is one of the following operation þ ; �; �; =; [ , etc.,
under floating point numbers. We will take into account just Oðn3Þ complexity
procedures of the proposed algorithm. The third and fifth steps are Oðn2Þ com-
plexity processes.

From [10, 11] we know the following flops evaluations, see Table 1. Let Cd is a
real n� n matrix. Then, let for the forth step of Algorithm 1 the values (12) are
found as sum of residuals. Here a polynomial roots search is a dominant compu-
tational procedure. It is possible to construct compact numerical procedure n7 for
sum (24) computation which requires about 2n3 flops.

Then, the Algorithm 1 requires: for first step 2n1 þ n2 þ n4 þ n5 ¼ 10n3 flops,
for second nn3 þ n4 ¼ 4n3 flops, for forth n6 ¼ 13n3 flops, the sixth
2n1 þ n7 ¼ 6n3, for seventh n2 ¼ 2

3 n
3 flops and the last eighth step requires

2n1 þ n2 þ n5 ¼ 5 1
3 n

3 flops. Totally, the proposed algorithm requires approxi-
mately 39n3 flops. The CARE (and appropriate DARE) solution computation
requires about 24n3 flops.

The performance of the proposed approach may be compared by others algo-
rithms to solve CARE/DARE. To find CARE/DARE solution Schur approach is
usually used. According to [12], Schur approach costs about 240n3 flops. The last
evaluation is given for Schur approach which process data of general structure. The
Schur approach for data (8) is unknown. The DARE solution can be also found as
steady-state solution of time-varying DARE. This approach is easy to adapt for data
(8) which will cost about 6kþ 4ð Þn3 flops, where k is a number of steps which we
need to reach steady-state solution.

Table 1 Flops evaluations

Operation Denotation Flops

Two square n� n matrices multiplication n1 2n3

Two square n� n matrices multiplication when the result is a
symmetric matrix

n2 2
3 n

3

n� n matrix and n size vector multiplication n3 2n2

n� n matrix inversion (in case LU decomposition use) n4 2n3

n� n symmetric matrix inversion (in case LU decomposition use) n5 2
3 n

3

n-th degree polynomial roots searching (in case using technique of
finding companion matrix eigenvaluen

n6 13n3

328 A. Balabanov



3.4 Some Remarks About the Approach

Remark 1 The reduction of resolvent method procedures is due to the fact that the
system (1) matrix Ad is an identity matrix. Clearly that these kind of reductions can
be also reached in the dual problem of linear-quadratic optimal control.

Remark 2 It is worth to mention that the Kalman estimator building has sense when
queue length measurements are not perfect. In the UTN model where there are noise
free components, the appropriate states should be excluded [7]. The reduced UTN
model will keep the initial properties and the proposed approach will be also
realizable.

Remark 3 A linear transformation (22) to normal Frobenius form may be source of
possible significant numerical error. It can be shown that matrix A specter belong to
unit cycle situated in the center of the complex plane. Since that, the vectors tk of
series (26) become fast close to zero vector and an appropriate matrix T becomes
close to singular. In this case a linear transformation to Jordan normal form can be
preferable.

Remark 4 It is known [13] that if both of symmetric matrices A, B are positive
definite, the same is true for product AB. Then it is easy to see that polynomial

dðxÞ ¼ detðxIn � AÞ ¼ det ðx� 1ÞIn þ 2 2In þ 1
2
�Rd

�Qd

 ��1
 !

roots are also positive and, since matrix A specter belong to unit cycle, the poly-
nomial (21) roots belong to range ½0::1Þ. This property can seriously reduce pro-
cedure which finds polynomial roots.

Remark 5 According to flops evaluation, up to 50 % of time may be taken by
values (12) computation procedure. That computation process may be easily par-
allelized by parallelizing certain integrals (17) computation (by splitting integration
interval) or by parallelizing roots finding process (by splitting search interval).

Remark 6 The problem can be reduced by origin state vector permutation. The
permutation matrix Cr of new state vector ~x ¼ Crx is chosen to present covariance
matrices ~Qd ¼ CT

r
�QdCr, ~Rd ¼ CT

r
�RdCr in a block-diagonal form

~Qd ¼

~Q
1
d 0 � � � 0

0 ~Q
2
d � � � 0

..

. ..
. . .

. ..
.

0 0 � � � ~Q
N
d

2
66664

3
77775; ~Rd ¼

~R
1
d 0 � � � 0

0 ~R
2
d � � � 0

..

. ..
. . .

. ..
.

0 0 � � � ~R
N
d

2
66664

3
77775
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with equal ni � ni size square matrices ~Q
i
d;

~R
i
d , i ¼ f1; 2; . . .;Ng, wherePN

i¼1 ni ¼ n and N is an amount of block-diagonal matrices.
Then, the original problem may be split to N lower size problems with appro-

priate solutions matrices ~X
i
d 2 Rni�ni ; i ¼ f1; 2; . . .;Ng. The existence of

block-diagonal form evidences about independent parts of network which can be
estimated separately. When the i-th subproblem size ni ¼ 1 then the solution is
defined in the most simple way as

xi ¼ qi þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2i þ 4qiri

p
2

; ð29Þ

where xi; qi; ri are the only coefficients of matrices ~X
i
d;

~Q
i
d ;

~R
i
d respectively.

4 Numerical Example

To illustrate the presented approach, we consider a simple UTN situated along
“Yosif Gurko” street, Sofia, Bulgaria and crossed by “Vasil Levski” and “Evlogi
and Hristo Georgiev” boulevards. The traffic conditions were collected by natural
observing and by using AIMSUN microscopic traffic flow simulator. The UTN
observing was evaluated on evening-peak at 6:00 P.M., 8:00 P.M.. For this period
long queues are persisted and the area may require optimization. The simulation
model was little simplified for example case. The AIMSUN simulation were done
under fixed-time signal control settings with cycle time c = 60 s. Schematically the
discussed area may be presented as shown in Fig. 1.

The considered UTN has three traffic light controlled junctions (p ¼ 3), nine
queues (n ¼ 9) with xi; i ¼ 1; 2; . . .; 9 vehicles in it, thirty four paths (marked by
symbols 1�9; a�y in cycles). Every junction has two phases. We suppose also that
every queue length in the UTN is measured by one sensor. Then a discrete-time
linear state-space model (1) is given by values x ¼ x1 x2 . . . x9½ �T ,
w ¼ w1 w2 . . . w9½ �T , u ¼ u1 u2 u3½ �T , y ¼ y1 y2 . . . y9½ �T , v ¼ v1 v2 . . . v9½ �T ,

Ad ¼ Cd ¼ I9; Fd ¼ 60I9; ð30Þ

B ¼
�18:84 �16:17 45:43 52:7 9:27 0 0 0 0

0 6:49 0 0 �20:12 �9:13 15:12 1:22 0
0 0 0 0 0 6:39 0 3:06 �33:28

2
4

3
5T

;

where the network flow demand vector N ¼ 0:109 0:037 �0:26 �0:307½
0:113 0:001�0:105�0:033 0:25�T veh/s, and the nominal green times vector gN ¼
0:35 0:5 0:5½ �T s.
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Since the sixth and the eighth network links are small, we suppose that appro-
priate queue lengths are measured noise free means, i.e. components v6; v8 have
zero standard deviation. According to UTN geometry we accepted the following
covariance matrices

Qd ¼ 1
602

9 0 0 0 �2:4 0 0 0 0
0 16 0 0 0 �1:2 �3:2 0 0
0 0 36 0 �4:8 0 0 0 0
0 0 0 36 0 0 0 0 0

�2:4 0 �4:8 0 16 0 0 �1:2 0
0 �1:2 0 0 0 2:25 0 �0:45 �1:2
0 �3:2 0 0 0 0 16 �1:2 0
0 0 0 0 �1:2 �0:45 �1:2 2:25 0
0 0 0 0 0 �1:2 0 0 16

2
6666666666664

3
7777777777775
;

ð31Þ

Rd ¼ diag 4 9 16 16 9 0 4 0 4½ �ð Þ: ð32Þ

It is seen that matrix Rd is not invertible. To make the problem nonsingular we
have to exclude sixth and eighth state vector components from the UTN model.
Then, for new covariance matrices it is able to apply permutation

Fig. 1 Three junction urban network
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~Qd ¼ CT
r
�QdCr

~Q
1
d 0 0
0 q2 0
0 0 q3

2
4

3
5; ~Rd ¼ CT

r
�R�1
d Cr ¼

~R
1
d 0 0
0 r2 0
0 0 r3

2
4

3
5;

where q2 ¼ 36; q3 ¼ 16; r2 ¼ 16; r3 ¼ 4, ~R
1
d ¼ diag 4 9 16 9 4½ �ð Þ,

~Q
1
d ¼

9 0 0 �2:4 0
0 16 0 0 �3:2
0 0 36 �4:8 0

�2:4 0 �4:8 16 0
0 �3:2 0 0 16

2
66664

3
77775:

The permutation matrix Cr equal to 7� 7 identity matrix with reordered
1�3; 5; 6; 4; 7f g columns. According to (29) scalar solutions x4 ¼ 48 and

x7 ¼ 19:31. For matrices Cd ¼ I5, ~R
1
d ;

~Q
1
d , the proposed approach can be applied.

The first step requires computation of matrix (18),

A ¼

0:35 0 �0:0057 �0:067 0
0 0:3 0 0 �0:03

�0:0014 0 0:35 �0:033 0
�0:029 0 �0:059 0:3 0

0 �0:069 0 0 0:49

2
66664

3
77775

Then, for initial vector t0 ¼ 1024 1 1 1 1 1½ �T by series (26) were found
matrix T and its inverse

T�1 ¼

�0:53 �0:32 0:58 0:3 �0:029
6:31 3:62 �6:72 �3:52 0:3

�27:57 �14:87 28:44 15:12 �1:11
52:28 26:62 �52:23 �28:36 1:69
�36:27 �17:55 35:14 19:55 �0:87

2
66664

3
77775:

The polynomial (21) coefficients were given from Eq. (25),
dðxÞ ¼ x5 � 1:81x4 þ 1:3x3 � 0:45x2 þ 0:079x� 0:0055. The numbers (12) were
found as (17), c1�5 ¼ 14:62 �0:72 0:15 �0:09 0:22f g and numbers (13)
g1�5 ¼ 14:62 �27:28 20:49 �8:03 2:09f g. The matrix sum (23) is

S11 ¼

0:84 0 0:018 0:091 0
0 0:91 0 0 0:032

0:0046 0 0:84 0:045 0
0:04 0 0:081 0:92 0
0 0:072 0 0 0:71

2
66664

3
77775
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and the stabilizing solution of CARE is given from representation (28),

X ¼

11:98 0 �0:029 �2:59 0
0 22:37 0 0 �3:36

�0:029 0 47:94 �5:18 0
�2:59 0 �5:18 22:34 0

0 �3:36 0 0 19:3

2
66664

3
77775:

Finally, the whole Kalman estimator gain matrix can be written as

Ld ¼

0:74 0 �0:0018 0 �0:021 0 0
0 0:70 0 0 0 �0:042 0

�0:0073 0 0:74 0 �0:042 0 0
0 0 0 0:75 0 0 0

�0:047 0 �0:023 0 0:7 0 0
0 �0:018 0 0 0 0:82 0
0 0 0 0 0 0 0:82

2
666666664

3
777777775
:

5 Conclusion

The problem of steady-state Kalman estimator building for store-and-forward UTN
model was discussed in the paper. As it was shown, steady-state Kalman estimator
improves observed information of network (information about amount of vehicles
which stay in the queues).

The main contribution of the paper is the algorithm given in the end of Sect. 3.2.
This algorithm numerically reduced the formulated in the end of Sect. 2.2 problem.
The proposed Kalman estimator (2) building algorithm for UTN model (1)
respected special structure of known matrices (8) and was focused to effective
numerical solution of DARE (3). The paper developed resolvent method [8] to
solve the problem and reduced computational effort. More precisely speaking,
DARE solving is presented in the algorithm just formally, since DARE solution is
given by representation (28).

The algorithm is supposed to be applied in ITS for on-line computation.
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