Phase Transitions and Coarse-Graining
for a System of Particles in the Continuum
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Abstract We revisit the proof of the liquid-vapor phase transition for systems with
finite-range interaction by Lebowitz et al. (J. Stat. Phys. 94(5-6), 955-1025, 1999
[1]) and extend it to the case where we additionally include a hard-core interaction to
the Hamiltonian. We establish the phase transition for the mean field limit and then
we also prove it when the interaction range is long but finite, by perturbing around
the mean-field theory. A key step in this procedure is the construction of a density
(coarse-grained) model via cluster expansion. In this note we present the overall
result but we mainly focus on this last issue.

Keywords Continuum particle system + Mean field theory - Phase transition -
Coarse-graining + Pirogov-Sinai theory * Cluster expansion

1 Introduction

One of the main open problems in equilibrium statistical mechanics is to prove the
validity of a liquid-vapour phase transition in a continuum particle system. Although
this is well observed in experiments as well as in continuum theories, a rigorous
proof for particle systems is still lacking. Intermolecular forces are often described
by Lennard-Jones interactions, however the difficulty of handling such (or more
realistic) systems has promoted the introduction of several simplified models. A
good compromise between realistic models of fluids and mathematically treatable
systems may consist of particles interacting via a combination of hard spheres (for
repulsion) and an attractive long-range Kac interaction. However, the free energy of
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hard spheres can be studied for very small values of the density, far from the value at
which a transition occurs. Hence, we still need to use a long range 4-body repulsive
term as in [1] to determine the phase transition point. Then, the hard-core interaction
acts just as a perturbation to the mean-field case. In fact, we show that the liquid-
vapour transition persists if the volume of the hard spheres is sufficiently small, but
finite. Nevertheless, our model presents a richer behaviour and if one manages to
deal with a higher density regime, the hard-core interaction will become relevant
and responsible for another transition of the gas-solid type.

Our proof will follow Pirogov-Sinai theory in the version proposed by Zahradnik
[8]. The analysis requires first of all the notions of coarse-graining and contours
which are introduced in Sect. 3 and subsequently, with an argument 4 la Peierls, one
has to prove that contours are improbable which we do in Sect. 4. In this scenario we
are able to compute the effective Hamiltonian for the coarse-grained system with a
multi-canonical constraint (given by the fixed density in each cell). This computation
involves an integration over the positions of the particles in each cell leading to a
new measure on the density at the cells. The computations which lead to the effective
Hamiltonian are in general very complicated, nevertheless due to the choice of the
interaction they can be carried out. The crucial point here is to show convergence of
a cluster expansion in the canonical ensemble with hard-core, Kac interaction and
contour weights. This is done in Sect. 5.2 by extending the results in [5].

For more details on the proofs we refer to [7], from which the present paper is a
follow-up, to [6] and to the monograph of Presutti [4].

2 Model

We consider a system of identical point particles in R?, d > 2, and call particle
configuration a countable, locally finite collection of points in R?. The phase space
24 is the collection of all particle configurations in a bounded region A. We use the
notation 2 when A = R?. We write ¢ = (g1, ..., g,) to indicate a configuration of
n particles positioned at points g1, .. ., g, (the order is not important) of R?, while
we write ¢, when we want to specify that the particles are in 2.
We consider a mean field model with an energy density given by:
> ot

ex(p) = —Ap IR (D
where ) is the chemical potential. Here, the density p = n/| A| is set equal to the
total density and it is therefore constant. We further define the LMP model, [1], by
relaxing to a local mean field: the Hamiltonian (for configurations with finitely many
particles) is given by the following function

HIVP () = /R ) dr @)
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where

py(rs @) i= D Jo(r i) 3)

qi€q

is the local particle density at » € R?. The local density is defined through Kac
potentials, J, (r, ') = 7" J (yr, vr’), where J (s, t) is a symmetric, translation invari-
ant (J(s,t) = J(0,t — s5)) smooth function which vanishes for |t — s| > 1. Thus,
the range of the interaction has order v~! (for both repulsive and attractive poten-
tials) and the “Kac scaling parameter” «y is assumed to be small. This choice of the
potentials makes the LMP model a perturbation of the mean-field, in the sense that
when taking the thermodynamic limit followed by the limit v — O the free energy
is equivalent to the free energy in the mean-field description (1).

Note that the LMP interaction is the sum of a repulsive four body potential and
an attractive two body potential, which can be written in the following way

1

1
HXP @) = =Nl = > 1P Gnap+ 5 20 1@ oqi). @)
i#] ity

where | - | denotes the cardinality of a set and

IP(qgi.q;) = / Ty(r. qi) 1, (r, ;) dr )
I Gy qi) = / To(r qi) -+ Jo (. gi,) dr.

To this model we add an extra hard-core interaction described by a potential
VR :R? — R such that

+oo iflgi —q;| =R

6
0 if|gi—gqjl >R ©

V®4i, q)) ={

where |g; — g | denotes the euclidean distance between the two particles ing; and g ;.
R is the radius of the hard spheres and their volume is ¢ = V;(R), i.e., the volume of
the d-dimensional sphere of radius R. Note also that the hard-core potential depends
on g;, q; only through their distance.

Hence, the Hamiltonian of the model (LMP-hc) we consider is the following

Hy pa(q) = / ex(J, % q(r) dr + H (@), )

where

Hy(g) = > V(i q)). )

i<j
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Given two configurations g and g, we will use the following two notations to represent
the energy of the particle configuration g in the field generated by g and the interaction
energy between the particle configuration g and g

Hy r2(qlq) = Hy ra(q +q) — Hy g2 () (€))
Uy ra(q,q) = HyrA(q +q) — Hy rA (@) — Hy g A (G)- (10)
respectively, both for configurations with finitely many particles.

The grand-canonical Gibbs measure in the bounded measurable region A in R4
and boundary conditions § € 2" is the probability measure on 2 defined by

135,k (D) = 25 g g (e @Dy (dg), (1D
where 3 is the inverse temperature, v (dq) is the Poisson point process of inten-

sity 1 and Z, g g )g(A) is the grand canonical partition function (defined as the
normalization factor for uﬁ ARG (dq) to be a probability).

2.1 Mean-Field Model

The model introduced above is a perturbation of a mean-field model, which is defined
as follows. We consider the space of configurations with hard-core constraint

%H{*A={<q1,...,qn>eA”:g;iyq,-—q,w>R}. (12)
Given a configuration g = (qy, ..., q,) in %R ',» the mean-field Hamiltonian is
HY (@) = | Alex(p) (13)

where p =n/|A| and e)(-) is given in (1). The mean-field canonical partition
function is

i 1 e

Zy p = /% e M@ dg, ... dg, (14)

{ ﬂ( A, A )}1/ dg---d (15)
=expl —OBl-—=—+-—=){— -dgy.
P 2141 BRI f g SO

The existence of its thermodynamic limit follows from general arguments and the
canonical mean-field free energy is
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. 1 _ hc
os,r(P) = " nﬁlclxvmmﬁoo T1Ap logZ =eo(p) + f3xr(P) (16)

where

1 1
li —log Z"°, . zhe == dq;---dqg,
[i%(p) = g, =g 108 2 Tl q q
7

is a convex function of p.

The mean-field model shows a phase transition for ( large enough, which is
reflected in a loss of convexity of ¢g r(p). The critical points of ¢g g A\(p) =
@5.r(p) — Ap, as a function of p, are the solutions of the mean-field equation

jp{a(p) + 1)} =0 (8)

and have the form
p=exp | = Bei(p) = V(P | = Koaw(p), (19)

where 15 r (p) is the free energy minus the entropy of the free system, i.e.,

f5% () — ﬂp(logp—l)- (20)

We have the following properties

e There is a critical inverse temperature 3, g, such that ¢g g(p) is convex for 8 <
Bc.r, while for 3 > (3. g it has two inflection points 0 < s_(3) < s4(3), being
concave for p € (s_(/3), s+ (3)) and convex for p ¢ (s_(0), s+ (3)).

e Forany 5 > (3. g,thereis A\(3, R) sothat ¢35 s, r), g (-) has two global minimizers,
P3.R.— < pg.r,+ (and a local maximum at pg g o). For A # A(8, R) and for 8 <
(.. g the minimizer is unique.

e For any 3 > (3. g there is an interval (A_(3, R), AL (0, R)) containing A(3, R)
and for any A in the interval ¢g ) () it has two local minima pgs ) g+ which
are differentiable functions of )\ and %(QZ)Q,A,R(pﬂ,A,R,JF) — P8\ r(P3AR-)) =
PR~ — PR+ < 0.Forall B > [ g,

d
—K =K/ ‘ 1, 21
dp /J,A(ﬂ,R),R(P) mns g,A(/j,R),R(PS,R,d:) < 21

the condition (21) being equivalent to (;Sg \B).R (pg,r,+) > 0.Moreover, there exists
Bo.r > Be.r such that

Kjzor.xPors) > —1,  forall 3 € (Ber. Bo.r)- (22)
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e We have an expansion for 3, g in powers of € = V;(R)

Ber = BMP — e (BEM5 + 0 (),

[pEMP — %% being the critical inverse temperature for the LMP mean-field model.
Note that while 5, g has the meaning of critical inverse temperature, 3 g has no
physical meaning, butitis introduced for technical reasons. In fact 3y g is necessary
for (22) to be true and depends on the choice of the mean-field Hamiltonian (13).

3 Contour Model

To prove the phase transition in the LMP-hc model we study perturbations of the
homogeneous states with densities pg g + which appear in the limity — 0. We follow
an argument a la Peierls, which relies (as for the Ising model) on the possibility to
rewrite the partition function of the model as the partition function of an “abstract
contour model”. To implement this strategy we need to introduce several scaling
parameters and phase indicators. Namely, we introduce two scales £, = =+
and an accuracy parameter ¢ = ¢, with 1 > a > a > 0. We define 2'© a partition
of R? into cubes of side £ and we denote C'® the cube of 2 which contains r.
The first phase indicator is defined as

£ i) — par| = ¢
N gir) = { ’

0  otherwise

where p©(g; r) = |CY N q|¢4 is the empirical density in a cube of side £ contain-
ing r given a configuration gq.

Thus 7©*)(q; r) indicates the phase (or its absence) on the small scale £_.
Because of statistical fluctuations, we must allow for deviations from the ideal plus
configurations 1“*-)(q; r) = 1. We thus need to define which regions are still in
the plus phase and which are those destroyed by the fluctuations. The fact that
n©¢)(g; r) = 1 does not qualify r being in the + phase, implies that we need a
stronger condition which is defined in terms of two more phase indicators which
describe the local phase of the system in increasing degree of accuracy. We have

£1 ity =£1 v e

G(Cvl—,ﬁ-) : —
(@:1) 0  otherwise

+1  iftnC (g )y =1 V¥ e ! ustct]

© G-t r) = out
(g:7) 0  otherwise
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where 65, [A] of a 2“-measurable region A is the union of all the cubes C € 2
next to A. For simplicity, from now on we drop the superscript from the notation of
7]((,47)’ PCA-tr) @Gl ty)

With these definitions, given a configuration ¢, the “plus phase” is the region
{r : ©(q; r) = 1} while the “minus phase” is the region {r : @ (g;r) = —1}. We
call g* a £ boundary conditions relative to a region A, if it belongs to the ensemble
n(q; r) = %1 for r on the frame of width 27! around A.

Two sets are connected if their closures have non empty intersection; hence, two
cubes with a common vertex are connected. In this way, the plus and the minus
regions are separated by zero-phase regions {r : ®(gq; r) = 0}.

Definition 1 A contour is a pair I = (sp(F), np), where sp(I”) is a maximal con-
nected component of the “incorrect set” {r € R? : @ (g; r) = 0} and 7 is the restric-
tion to sp(I") of n(q; -).

The exterior, ext(I"), of I" is the unbounded, maximal connected component of
sp(I")¢. The interior is the set int(1") = sp(1")¢ \ ext(I"); we denote by int;(I") the
maximal connected components of int(1"). Let c(I") = sp({") U int(I") and note that
int; (I") and c¢(I") are both simply connected. The outer boundaries of I" are the sets

Al = 5t [sp(D)]Nint(I7), Aex () := (Sf;:’,t[c([')]. (23)

out
We will also call A; (I") = A(I") Nint; (I').
Definition 2 I is a plus/minus, contour if ®(q; r) = £1 on Ag( (I7).

We add a superscript & to A;(I”) to indicate the sign of @ and we write intf(]“)
if int; (I") contains Af(]“). Note that @ is constant on A (I") and A;(I") and its
value is determined by 7).

Definition 3 Given a plus contour I” and a plus boundary condition g™ for ¢(I"),
we define the weight WWfR’A(F; q) of I' as equal to

1 g (n(qm; P =nr@),r €sp(); Oqery;r) =*1,r € Aim)

B g (1eryi ) = 1.7 € D) OGuqryi 1) = 1.7 € A(D))
(24)
where the measure ,uﬁ;(,/’;!)R, \g+ has been defined in (11). Analogously, we can define
the weight of a minus contour.

Thus, the numerator is the probability of the contour I" conditioned to the outside
of sp(I") while the denominator is the probability that the contour I” is absent and
replaced by the plus configurations (with the same conditioning to the outside).

The weight W ra5q7) of a minus contour I" is defined analogously. The
weight WfR./\(F; g*) depends only on ¢, i.e., the restriction of g* to D = {r €
c(I)° : dist(r, c(IN)) < 2y71}.
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Definition 4 The plus diluted Gibbs measure in a bounded 2“+)-measurable region
A with plus boundary conditions ¢ is

1 , )
A+ — —BH, g AGalgac) , A
Hobirag(@44) = Zom——rme e Lowuragorn=tr esyran?” (@dda)

v,8,R,\.q
(25)
wheregt € 27 ={q :n(q;r) = 1,r € R%} and Z;””@’R,M- (A) is the normalization,
also called the plus diluted partition function. A similar definition holds for the minus
diluted Gibbs measure.

We end this section by writing the ratio (24) of probabilities in the definition of
the weight of a contour as a ratio of two partition functions. By writing explicitly
the contributions coming from the support of a contour and those coming from the
interior, we have for a plus contour I”

L/I{:_R,)\(F, q+)

Wi (Tigh) = (26)
/, R ’
7R, QIR,A(F"]JF)
where:
’ +
’/K/TR,/\(F’ q-‘r) — / e_ﬂH‘y.RAXSp(F)(QSp(F)|quxl)
Gsp(r)1(gspcrysr)=nr (r),resp(l”)
— . —_ + . +
X ZA/,‘{,’R,A’%W) (int™ (1)) Zw,ﬂ,R,A,qspm (int™ (1)) 27
_f +
@;F,R,A(Fv‘f_) :/ o PHy R spr) @spar) 1 4y )
Gspcry:n(gspcryir)=1.resp(I”)

X Z;B,R,/\,qspm (int™ (1)) Z;rﬂ,R,A,qum (int™(I)). (28)

4 The Main Results

Our main theorem states that the system undergoes a first-order phase transition.
This means that for 3 large enough the Gibbs state at the thermodynamic limit,
i, A — R? is not unique. It is possible to fix plus/minus boundary conditions
such that, if R and ~ are small and for some values of (3, A, uniformly in A, the
typical configurations of the corresponding diluted Gibbs measures are close to the
plus/minus phase. This is quantified in the following theorem.

Theorem 1 (Liquid-vapor phase transition) Consider the LMP-hc model in dimen-
sions d > 2. For such a model there are Ry, (. r, Po.r and forany 0 < R < Ry and
B € (Ber, Po,r) there is g g > 0 so that for any v < vy g there is \g . g such that:



Phase Transitions and Coarse-Graining for a System ... 271

There are two distinct infinite-volume measures ,u?ﬁ g With chemical poten-
tial A3 g and inverse temperature 3 and two different densities: 0 < pg ., g, <

PB.v.R,+-

In the theorem, u?;%  are the infinite-volume limits of (25), while 3. r, fo,r are
the two inverse temperatures introduced in Sect.2.1.

We prove the existence of two distinct states, which are interpreted as the two pure
phases of the system: u; .. describes the liquid phase with density pg g+ while
54 R describes the vapor phase, with the smaller density pg -, g,—. Furthermore we
have

lim ps o R+ = PR+ PBR— < PBR+> 1M Ag,yr = A5, R)
7—0 ¥—0

which are the densities and the chemical potential for which there is a phase transition
in the mean-field model (see again Sect.2.1).

The main technical point in the proof of Theorem 1 is to prove that contours
are improbable. In particular, they satisfy Peierls estimates which proves that the
probability of a contour decays exponentially with its volume.

Theorem 2 There exists Ry such that forany R < Ry and any 3 € (B..r, Po.r) there
exist ¢ > 0, g gr > 0, so that for any v < g r, & contour I" and any £ boundary
condition q¥ relative to ¢(I"),

W (T g%) < exp| = Be () Nr (29)
where A\ = A\g - g and
sp(I”
Ny = (D) 0
&

is the number of cubes of the partition 2'“+) contained in sp(T).
As a corollary of Theorem 2 we have

Corollary 1 There exists Ry such that for any R < Ry, any 8 € (3., Bo) and letting
¢, Y3,r 7y and Nz g as in Theorem 2, we have that for any bounded, simply con-
nected, 2*+) measurable region A, any &+ boundary condition g* and any r € A,
the following holds

W rn (0@ =21 = 1 = exp{ =55 CeH]. 6D

Theorem 1 implies that for any R < R and ~ small enough (chosen according
to R) the difference between the diluted Gibbs measures ,u?; [ (dg) and
uf/‘; RAsn pod- (dq) survives in the thermodynamic limit A 7 R? and a phase tran-
sition occurs.
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The main difficulty in proving (29) is that both numerator and denominator in
(24) are defined in terms of expressions which involve not only the support of I”
but also its whole interior. They are therefore “bulk quantities” while the desired
bound involves only the volume of the support of I", which for some contours, at
least, is a “surface quantity”. The main issue here is to find cancellations of the
bulk terms between the numerator and the denominator. This is easy when special
symmetries allow to relate the 4+ and — ensembles, as in the ferromagnetic Ising
model. Such simplifications are not present here and this is one of the issues which
makes continuum models difficult to study. We overcome this difficulty using the
Pirogov-Sinai theory [3] which covers cases where this symmetry is broken.

A central point of the Pirogov-Sinai theory is a change of measure. The idea is
to introduce a new Gibbs measure (simpler than the original one), but which gives
the same properties. The diluted partition function in a region A can be written
as a partition function in 24 = {q € 2, :n(q,r) = 1,r € A}. Namely, for any
bounded 2“+)-measurable region A and any plus b.c. g™, we have that

—f +
Zprag N = 2 / W g a (I qa) e homaniaio (32

o)A
LeRB) 94€25%

where g is made of all particles of g™ which are in A°. % is the space of all
finite subsets of collection of plus contours made of elements which are mutually
disconnected and with spatial support not connected to A¢. Furthermore if I” =
(I, ..., I,), we use the notation

W \(oq) = [[Wie (T @) (33)
i=1

A similar expression holds for the diluted minus partition function.

In order to prove Peierls bounds, we follow the version of the Pirogov-Sinai theory
proposed by Zahradnik [8]. In this picture large contours are less likely to be observed
and this is implemented by fixing a constraint which literally forbids contours larger
than some given value. We introduce therefore a new class of systems, where the
contour weights are modified, their values depending on some “cutoff” parameter.
In the stable phase the cutoff (if properly chosen) is not reached and the state is not
modified by this procedure.

Therefore we choose W,yi A g™*), positive numbers which depend only on
the restriction of g* to {r € c(I")¢ : dist(r, c(I")) < 2~~'} and such that for any +
contour I” and any g%,

A NE I, .

W*, \(I: ¢*) = min gy SCALY Q),e—ﬁm“”‘iwf : (34)
7 RA +

-@rny’,\(ra CI)
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Here, A R LI, g) and f R, 4, g) are as in (27) and (28) but depend uniquely
on the welghts w* RGO With this new choice of contours weights, if we prove
Peierls bounds, i. e (29) on deﬁnltlon (34), we have Peierls bounds also on the “true”
weights defined in (26). We write Z+ S ARG (A) to denote the new diluted partition
function. For more details one can see in [4].

5 OQOutline of the Proof

In this section we want to give a sketch of the proof of (29) for the case of the cutoff
contours as defined above. For the complete proof of the argument see [4].

The first step is to prove that it is possible to separate in (27) and (28) the estimate in
int(I") from the one in sp(/") with “negligible error”. Then one needs to bound a con-
strained partition function in sp(1”), which yields the gain factor ¢~ (cG?—ey 22D Ny
Hence, we prove that there are ¢, ¢’ > 0 so that given v small enough, for R < Ry,

7+ + (int™ (1) 7— int—
'/Ky,R,)\‘ﬁan,(F’ q) < e—H(cCZ—c/'yl/zfz“")etzi et Zr RA54, kX~ (int™(17)
Dl ke, vat) Pl it () zj“ s (0 (1))
(35)
where we use the shorthand notation
Xa () = ppliea. X* = X (36)

and where Ij[/\( 5.1 (A) is a surface term

17 )\(q r(A) = / {exs.r) (Ps,r,+) — ex,r)(J * pg,r.+14)} 37
—/ ex@,r) (Jy * pg r+1ac). (38)
A

The main tool used in this part of the proof is a coarse-graining argument and
an analysis a la Lebowitz and Penrose [2]. The error in doing a coarse-graining is
bounded by ¢77"*IsP(I = g7 UNT which is the “negligible factor” mentioned
above, as it is a small fractlon of the gain term in the Peierls bounds. Thus, in this
step we have a reduction, after coarse-graining, to variational problems with the LMP
free energy functional. They involve two different regions, one is at the boundary
between int(/") and sp(1”), the other is in the bulk of the spatial support. In the former
we exploit the definition of contours which implies that the boundary of int*(I") is
in the middle of a “large region” (of size £ ) where 7(-; -) is identically equal to 1,
respectively. By the strong stability properties of the LMP free energy functional,
the minimizers are then proved to converge exponentially to pg g + with the distance
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from the boundaries. Here we use the assumption that 3 € (3. g, Bo.r). 1.e., where the
mean-field operator Kg x(g, &), r is a contraction, see (21) and (22). We then conclude
that with a negligible error we have “thick corridors” where the minimizers are equal
to pg, r,+ thus separating the regions outside and inside the corridors.

After this step we have plus/minus partition functions in int*(I") with bound-
ary conditions ps g+ and still a variational problem in the region sp(I”) with the
constraint that profiles should be compatible with the presence of the contour I.
The analysis of such a minimization problem leads to the gain factor in the Peierls
bounds.

To complete the proof for Peierls bounds we then need to prove the following
theorem.

Theorem 3 There exists Ry such that forany R < Roand any 3 € (B..r, Bo.r) there
arec > 0,7 r > 0and g g, such thatforall v < 7y, IN(B, R) — A\gr 4| < c"yl/z,
and any bounded 9'“)-measurable region A, the following bound holds

ﬂl,\ A3, R)(A)Z
Vs RAG AR X pe ( ) ec'yl/ZI(Sf,:‘ [A]l (39)
e o+ ’
Z’Y R Agm X e (4)

The idea in the proof of (39) is that the leading term in the partition function is

Zi

+ a pBPR it (I
T8 R A, (I (1) A P, (40)

where PfR’ , is the thermodynamic pressure given, for any van Hove sequence of
2*+)-measurable regions A, and any & A,-boundary conditions g, by the follow-
ing limit

lim
n—oo 3| A,|

10g ZN R /\qi(Al’L) qf R A (41)

Although (40) is a rough approxunatlon we need to prove equality of &+ pressures
in the bulk terms in W ka5 q +) to allow for the numerator and the denominator
to cancel. Again for more details we refer the reader to [4].

We now prove that the next term, i.e., the surface corrections to the pressure, are

Il2gd N c s « 2 - :

small as e 7"+ at least when the boundary conditions “are perfect”, i.e., given by
x*. The most difficult step in the proof of Theorem 3 are estimates involving terms
which are localized in the bulk of the interior. These rely on a more delicate property
of decay of correlations (Theorem 4), whose proof requires a whole new set of ideas.

Theorem 4 (Exponential decay of correlations) Let A be a bounded 9'*) measur-
able region. Let x; be the centers of the cubes C*~) € 2 then we define

ﬁlﬂz/ ..... q®"dry...dr) (. T) (42)
(riec) 1<i<n}
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where we use the notation

1
g% (dry ... dry) = — D G, (r)ydry -5y, (ra) dry. (43)
iy

There are positive constants 6, ¢’ and c so that for all fy,

..... Xn
P N L (2 P
‘Eul (fx] ..... X”) . E#2 (le ..... x”)‘ < ceh 0 dist(Cy™ ", A9)] (44)

where E,;i, I =1, 2, are the expectations with respect to the following two measures:
' is the finite-volume Gibbs measure in A with b.c. § and pi* the finite-volume Gibbs
measure on a torus 7 much larger than A.

We compute the expectations in (44) in two steps. We first do a coarse-graining
by fixing the number of particles in the cubes C“-) and integrate over their positions;
then, in the second step, we sum over the particle numbers. By its very nature, the Kac
assumption makes the first step simple: in fact, to first order the energy is independent
of the positions of the particles inside each cube. Neglecting the higher order terms,
the energy drops out of the integrals (with fixed particle numbers) which can then be
computed explicitly. The result is the phase space volume of the set of configurations
with the given particle numbers: this is an entropy factor which, together with the
energy, reconstructs the mesoscopic energy functional.

By using cluster expansion techniques, we will show here that it is possible to
compute exactly the correction due to the dependence of the energy on the actual
positions of the particles in each cube. For the hard-core part of the interaction we
can use again a cluster expansion technique, using the result [5] obtained for a system
with a single canonical constraint and therefore extending it to the present case of
multi-canonical constraints.

Once we are left with an “effective Hamiltonian” we still have to sum over the
particle numbers. Since we work in a contour model, the particle densities are close
to the mean-field values pg g + so that the marginal of the Gibbs measure over the
coarse-grained model is Gibbsian and it is a small perturbation of a Hamiltonian
given by the mean-field free energy functional restricted to a neighborhood of the
mean-field equilibrium density. In such a setup we manage to prove the validity of
the Dobrushin uniqueness condition, where we take into account the contribution of
the hard-core as a cluster expansion sum.

5.1 Coarse-Graining

To carry out this plan, we need to prove that 2;* ARG (A) can be written as the

partition function of a Hamiltonian which depends on variables p,, x € X Ef’), X %’)
the set of centers of cubes C“-) in A. The new energy of a density configuration
p = {px} xe is defined as

A
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h(plg) = —log D uA(dq>1p<u<q)=,, e MWD (Llg)  (45)
Te%)

so that
5+ _ —h(plg
ATTSVICOED S

Setting n, = ¢ p,, we multiply and divide, inside the argument of the log in (45),

by
Ean

H nx!'

xeXy

We denote by {gy;, i =1,...,n,, x € X}, the particles in C)EL). Thus particles
are now labelled by the pair (x, i), x specifies the cube C ) to which the particle
“belongs”, i distinguishes among the particles in C"”) . The corresponding free mea-
sure, whose expectation is denoted by EY, is the product of the probabilities which
give uniform distribution to the positions g, ; in their boxes " divided by n,! since
the particles in each box C ,El‘) are indistinguishable. Note that when we change from
labeling of all particles in A to labeling separately the particles in each box we have
to multiply by Moot for all such possibilities.

We define a new a prlori measure for the particles in a given box Cﬁe’), x € Xy,

as
dCIx | dq;: n e_ﬁUhC(q(CX)’q)

qux,l N dqx,nxe_ﬂUhc(‘l(C“aé)

where ¢(€*) denotes the configuration of the particles in C\'~, each integral in the
denominator is over C )(f’) with the constraint er‘ and where

d dqy, e r(Cx) 5

Z, 5(px) = / % . % e_ﬁUh @€ .4 @7
24 2 <

is the extra factor coming from the change of measure and contributing for each cube

with
ne gl

U@, q) = > Vigei —ap. (48)
i=1 j=I

The corresponding expectation will be denoted by EB’ - We then have

dnr

> logZz(po) (49)

x0T epaim

h(plg) = Zlog
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~log Y, (@D ST w(rlg))
sp(IHcA°

where OA™ is the set of the 2“-) boxes adjacent to A€ (i.e., the interior boxes of
A). Note that the total normalization is a product of the normalizations in each cube
and that, because of the hard-core interaction, Zy ;(px) for a given box C, gives the
following contribution:

dq e |cipm
Zx’q(px) = (/CA Elqe(j) = —E(iﬂx (50)

where: C{ = {r € C, : dist(r, g;) > R, Vi}. This means that, because of the presence
of the hard-core, the new measure “reduces” the admissible volume for the particles
in each box.

Let H“-)(¢|g) be the coarse-grained Hamiltonian on scale £_. It is obtained by
replacing J" by J;(”), where

~ 1
(n) — (n)
J»y (r15'°"rn)_ |C(f,)|n/ ) dCh /(L)dCIn J»/ (‘11,-~"]n) (51)

)
ch C,

are the coarse-grained potentials.
It depends only on the particle numbers 7, (or the densities p,) and we can thus
write

Wlp) = H@qld),  px =0 @), pe = @) (52)
Setting
AH(q19) = H,(q1q) — H"(q1) (53)
we have
a g 0 - _
hplg) == log—-— > logZcz+Bh(pIp) +0h(pld)  (54)
x T e eaam
where i ) .
Sh(plg) = —log Y., (e—ﬂ“’ @) =0 @ 3" W(r|q)). (55)
sp(IMC A
It is convenient to split 64 (p|qg) in three parts
dh(plq) = h”(plq) + h(plq) (56)

where / i .
h?(plg) = —log Eg.q (efﬂAH(q\q)efﬁHR“(q)) (57)
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W(plg) = —logE,q( > W(I'lg) (58)
sp(IHcA®

EO(e~PAH @) o=0HE @ f)

Eyq(f) = (59)

0(,—PAH(q|q) p,—BHE
Ep(e BAH(q|9) p—B R(q))

In words, h”(p|q) is the contribution to the effective Hamiltonian coming from the
average over the measure (46) of the hard-core interaction ch (g) and the coarse-
grained correction A H (¢|q) (defined in (53)). It will have an expansion in polymers
as we will show in Sect.5.2. h¢(p|q) is the same average to which is also added the
contribution of the contours and it can also be expressed in terms of another class of
polymers.

5.2 Cluster Expansion

In order to find an expression for 47 and h¢ we perform a cluster expansion which
involves both hard-core, Kac interaction and contours. Let us start from /47, which
is easier since there are no contours. We define diagrams which will be the polymers
of the cluster expansion. Let L® = (i1, i) and L™ = (i1, i», i3, i4) denote a pair
(resp. a quadruple) of mutually distinct particle labels. They will be called 2-links
and 4-links. We will refer to the two types of 2-links by calling them respectively
~-links and R-links.

Definition 5 A diagram 6 is a collection of 2- and 4-links, i.e., an ordered triple 6 =
(£20). 220), 2 ), where we denote by £ (@), £(6) and £ (0)
the set of 2-links (of type R and ) and of 4-links in 6. Note that one can have
a repetition of links, i.e., the same link L® can belong to both sets £ (6) and

.,%,52’ (6). We use .Z@(0) for the set of 2-links (which eventually contains twice a
link when it is both a «-link and a R-link) and ® for the set of all such diagrams.

We construct the set of polymers starting from the diagrams defined above, but
eliminating some of their links. Indeed, to work with cluster expansion an “a priori”
estimate of some links is needed in order to reduce the complexity of the diagrams that
we consider. This is an essential step to assure convergence of the cluster expansion.
To this scope, we are going to define a new set of diagrams. The procedure is the
following: We first get rid of all the R-links which appear over -links and we extract
a subdiagram 6. Let ® C © be the set of all the diagrams which do not have double
2-links, i.e., @ := {0 : 2 (@) N L (6) = ).

The next step is to obtain a diagram which is at most a tree in R.

Definition 6 (Partial ordering relation < on a diagram ). For Lﬁz), L;z) e 152) ()
we have that Liz) < ng) according to lexicographic ordering (i.e., we start by com-
paring the first index and if the same we compare the next etc.). We say that a diagram
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is ordered if the set of its R-links is ordered according to this definition. We can endow
an ordered diagram with the usual notion of distance. We will write d (v) to indicate
the distance of a vertex v to the first vertex in the previous order relation.

Definition 7 (Redundant link). Given an ordered diagram 6, we say that alink L ¢
f,gZ) (0) is redundant in the following two cases:

o If L?® = (i, j} withd(i) = d(j);
o If LY = (|, j}withd(i)) = d(j) — 1 anditexists L = {i, j} € £ (0), with
d(ir) =d(j) — 1,such that: LY < LY (ie., iy < iy).

We denote the set of the redundant links of a diagram 6 by: 9?;2) @).

Wecall® C @ the set of diagrams with no double 2-links and with no redundant
links. In formulas: © := {6 : 0 € ©, %’(2)(9) = ¢}.

Two diagrams 6 and 0" are compatible (0 ~ ') if the set of their common labels
is empty.

Theorem S For all v and R small enough, there exist functions zWT,! (T3 p; q) such
that

W (plg) = = D 2 p(m pi @), (60)

where T is a collection of non-compatible diagrams in the space ©.

Let us now find an expansion for ¢ defined in (58). Let us fix a collection I” =
{I7}!_,, where I = (sp({3), nr;). As said after (24), the weights WfR,A(Fi; q%)
depend only on g, i.e., the restriction of g* to D; = {r € c¢(I")¢ : dist(r, c(I")) <
2771}, We also let D := U?_, D;. We then have, for the numerator of (58),

E o (Wigre "o i), ©1)
We write h? as a sum of clusters using (60). Due to the dependence of the a priori
measure on ¢ (now on both g and g?), the clusters involving a particle in a neigh-
boring £_-cell to D will also depend on ¢”. We denote the union of the set D with
the frame consisting of the neighboring £_-cells by D* € 2,

To distinguish between clusters we introduce D; := D; U {r : dist(r, D;) <
0,74} € 2 and we call %; the set of all clusters ™ whose points are all in D;.
As the distance between contours is > ¢, the sets %; are mutually disjoint; we
call Z their union. Note that they depend on I” through the domain where they are
constructed. By %; we denote the set of m which have points both in D} (so that they
depend on ¢?) and in the complement of D; (such 7 are therefore not in %;). There
may be points of 7 € %; which are in D;f, J # i, hence also m € Z;, so that the sets
Z; are not disjoint. We call & their union.
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For any given I" we do analogous splitting on the polymers appearing when
developing the denominator of (59) thus defining the sets %;, %', %;, %'. The clusters
that appear in the numerator and denominator of (59) are different, however those
not in Z U Z (i.e., those that do not involve g”) are common to the corresponding
ones in the denominator of (59) (i.e., those not in 4’ U #’) and have same statistical
weights, hence they cancel.

The clusters 7 € % can be grouped together and absorbed by a renormalization
of the measure in ESL, _, since they do not involve interactions between different
contours. Thus, they Wiﬁ be part of the activities in the expansion, while the polymers
will be defined in terms of elements of & and %’

Hence, to formulate the problem into the general context of the abstract polymer
model we define as connected polymer P a set of contours with “connections” con-
sisting of elements of % U %’ which necessarily “connect” all contours in the given
set and “decorations” consisting of clusters in % U %’ not necessarily connecting
contours. We denote by & the space of all such elements

P :={P=(L(P),R(P),VI},T; € [(P),3r € R(P) CRUZR
connecting Dy, D} € D*(I)}. (62)
We use D(P), D*(P) to denote the set of frames corresponding to the contours
in P and R(P) to denote the set of clusters. We also introduce A(7w) to denote
the union of the C*» cells which correspond to the labels of 7. Similarly, let

A(P) :=UrerpyD*(I') Urer(py A(m). A compatible collection of polymers con-
sists of mutually compatible polymers.

Theorem 6 Forall v and R small enough, there exist functions CA/T’ & (C; p) such that
R (plg) = — D ¢L R (C; p), (63)
c

where C is a collection of non-compatible polymers P in the space Z.

With these two theorems we can define a new measure on the space of the density
configurations p = {p,} _ e, where the new Hamiltonian is
A

Zdnx B B . B
= D> logZog + BR(plp) + P (plg) + K (plG).

n (4
x: CL? e Aimt

h(plg) =~ log

(64)

We then use the notation E for the expectation w.r.t. this new coarse-grained
measure v.

To estimate the difference E,,i (fx,....x,) — Eu2(fx,....,) in Theorem 4, we split

E,; ( Sfer xn) into two parts, one which is of order one and one which is exponentially

small. However the order one parts will be small when we consider their difference.
The main idea is the following.
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Given x1, ..., x,, forn = 1,2, 4, and such that each x;, x; are not more distant
than ~!, we choose a box of side 2¢, that contains all of them and is far enough
from the boundary. The contribution of clusters attached to any subset of x1, ..., x,
inside the box will be denoted by g and the ones attached to any subset of x1, ..., x,
inside the box and going out of it will be denoted by R. This latter contribution is
exponentially small, as a corollary of the above theorems.

We first prove this splitting in the following Lemma:

Lemma 1 Let f,, ., beasin (42), then

Eu‘ (fx],m,x,,) - ]Ei/‘ (g) + Ria i = la 2 (65)

where g is a function of {p,} with x € X 4 contained in the cube of side 2¢ and R,
are remainder terms. Moreover, there are 6 > 0 and constants ¢y, ¢», ¢ so that

S

lglloo <c1i lRilloc < c2e™7 . (66)
To conclude the proof of Theorem 4 we need to estimate the difference £;(g) —

E,(g). In order to do this, we work in the coarse-grained model, i.e., in the space

24 = {a = (nx)yex, € NX4 1 1029, — pg 4| < ¢, forallx € XA}, ny =_py.
(67)

The goal is to prove that there exists a joint representation Z(n', n?|g', g*) of
the measures v! and ?> on 2"/ such that, for any x € X4, and denoting by &
the expectation w.r.t. to &2, we can bound the difference E,i(g) — E,2(g) with
& [d (n}(, n)zc)], where d (n}(, n)zc) is an appropriate distance that we have to define
and where & [d (nl, ni)] has the desired exponential decay property.

To complete the proof we then need to find a bound for &'[d (n}, n?)]. This comes
from a Dobrushin uniqueness condition. We want to bound the Vaserstein distance
between two Gibbs measures with the same Hamiltonian (64) but with different b.c.
g',i = 1, 2.1Itis convenient to define the Vaserstein distance in terms of the following
cost functions

dn'.n*) = > dny.nd). dny.nl)=n}-n (68)
xeX,
and if we suppose ¢! = (c}l', e c},{) and g% = (c}lz, R c}fﬂj),
D@ q") = p+min > 15, (69)
=1
the min being over all the subsets {j;} of {1,...,n + p} which have cardinality

n. Following Dobrushin, we need to estimate the Vaserstein distance between con-
ditional probabilities at a single site. We thus fix arbitrarily x € A, n',i = 1,2, in
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2N call pf = €;n'; ' are the b.c. outside A. The energy in x plus the interaction
with the outside is, as usual,

h(p:1p'. @) = h({ps. p'113") — h(p'1g"), (70)

where the first term on the r.h.s. is the energy of the configuration {p,, p'} (with g’
outside A). The second term is the energy in A \ x of p’ with nothing in x and g’
outside A. The conditional Gibbs measures are then the following probabilities on
2 (fori =1,2)

p(nlp', @) = —————exp{ — hip:1p', 3"}, (71)
r Z,(p',q") p{ pelb J
and their Vaserstein distance is
R(pClp'. D, pClp? 37) = inf > 0y, m)d (g ), (72)
nl,n?

x°

where the inf is over all the joint representations Q of p(p,|p’, ¢'),i = 1, 2. The key
bound for the Dobrushin scheme to work is the following theorem.

Theorem 7 There are u,cy,cy; > 0s.t. Vx € A

R(pP'O.PP0) = X rp2delnd) + > rrr, DG, 3)

zeXa,2#x z€X pc

with

Zr%R(x,z) <u<l

z

el sk = g

ryr(x,2) < cre
Remark 1 The reduction to an abstract contour model allows us to deal with a
coarse-grained system in which the configurations we look at are those chosen in the
restricted ensembles, roughly speaking those which should be seen under the effects
of a double-well potential once we restrict to its minima. In this scenario, after we
compute the effective Hamiltonian for the coarse-grained system, we have a new
Gibbs measure which depends only on the cells variables. But now these variables
are close to the mean-field value and in such a setup it is possible to prove the validity
of the Dobrushin uniqueness theory.
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