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Preface

This volume presents the proceedings of the third international conference on
particle systems and partial differential equations, “PS-PDEs III”, which was held at
the Centre of Mathematics of the University of Minho in Braga, Portugal, during
17–19 December 2014.

The meeting was intended to bring together prominent active researchers
working in the fields of probability and partial differential equations, so that they
could present their latest scientific findings in both areas, and to promote discussion
on some of their areas of expertise. Further, it was intended to introduce a vast and
varied public, including young researchers, to the subject of interacting particle
systems, its underlying motivation and its relation to partial differential equations.

This volume includes 16 contributed papers written by conference participants
on essential and intriguing topics in the fields of probability theory, partial differ-
ential equations and kinetic theory.

We believe that this volume will be of great interest to probabilists, analysts and
also to those mathematicians with a general interest in mathematical physics,
stochastic processes and differential equations, as well as those physicists whose
work intersects with statistical mechanics, statistical physics and kinetic theory.

We would like to take this opportunity to extend our thanks to all the speakers,
and to the participants, for contributing to the success of this meeting.

Lastly, we wish to gratefully acknowledge the financial support provided by
Fundação para a Ciência e a Tecnologia through the FCT-FACC funds, to the
Centre of Mathematics of the University of Minho, to the Centre of Mathematics,
Fundamental Applications and Operations Research of the University of Lisbon and
to the Co-Lab initiative UT Austin-Portugal.

We really hope that you enjoy reading this book!

Braga, Portugal Patrícia Gonçalves
February 2016 Ana Jacinta Soares
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On Linear Hypocoercive BGK Models

Franz Achleitner, Anton Arnold and Eric A. Carlen

Abstract We study hypocoercivity for a class of linear and linearized BGK mod-
els for discrete and continuous phase spaces. We develop methods for construct-
ing entropy functionals that prove exponential rates of relaxation to equilibrium.
Our strategies are based on the entropy and spectral methods, adapting Lyapunov’s
direct method (even for “infinite matrices” appearing for continuous phase spaces)
to construct appropriate entropy functionals. Finally, we also prove local asymptotic
stability of a nonlinear BGK model.

Keywords Kinetic equations · BGK models · Hypocoercivity · Entropy method

1 Introduction

This paper is concerned with the large time behavior of linear BGK models (named
after the physicists Bhatnagar-Gross-Krook [5]) for a phase space density f (x, v, t);
x, v ∈ R

d , satisfying the kinetic evolution equation

ft + v · ∇x f − ∇x V · ∇v f = Q f := MT (t)(v)
∫
Rd

f (x, v, t) dv − f (x, v, t) , t ≥ 0,

(1.1)

with some given confinement potential V (x) and where MT denotes the normalized
Maxwellian at some temperature T :
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MT (v) = (2πT )−d/2e−|v|2/2T .

We assume that the initial condition is normalized as
∫
Rd×Rd

f (x, v, 0) dxdv = 1,

and this normalization persists under the flow of (1.1). The function T (t) is defined
so that the energy is conserved:

∫
Rd ×Rd

[ |v|2
2

+ V (x)

]
f (x, v, t) dxdv =

∫
Rd ×Rd

[ |v|2
2

+ V (x)

]
f (x, v, 0) dxdv =: E0.

This is achieved in case

T (t) := 2

d

[
E0 −

∫
Rd

V (x)ρ(x, t) dx

]
, (1.2)

whereρ(x, t) := ∫
Rd f (x, v, t) dv, which completes the specification of the equation.

This model differs form the usual BGK model in that the Maxwellian MT has a
spatially constant temperature and zero momentum. This is already a simplification
of the standard BGKmodel in which MT would be replaced by the local Maxwellian
corresponding to f ; i.e., the localMaxwellianwith the same hydrodynamicmoments
as f . However, (1.1)–(1.2) is still non-linear since T (t) depends linearly on f , but
then MT depends nonlinearly on T . This simplified equation arises in certain models
of thermostated systems [4]. Under sufficient growth assumptions on V as |x | → ∞,
the unique normalized steady state of (1.1) is

f ∞(x, v) = exp

(
− 1

T∞

[
V (x) + |v|2

2

])
,

where the normalization constant shall be included in V and T∞ such that the energy
associated to f ∞ is E0.

In fact, we simplify the model further: We take d = 1, replace the spatial domain
R

d by the unit circle T1, and then dispense with the confining potential. Thus we
shall first investigate the linear BGK model

ft + v fx = Q f := MT (v)
∫
R

f (x, v, t) dv − f (x, v, t) , t ≥ 0. (1.3)

Let dx̃ denote the normalized Lebesgue measure on T1, and consider normalized
initial data f (x, v, 0) such that

∫
T1×R

f (x, v, 0) dx̃dv = 1 (a normalization which
is conserved under the flow). In this case, Eq. (1.2) for the temperature reduces to
T (t) = 2E0, independent of t , with
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E0 :=
∫
T1×R

v2

2
f (x, v, 0) dx̃dv.

For the simplified linear equation (1.3), the unique steady state is f ∞ = MT ,
uniform on the circle. We shall study the rate at which normalized solutions of (1.3)
approach the steady state f ∞ = MT as t → ∞. This problem is interesting since the
collision mechanism drives the local velocity distribution towards MT , but a more
complicated mechanism involving the interaction of the streaming term v∂x and the
collision operator Q is responsible for the emergence of spatial uniformity.

To elucidate this key point, let us define the operator L by

L f (x, v) := −v ∂x f (x, v) + Q f (x, v).

Then the evolution equation (1.3) can be written ft = L f . Let H denote the
weighted space L2(T1 × R; M−1

T (v) dv). Then Q is self-adjoint on H , L f ∞ = 0,
and a simple computation shows that if f (t) is a solution of (1.3),

d

dt
‖ f (t) − f ∞‖2H = 2〈 f (t),L f (t)〉H = 2〈 f (t),Q f (t)〉H = −2‖ f − MT ρ‖2H ,

where, as before, ρ(x, t) := ∫
R

f (x, v, t) dv. Thus, while the norm ‖ f (t) − f ∞‖H
is monotone decreasing, the derivative is zero whenever f (t) has the form f (t) =
MT ρ for any smooth density ρ. In particular, the inequality

〈 f − f ∞,L( f − f ∞)〉H ≤ −λ‖ f − f ∞‖2H (1.4)

is valid in general for λ = 0, but for no positive value of λ. If (1.4) were valid for some
λ > 0, we would have had ‖ f (t) − f ∞‖2H ≤ e−tλ‖ f (0) − f ∞‖2H for all solutions
of our equation, and we would say that the evolution equation is coercive. However,
while this is not the case, it does turn out that one still has constants 1 < C < ∞ and
λ > 0 such that

‖ f (t) − f ∞‖2H ≤ Ce−tλ‖ f (0) − f ∞‖2H . (1.5)

(The fact that there exist initial data f (0) �= f ∞ for which the derivative of the norm
is zero shows that necessarilyC > 1.) In Villani’s terminology (see Sect. 3.2 of [21]),
this means that our evolution equation is hypocoercive.

Many hypocoercive equations have been studied in recent years [2, 10–12, 21],
including BGK models in Sects. 1.4 and 3.1 of [10] (see also Sect. 4.1 below), but
sharp decay rates were rarely an issue there. The fact that normalized solutions of
(1.3) converge exponentially fast at some rate to f ∞ is a consequence of a proba-
bilistic analysis of such equations in [4]: In fact, Eq. (1.3) is the Kolmogorov forward
equation for a certain Markov process, and as shown in [4] an argument based on a
Doeblin condition yields exponential convergence. However, this approach relies on
compactness arguments and does not yield explicit values for C or λ. We shall dis-
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cuss another approach to the problem of establishing hypocoercivity for such models
that does yield explicit—and quite reasonable—values for C and λ. To this end, our
main tool will be variants of the entropy–entropy production method. Our first main
result will be a decay estimate for (1.3):

Theorem 1 (decay estimate for (1.3)) Fix unit temperature T = 1. There exists an
entropy functional e( f ) satisfying

1

2
e( f ) ≤ ‖ f − M1‖2H ≤ 4e( f )

such that for all (normalized) solutions f (t) of (1.3) with e( f I ) < ∞,

e( f (t)) ≤ e−t ·0.547592...e( f I ), t ≥ 0.

Finally, we shall study the linearization of a one dimensional BGK equation
around a Maxwellian with some constant-in-x temperature. In one dimension, if
collisions conserve both energy and momentum, they are trivial: The only kinematic
possibilities are an exchange of velocitieswhich has no effect at all at the kinetic level.
Therefore, in one dimension the natural BGK equation, which would correspond for
example to the Kac equation [13], uses Maxwellians determined by the density and
temperature alone. The method will be applied to the three dimensional equation in
a follow-up paper.

For a probability density f (x, v) on T1 × R we thus consider the nonlinear BGK
equation

ft (x, v, t) + v fx (x, v, t) = M f (x, v, t) − f (x, v, t), t ≥ 0, (1.6)

where M f is the localMaxwellian having the same local density and “temperature” as
f : The density is defined asρ(x, t) := ∫

R
f (x, v, t) dv and the pressure as P(x, t) :=∫

R
v2 f (x, v, t) dv. In analogy to the situation with zero velocity we shall refer to the

conditional secondmoment, T̃ (x, t) := P(x, t)/ρ(x, t) as temperature (with the gas
constant scaled as R = 1). Then, for fixed t , the local Maxwellian M f is defined as

M f (x, v) = ρ(x)√
2π T̃ (x)

e−v2/2T̃ (x) = ρ3/2(x)√
2π P(x)

e−v2ρ(x)/2P(x), (1.7)

and we shall mostly use the second version of it in the sequel. The existence of global
solutions for the Cauchy problem of similar nonlinear BGKmodels has been proven
in [7, 16, 18].

We assume
∫
T1 ρ(x) dx̃ = 1 and define T := ∫T1 P(x) dx̃ , which are both con-

served by the flow of (1.6). Now we consider f close to the global equilibrium
MT (v), with h defined by f = MT + h. Then
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ρ(x, t) = 1 + σ(x, t) with σ(x, t) :=
∫
R

h(x, v, t) dv,

P(x, t) = T + τ(x, t) with τ(x, t) :=
∫
R

v2h(x, v, t) dv,
(1.8)

which implies

∫
T1

σ(x, t) dx̃ = 0 and
∫
T1

τ(x, t) dx̃ = 0. (1.9)

The perturbation h then satisfies

ht (x, v, t) + v hx (x, v, t) = [M f (x, v, t) − MT (v)] − h(x, v, t), t ≥ 0.

For σ and τ small we have

M f (x, v) − MT (v) = (1 + σ)3/2(x)√
2π(T + τ(x))

e−v2(1+σ(x))/2(T +τ(x)) − 1√
2πT

e−v2/2T

(1.10)

≈
(
3

2
− v2

2T

)
MT (v)σ (x) +

(
− 1

2T
+ v2

2T 2

)
MT (v)τ (x),

(1.11)

which yields the linearized BGK model that we shall analyze in this paper:

ht (x, v, t) + v hx (x, v, t) (1.12)

= MT (v)

[(
3

2
− v2

2T

)
σ(x, t) +

(
− 1

2T
+ v2

2T 2

)
τ(x, t)

]
− h(x, v, t), t ≥ 0.

Following the same approach as for Theorem 1 we shall obtain a decay estimate for
(1.12), and then local asymptotic stability for the nonlinear BGK equation (1.6). For
the latter purpose, we need to introduce another set of norms.

For γ ≥ 0, let H γ (T1) be the Sobolev space consisting of the completion of
smooth functions ϕ on T1 in the Hilbertian norm

‖ϕ‖2H γ :=
∑
k∈Z

(1 + k2)γ |ϕk |2,

where ϕk is the kth Fourier coefficient of ϕ. Let Hγ denote the Hilbert space
H γ (T1) ⊗ L2(R; M−1

T ). Then the inner product in Hγ is given by

〈 f, g〉Hγ
=
∫
T1

∫
R

f (x, v)
[(
1 − ∂2

x

)γ
g(x, v)

]
M−1

T (v)dvdx̃ .
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Theorem 2 (decay estimates for (1.12), (1.6)) Fix unit temperature T = 1.

(a) For all γ ≥ 0 there is an entropy functional eγ ( f ) satisfying

2

3
eγ ( f ) ≤ ‖ f − M1‖2Hγ

≤ 4

3
eγ ( f ) (1.13)

such that if h = f − M1 is a solution of the linearized BGK equation (1.12)
with initial data hI = f I − M1 such that

∫
T1

∫
R
(1, v2) f I dv dx̃ = (1, 1), and

eγ ( f I ) < ∞, then

eγ ( f (t)) ≤ e−t/25eγ ( f I ), t ≥ 0. (1.14)

(b) Moreover, for all γ > 1/2, there is an explicitly computable δγ > 0 such that
if f is a solution of the nonlinear BGK equation (1.6) with initial data f I

such that
∫
T1

∫
R
(1, v2) f I dv dx̃ = (1, 1), and ‖ f I − M1‖Hγ

< δγ , then for
the same entropy function eγ , (1.14) is again valid.

Before turning to our main investigation, i.e. exponential decay in the BGK equa-
tions (1.3), (1.12), (1.6), we shall study some still simplermodelswith a finite number
of positions and velocities: In Sect. 2 we analyze coercive BGKmodels with first two
and then finitely many velocities using relative entropies. Since this approach fails
for discrete hypocoercive BGK models (considered in Sect. 3), their analysis will
be based on spectral methods and Lyapunov’s direct method. Section4 is concerned
with space-inhomogeneous BGK models. We shall start with its discrete velocity
analogs in Sects. 4.1–4.2, where the velocity modes will be expanded in Krawtchouk
polynomials – a discrete analog of the Hermite polynomials. In Sect. 4.3 we shall
finally analyze the exponential convergence of the linear BGK equation (1.3), using
a Hermite expansion of the velocity modes and an adaption of Lyapunov’s direct
method, used here for “infinite matrices”. This will yield the proof of Theorem 1.
This strategy is modified in Sect. 4.4 for the linearized BGK equation (1.12), proving
Theorem 2(a). Finally, in Sect. 4.5 we analyze the local asymptotic stability of the
nonlinear BGK equation (1.6), as stated in Theorem 2(b).

2 Discrete Coercive BGK Models

In this section we consider space-homogeneous BGKmodels with a finite number of
velocities. Our main tool in the investigation is the relative entropy, which is defined
as follows (see Sect. 2.2 of [3] for more details):

Definition 1 (a) Let J be either R+ or R. A scalar function ψ ∈ C( J̄ ) ∩ C2(J )

satisfying the conditions

ψ(1) = 0 , ψ ≥ 0 , ψ ′′ ≥ 0 , on J (2.1)

(and hence also ψ ′(1) = 0) is called entropy generator.
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(b) Let f1 ∈ L1(R2d), f2 ∈ L1+(R2d) with
∫ ∫

f1 dx dv = ∫ ∫ f2 dx dv = 1 and
f1
f2
(x, v) ∈ J̄ a.e. (w.r.t. the measure f2( dx dv)). Then

eψ( f1| f2) :=
∫ ∫

R2d

ψ
( f1

f2

)
f2 dx dv ≥ 0 (2.2)

is called a relative entropy of f1 with respect to f2 with generating function ψ .

In applications, themost important examples are the logarithmic entropy e1( f1| f2),
generated by

ψ1(σ ) := σ ln σ − σ + 1,

and the power law entropies ep( f1| f2), generated by

ψp(σ ) := σ p − 1 − p(σ − 1), p > 1. (2.3)

Except for the quadratic entropy e2 we shall always use J = R
+. Below we shall use

also a second family of power law entropies êp( f1| f2) generated by

ψ̂p(σ ) := |σ − 1|p, p > 1. (2.4)

The above definition clearly shows that eψ( f1| f2) = 0 if and only if f1 = f2.
In the next section we shall hence try to prove that solutions f (t) to BGK models
satisfy eψ( f (t)| f ∞) → 0 as t → ∞. For the entropies ep, p ≥ 1 such a convergence
in relative entropy then also implies L1–convergence, due to the Csiszár-Kullback
inequality:

‖ f1 − f2‖2L1(R2d ) ≤ 2 e1( f1| f2) ≤ 2

p(p − 1)
ep( f1| f2),

where we used ψ1(σ ) ≤ ψp(σ )/ψ ′′
p(1), σ ≥ 0 in the second inequality. For the

entropies defined in (2.4) one has a substitute for the Csiszár-Kullback inequality,
namely the identity

êp( f1| f2) = ‖ f1 − f2‖p

L p( f 1−p
2 )

.

To illustrate the standard entropymethod on a very simple example, we first revisit
the ODE (1.10) from [3] for the vector f (t) = ( f1(t), f2(t))� ∈ R

2:

d

dt
f = λA f, t ≥ 0, (2.5)

f (0) = f I ∈ R
2,
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with the parameter λ > 0, and the matrix A has BGK form:

A :=
(−1 1

1 −1

)
= 2

[( 1
2
1
2

)
⊗ (1, 1) −

(
1 0
0 1

)]
. (2.6)

This ODE can be seen as an x–homogeneous variant of (1.3) with just two discrete
velocities. In fact, on the right hand side of (2.6), the column vector ( 12 ,

1
2 )

� corre-
sponds to theMaxwellian M(v) in the BGK equation (1.3), and the row vector (1, 1)
corresponds to the velocity integral. The symmetric matrix A has an eigenvalue 0
with corresponding eigenvector f ∞ := ( 12 ,

1
2 )

� and an eigenvalue -2. Hence A is
coercive on { f ∞}⊥. Since each column ofA sums up to 0, the “total mass” of the sys-
tem, i.e. f1(t) + f2(t), stays constant in time. Hence, we shall assumew.l.o.g. that f I

is normalized, i.e. f I
1 + f I

2 = 1. Thus, as t → ∞, f (t) = f ∞ + ( f I − f ∞) e−2λt

converges to f ∞ exponentially with rate 2λ. For f I
1,2 ≥ 0 we have f1,2(t) ≥ 0.

In analogy to Definition 1 we introduce for (2.5) (with n = 2) the relative entropy
generated by ψ :

eψ( f (t)| f ∞) :=
n∑

j=1

ψ
( f j (t)

f ∞
j

)
f ∞

j . (2.7)

Its time derivative under the flow of (2.5) reads

d

dt
eψ( f (t)| f ∞) = −λ( f1 − f2)

[
ψ ′
( f1(t)

f ∞
1

)
− ψ ′

( f2(t)

f ∞
2

)]
(2.8)

=: −Iψ( f (t)| f ∞) = −2λψ ′′(ζ )( f1 − f2)
2 ≤ 0 ,

where ζ = ζ(t) is an intermediate value between 2 f1(t) and 2 f2(t). Iψ( f (t)| f ∞)

denotes the Fisher information (of f (t) w.r.t. f ∞).
As pointed out in [3], it is not obvious to bound this Fisher information from below

directly by a multiple of the relative entropy (except for quadratic entropies). The
goal of such an estimate would be to establish the exponential decay of the relative
entropy. Hence, it is the essence of the entropy method to consider the entropy
dissipation rate: Differentiating (2.8) once more in time gives

Rψ( f (t)| f ∞) := − d

dt
Iψ( f (t)| f ∞) (2.9)

= 2λIψ( f (t)| f ∞) + λ2( f1(t) − f2(t)
)2 [

ψ ′′
( f1(t)

f ∞
1

) 1

f ∞
1

+ ψ ′′
( f2(t)

f ∞
2

) 1

f ∞
2

]
.

Due to ψ ′′ ≥ 0 the second term is nonnegative. Hence,

− d

dt
Iψ( f (t)| f ∞) ≥ 2λIψ( f (t)| f ∞) .
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And this yielded in [3] the exponential decay of Iψ( f (t)| f ∞) and of eψ( f (t)| f ∞)

at the sub-optimal rate 2λ. But this procedure can be improved easily to give the
following sharp result:

Theorem 3 Let the convex entropy generator ψ satisfy either: ψ ′′ is convex on J;
or ψ ′ is concave on (0, 1) along with ψ ′ is convex on (1,∞). Then the solution to
(2.5) satisfies

Iψ( f (t)| f ∞) ≤ e−4λt Iψ( f I | f ∞) , t ≥ 0 , (2.10)

eψ( f (t)| f ∞) ≤ e−4λt eψ( f I | f ∞) , t ≥ 0 . (2.11)

Proof Case 1 :ψ ′′ convex on J
We have for 0 ≤ s ≤ 1:

sψ ′′(σ2) + (1 − s)ψ ′′(σ1) ≥ ψ ′′(sσ2 + (1 − s)σ1
)
.

Integrating this inequality over s ∈ [0, 1] yields ∀ σ1 �= σ2 ∈ J :

ψ ′′(σ1) + ψ ′′(σ2)

2
≥ κ

∫ σ2

σ1
ψ ′′(σ ) dσ

σ2 − σ1
= κ

ψ ′(σ2) − ψ ′(σ1)

σ2 − σ1
, (2.12)

where κ is introduced only for later reference. Here we set κ = 1.
We now recall that f ∞

1 = f ∞
2 . Hence, (2.9) and (2.12) give

d

dt
Iψ( f (t)| f ∞) ≤ −4λIψ( f (t)| f ∞) , (2.13)

and (2.10) follows. As usual in the entropy method, one next integrates (2.13) in time
(from t to ∞) to obtain

d

dt
eψ( f (t)| f ∞) ≤ −4λeψ( f (t)| f ∞),

and this finishes the proof for the case ψ ′′ convex.

Case 2 : ψ ′ concave on (0, 1) alongwithψ ′ convex on (1,∞)

Wemay assumewithout loss of generality that f1 > f2. Then f1/ f ∞
1 > 1 > f2/ f ∞

2 ,
and by the tangent line inequality for the concave function ψ ′∣∣

(0,1),

0 = ψ ′(1) ≤ ψ ′
(

f2
f ∞
2

)
+ ψ ′′

(
f2

f ∞
2

)(
f ∞
2 − f2

f ∞
2

)
.

Likewise, using the tangent line inequality for the convex function ψ ′∣∣
(1,∞)

,
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ψ ′
(

f1
f ∞
1

)
≤ ψ ′(1) + ψ ′′

(
f1

f ∞
1

)(
f1 − f ∞

1

f ∞
1

)
= ψ ′′

(
f1

f ∞
1

)(
f1 − f ∞

1

f ∞
1

)
.

Altogether we have

ψ ′′
(

f1
f ∞
1

)(
f1 − f ∞

1
f ∞
1

)
≥ ψ ′

(
f1

f ∞
1

)
and ψ ′′

(
f2

f ∞
2

)(
f ∞
2 − f2

f ∞
2

)
≥ −ψ ′

(
f2

f ∞
2

)
.

(2.14)

Now continuing to assume that f1 > f2, and using the fact that f ∞
1 = f ∞

2 so that
f1 − f2 = 2( f1 − f ∞

1 ) = 2( f ∞
2 − f2),

(
f1 − f2

) [
ψ ′′
( f1

f ∞
1

) 1

f ∞
1

+ ψ ′′
( f2

f ∞
2

) 1

f ∞
2

]

= 2
(

f1 − f ∞
1

)
ψ ′′
( f1

f ∞
1

) 1

f ∞
1

+ 2( f ∞
2 − f2)ψ

′′
( f2

f ∞
2

) 1

f ∞
2

≥ 2

[
ψ ′
(

f1
f ∞
1

)
− ψ ′

(
f2

f ∞
2

)]
.

Therefore,

λ2
(

f1 − f2
)2 [

ψ ′′
( f1

f ∞
1

) 1

f ∞
1

+ ψ ′′
( f2

f ∞
2

) 1

f ∞
2

]
≥ 2λIψ( f | f ∞).

Again from (2.9) we obtain (2.13). �

Remark 1. Concerning the logarithmic and power law entropies from (2.3) one
easily verifies:ψp satisfies the conditionψ I V ≥ 0 on J (or the inequality (2.12))
exactly for p ∈ [1, 2] ∪ [3,∞).

2. For ψp with p ∈ (2, 3), inequality (2.12) holds with κ = p−1
2 (but not for any

larger constant κ). This follows from gp(z) := z p−2 + 1 − z p−1−1
z−1 > 0 on R

+
and gp(0) = 0, which can be verified by elementary computations. Hence, for
p ∈ (2, 3), the entropy method yields exponential decay of ep( f (t)| f ∞) with
the reduced rate 2(κ + 1)λ = (p + 1)λ:

ep( f (t)| f ∞) ≤ e−(p+1)λt ep( f I | f ∞), t ≥ 0.

But the decay estimates (2.11), (2.10) are in general false for p ∈ (2, 3).

In an alternative approach, one can verify for 2 < p < 3 the estimates

ψp(σ ) ≤ ψ3(σ ), ∀ σ ≥ 0; ψ3(σ ) ≤ C pψp(σ ), ∀ 0 ≤ σ ≤ 2,
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where [0, 2] is the maximum range of values for f1
f ∞
1

and f2
f ∞
2
. Here the constant

is C p = ψ3(2)
ψp(2)

= 4
2p−1−p . With (2.11) this implies

ep( f (t)| f ∞) ≤ e−4λt e3( f I | f ∞) ≤ C pe−4λt ep( f I | f ∞), t ≥ 0.

Hence, the entropies ep, p ∈ (2, 3) still decay with the optimal rate 4λ, but at the
price of the multiplicative constant C p > 1.

3. The relative entropies êp, p ≥ 2 from (2.4) satisfy the second set of assumptions
in Theorem 3. Note that ψ ′′′ does not have to be continuous at σ = 1.

2.1 Multi-velocity BGK Models

Now, we consider discrete space-homogeneous BGK models in R
n: The evolution

of a vector f (t) = ( f1(t), f2(t), . . . , fn(t))� ∈ R
n is governed by

{
d
dt f = 2λA f, t ≥ 0 ,

f (0) = f I ∈ R
n ,

(2.15)

for some λ > 0 and a matrix A ∈ R
n×n in BGK form

A =
⎛
⎜⎝

ρ1
...

ρn

⎞
⎟⎠⊗ (1, . . . , 1) − I (2.16)

with ρ = (ρ1, . . . , ρn)
� ∈ (0, 1)n such that

∑n
j=1 ρ j = 1.

Such a matrix A has a simple eigenvalue 0 with left eigenvector l1 = (1, . . . , 1)
and right eigenvector r1 = ρ, and an eigenvalue −1 with geometric multiplicity
n − 1. Since each column of A sums up to 0, the “total mass” of system (2.15) stays
constant in time, i.e.

∑n
j=1 f j (t) =∑n

j=1 f I
j .

Matrix A = (a jk) j,k=1,...,n has only non-negative off-diagonal coefficients a jk

( j �= k); such matrices are called essentially non-negative or Metzler matrices [19].
An essentially non-negative matrix A induces via (2.15) a semi-flow which pre-
serves non-negativity of its initial datum f I , i.e. f I

j ≥ 0 for all j = 1, . . . , n, implies
f j (t) ≥ 0 for all t ≥ 0.

Remark An essentially non-negativematrix is called Q-matrix (or W -matrix in [20])
if it has an eigenvalue 0 with right eigenvector (1, . . . , 1)�. Q-matrices are the infini-
tesimal generators of continuous-time Markov processes with finite state space [15].

In the following, we consider normalized positive initial data f I , i.e.
∑n

j=1 f I
j =

1, such that the solution f of (2.15) is positive and normalized for all t ≥ 0. Thus,
as t → ∞, f (t) = f ∞ + ( f I − f ∞) e−2λt converges to the normalized steady state
f ∞ := ρ exponentially with rate 2λ.
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The study of the long-time behavior of solutions f to (2.15) is a classical topic,
an approach via entropy methods can be found in [17, 20]. Note that Perthame [17,
Sect. 6.3] considers essentially positive matrices (i.e. off-diagonal elements are pos-
itive) to simplify the presentation. However, the results generalize to irreducible
Q-matrices, since only the non-negativity of off-diagonal elements is used, see also
[17, Remark 6.2]. While [17, Proposition 6.5] establishes only exponential decay in
entropy, we aim at the optimal decay rate in the entropy approach.

We consider the time derivative of the relative entropy (2.7) under the flow
of (2.15)

d

dt
eψ( f (t)| f ∞) =

n∑
j=1

ψ ′
(

f j (t)
f ∞

j

)
2λ ( f ∞

j − f j (t)) =: −Iψ( f (t)| f ∞) ≤ 0 (2.17)

which is non-positive due to the properties (2.1) of an entropy generator (ψ ′ is an
increasing function with ψ ′(1) = 0). Next, we compute the second order derivative
of eψ( f (t)| f ∞) w.r.t. time:

Rψ( f (t)| f ∞) : = − d

dt
Iψ( f (t)| f ∞) = d

dt

n∑
j=1

ψ ′( f j (t)
f ∞

j

) d

dt
f j

=
n∑

j=1

ψ ′( f j (t)
f ∞

j

) d2

dt2
f j +

n∑
j=1

ψ ′′( f j (t)
f ∞

j

)
1

f ∞
j

( d

dt
f j

)2

= 2λIψ( f (t)| f ∞) +
n∑

j=1

ψ ′′( f j (t)
f ∞

j

)
1

f ∞
j

( d

dt
f j

)2 ≥ 2λIψ( f (t)| f ∞) ,

sinceA2 = −A andψ ′′ ≥ 0. This yields the non-optimal entropy dissipation rate 2λ.
To obtain a better entropy dissipation rate, we want to estimate the neglected term
via

n∑
j=1

ψ ′′
(

f j (t)
f ∞

j

)
1

f ∞
j

( d

dt
f j

)2 ≥ μIψ( f (t)| f ∞) ≥ 0 (2.18)

for some μ > 0.

Theorem 4 Let ρ = (ρ1, . . . , ρn)
� ∈ (0, 1)n such that

∑n
j=1 ρ j = 1and let the con-

vex entropy generatorψ ∈ C2(J ) satisfy for someμ > 0and all u = (u1, . . . , un)
� ∈

[0, 1]n with
∑n

j=1 u j = 1:

n∑
j=1

ψ ′′
(

u j

ρ j

)
1
ρ j

(ρ j − u j )
2 ≥ μ

2λ

n∑
j=1

ψ ′
(

u j

ρ j

)
(u j − ρ j ). (2.19)
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Then, for all non-negative normalized initial data f I , the solution f to (2.15)
satisfies

Iψ( f (t)| f ∞) ≤ e−(2λ+μ)t Iψ( f I | f ∞) , t ≥ 0 , (2.20)

eψ( f (t)| f ∞) ≤ e−(2λ+μ)t eψ( f I | f ∞) , t ≥ 0 . (2.21)

Proof The solution f to (2.15) is positive and normalized for all t > 0. Under
Assumption (2.19) on ψ , we obtain the estimates (2.18), and

d

dt
Iψ( f (t)| f ∞) ≤ −(2λ + μ) Iψ( f (t)| f ∞) , (2.22)

hence (2.20) follows. Next, one integrates (2.22) in time (from t to ∞) to obtain

d

dt
eψ( f (t)| f ∞) ≤ −(2λ + μ) eψ( f (t)| f ∞) ,

and this finishes the proof. �

For the quadratic entropy generatorψ2 inequality (2.19) holds withμ = 2λ. Thus
we recover the optimal decay rate 4λ in (2.20)–(2.21). For the logarithmic entropy
generator ψ1 an estimate for μ in (2.19) has been given in [6, 9] as

μ

2λ
≥ √ρmin(1 − ρmin) with ρmin = min

j=1,...,n
ρ j .

Next, we consider entropy generators ψ in the sense of Definition 1, such that ψ ′
is concave on (0, 1) along with ψ ′ convex on (1,∞). Thus, for f1 ≥ f ∞

1 > 0 and
f ∞
2 ≥ f2 > 0, the inequalities (2.14) continue to hold. Distinguishing the cases u j <

ρ j , u j > ρ j and the trivial case u j = ρ j , we deduce for all j = 1, . . . , n,

ψ ′′
(

u j

ρ j

)
1
ρ j

(ρ j − u j )
2 ≥ ψ ′

(
u j

ρ j

)
(u j − ρ j ),

hence (2.19) holds with μ = 2λ. However, for the entropy generators ψ̂p in (2.4)
with p ≥ 2 the optimal value is μ = (p − 1)2λ.

In the following, we restrict ourselves to n = 2 and determine the best constant
for some polynomial entropy generators:

Lemma 1 Let ρ1, ρ2 ∈ (0, 1) with ρ1 + ρ2 = 1. The entropy generator ψ(σ) satis-
fies condition (2.19) with

1 ≥ μ

2λ
=

⎧⎪⎨
⎪⎩
1 for ψ(σ) = ψ2(σ ),

2min{ρ1, ρ2} for ψ(σ) = ψ3(σ ),

2 − 2
√
1 − 3ρ2 (1 − ρ2) > 0 for ψ(σ) = ψ4(σ ).
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Proof For n = 2, the assumptions on ρ and u in (2.19) imply

−(ρ2 − u2) = ρ1 − u1 = ρ1(u1 + u2) − u1 = ρ1u2 − ρ2u1 = ρ1ρ2(
u2
ρ2

− u1
ρ1

).

Thus condition (2.19) is equivalent to

2∑
j=1

ψ ′′
(

u j

ρ j

)
1
ρ j

ρ2
1ρ

2
2 (

u2
ρ2

− u1
ρ1

)2 ≥ μ

2λ

2∑
j=1

ψ ′
(

u j

ρ j

)
(−1) jρ1ρ2(

u2
ρ2

− u1
ρ1

) ≥ 0.

Setting v1 := u1/ρ1 and v2 := u2/ρ2, we deduce for ψp(σ ), p > 1,

(p − 1)
[
vp−2
1 ρ2 + vp−2

2 ρ1
]
(v1 − v2)

2 ≥ μ

2λ

[
vp−1
1 − vp−1

2

]
(v1 − v2) ∀v1, v2 ≥ 0.

Moreover, for v2 > 0, dividing by vp
2 and defining z := v1/v2, we obtain

(p − 1)
[
z p−2ρ2 + ρ1

]
(z − 1)2 ≥ μ

2λ

[
z p−1 − 1

]
(z − 1) ∀z ≥ 0.

We show the statement for the quartic entropy generator ψ4(σ ), the (simpler)
proof for quadratic and cubic entropy generators is omitted. For ψ4, condition (2.19)
is equivalent to

g(z) := z2(3ρ2 − μ̃) − μ̃z + 3ρ1 − μ̃ ≥ 0 ∀z ≥ 0

with μ̃ := μ/(2λ). Evaluating g(z) at z = 0 and taking the limit z → ∞, we deduce
the necessary conditions 3ρ1 ≥ μ̃ and 3ρ2 > μ̃, respectively. The minimum of g(z)
on z ∈ (0,∞) is zero, iff μ̃ solves μ̃2 − 4(3ρ1 − μ̃) (3ρ2 − μ̃) = 0. This quadratic
polynomial has a simple positive zero given by μ̃0 = 2 − 2

√
1 − 3ρ2 (1 − ρ2) > 0,

since ρ1 + ρ2 = 1.
The expression μ̃0 = 2 − 2

√
1 − 3ρ2 (1 − ρ2) > 0 attains its maximum 1 for

ρ2 ∈ (0, 1) at ρ2 = 1/2. �

Remark The quadratic entropy ψ2(σ ) satisfies Assumption (2.19) with μ = 2λ for
all f ∞

1 , f ∞
2 ∈ (0, 1). The cubic entropy ψ3(σ ) and the quartic entropy ψ4(σ ) sat-

isfy (2.19) with μ = 2λ only for f ∞
1 = f ∞

2 = 1
2 .

3 A Discrete Hypocoercive BGK Model

In this section we consider an example for a discrete version (both in x and v)
of (1.1). More precisely, we consider the evolution of a vector f (t) = ( f j (t); j =
1, ..., 4

)� ∈ R
4, where its four componentsmay correspond to the following points in

the x − v–phase space: (1, 1), (1,−1), (−1,−1), (−1, 1), in this order. Its evolution
is given by
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d

dt
f = (A + B) f, t ≥ 0 , (3.1)

f (0) = f I ∈ R
4 .

Similarly to (2.6), the matrix A has BGK form:

A := 1

2

⎛
⎜⎜⎝

−1 1 0 0
1 −1 0 0
0 0 −1 1
0 0 1 −1

⎞
⎟⎟⎠ = 1

2

(
1 1
1 1

)
⊗
(
1 0
0 1

)
− I , (3.2)

where the first summand on the r.h.s. is the projection onto the kernel of A,

kerA = span[(1 1 0 0)�, (0 0 1 1)�] .

In (3.1), the matrix B is skew-symmetric and reads

B :=

⎛
⎜⎜⎝

0 −1 0 1
1 0 −1 0
0 1 0 −1

−1 0 1 0

⎞
⎟⎟⎠ =

(
0 −1
1 0

)
⊗
(

1 −1
−1 1

)
. (3.3)

B corresponds to a discretization of the transport operator in (1.1) by symmetric
finite differences. We remark that (3.1) does not preserve positivity but, as we shall
show, the hypocoercivity of (1.1). Motivated by the theory of hyperbolic systems,
one may also replace the transport operator by an upwind discretization with a then
non-symmetric matrix B̃. Then, the resulting system would preserve positivity. But
it would be coercive rather than hypocoercive. Here we opt to discuss the situation
with B given in (3.3).

The spectrum of A + B is given by 0, − 1
2 ±

√
15
2 i, −1. The unique, (in the 1-

norm) normalized steady state of (3.1) is given by f ∞ = w1 = 1
4 (1111)�, which

spans the kernel of A + B. Eigenvectors of the non-trivial eigenvalues are given by
w2,3 := (

√
5, ±√

3i, −√
5, ∓√

3i)� and w4 := (1, −1, 1, −1)�, and all three of
them have mass 0. This shows that 1

2 is the sharp decay rate of any (normalized)
f (t) towards f ∞. But this “spectral gap” of size 1

2 disappears in the symmetric part

of the matrix: σ
(
A + B+B�

2

) = {0, 0, −1, −1}. Hence, the matrix A + B is only
hypocoercive on { f ∞}⊥ (as defined by Villani, see Sect. 3.2 of [21]). But using an
appropriate similarity transformation ofA + B one can again recover the sharp decay
rate of the hypocoercive BGK-model (3.1) via energy or entropy methods.

In particular, we shall use Lyapunov’s direct method—see Lemma 3 in the fol-
lowing subsection—to prove decay to equilibrium for normalized solutions: If f I is
normalized, then the solution to (3.1) satisfies (for any norm on R4)

‖ f (t) − f ∞‖ ≤ c e−t/2‖ f I − f ∞‖ , t ≥ 0 ,

with some generic constant c ≥ 1.
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3.1 Lyapunov’s Direct Method

We consider an ODE for a vector f (t) = ( f1(t), f2(t), . . . , fn(t))� ∈ R
n:

{
d
dt f = A f, t ≥ 0 ,

f (0) = f I ∈ R
n ,

(3.4)

for some real (typically non-symmetric) matrix A ∈ R
n×n . The origin 0 is a steady

state of (3.4). The stability of the trivial solution f 0(t) ≡ 0 is determined by the
eigenvalues of matrix A:

Theorem 5 Let A ∈ R
n×n and let λ j ( j = 1, . . . , n) denote the eigenvalues of A

(counted with their multiplicity).

(S1) The equilibrium f 0 of (3.4) is stable if and only (i) �λ j ≤ 0 for all j =
1, . . . , n; and (ii) all eigenvalues with �λ j = 0 are non-defective.1

(S2) The equilibrium f 0 of (3.4) is asymptotically stable if and only if �λ j < 0 for
all j = 1, . . . , n.

(S3) The equilibrium f 0 of (3.4) is unstable in all other cases.

To study the stability for f 0 viaLyapunov’s directmethod, afirst guess for aLyapunov
function V ( f ) is the (squared) Euclidean norm V ( f ) = ‖ f ‖22. The derivative of
V ( f ) along solutions f (t) of (3.4) satisfies

d

dt
V ( f (t)) = 〈 f (t) , (A� + A) f (t)〉 .

Thus the derivative depends only on the symmetric part 1
2 (A

� + A) of a matrix A.
Hence the choice V ( f ) = ‖ f ‖22 is only suitable for symmetric matrices A.

To study the stability of f 0(t) ≡ 0 w.r.t. (3.4) for a general A, it is standard to
consider the generalized (squared) norm

V ( f ) := 〈 f , P f 〉 for some symmetric, positive definite matrixP ∈ R
n×n .

The derivative of V ( f ) along solutions f (t) of (3.4) satisfies

d

dt
V ( f (t)) = 〈A f (t) , P f (t)〉 + 〈 f (t) , PA f (t)〉 = 〈 f (t) , R f (t)〉 , (3.5)

withmatrixR := A�P + PA. Conclusions on the stability of f 0 are possible, depend-
ing on the (negative) definiteness of R, see e.g. [14, Proposition 7.6.1].

To determine the decay rate of an asymptotically stable steady state, we shall use
the following algebraic result.

1An eigenvalue is defective if its geometric multiplicity is strictly less than its algebraic multiplicity.
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Lemma 2 For any fixed matrix C ∈ C
n×n, let μ := min{�{λ}|λ is an eigenvalue of

C}. Let {λ j |1 ≤ j ≤ j0} be all the eigenvalues of C with �{λ j } = μ, only counting
their geometric multiplicity.

If all λ j ( j = 1, . . . , j0) are non-defective, then there exists a Hermitian, positive
definite matrix P ∈ C

n×n with

C∗P + PC ≥ 2μP , (3.6)

where C∗ denotes the Hermitian transpose of C. Moreover, (non-unique) matrices P
satisfying (3.6) are given by

P :=
n∑

j=1

b j w j ⊗ w j
� , (3.7)

where w j ( j = 1, . . . , n) denote the eigenvectors of C∗, and b j ∈ R
+ ( j = 1, . . . , n)

are arbitrary weights.

Remark Lemma 2 is the complex analog of [2, Lemma 4.3] or [1, Lemma 2.6]. In
particular, if C ∈ R

n×n is a real matrix, then the inequality (3.6) of Lemma 2 holds
true for real, symmetric, positive definite matrices P ∈ R

n×n . Moreover, the case of
defective eigenvalues is also treated in [1, 2].

If A ∈ R
n×n has only eigenvalues with negative real parts, then the origin is the

unique and asymptotically stable steady state f 0 = 0 of (3.4). Due to Lemma 2, there
exists a symmetric, positive definite matrix P ∈ R

n×n such thatA�P + PA ≤ −2μP
where μ = min |�λ j |. Thus, the derivative of V ( f ) := 〈 f , P f 〉 along solutions of
(3.4) satisfies

d

dt
V ( f (t)) ≤ −2μV ( f (t)) with μ = min |�λ j |, (3.8)

which implies V ( f (t)) ≤ e−2μt V ( f I ) and ‖ f (t)‖2 ≤ ce−2μt‖ f I ‖2 for some c ≥ 1
by equivalence of norms on Rn .

In contrast, we consider next matrices A ∈ R
n×n having only eigenvalues with

non-positive real part. More precisely, let A satisfy

(A1) A has a simple eigenvalue λ1 = 0 with left eigenvector w�
1 ∈ R

n and right
eigenvector v1 ∈ R

n;
(A2) the other eigenvalues λ j ( j = 2, . . . , n) of A have negative real part.

Then, the space of steady states of (3.4) consists of span{v1}, and solutions to (3.4)
will typically not decay to 0. More precisely, if f is a solution of ODE (3.4) with
initial datum f I satisfying 〈w1 , f I 〉 = c for some c ∈ R, then 〈w1 , f (t)〉 = c for
all t ≥ 0. Therefore we aim to prove the convergence of solutions f (t) of (3.4) for
an initial datum f I (normalized in the sense of 〈w1 , f I 〉 = 1) to the unique steady
state f ∞ ∈ span{v1} (again normalized as 〈w1 , f ∞〉 = 1).
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Lemma 3 Let A ∈ R
n×n satisfy (A1)–(A2) with non-defective eigenvalues λ j for

j = 1, . . . , n. If f is a solution of (3.4) for some normalized initial datum f I (i.e.
〈w1 , f I 〉 = 1), then

‖ f (t) − f ∞‖ ≤ c ‖ f I − f ∞‖e−λ∗ t , t ≥ 0 , (3.9)

where λ∗ := minλ j �=0 |�λ j | and some constant c ≥ 1.

Proof To present a unified approach for symmetric and non-symmetric matrices
A satisfying (A1)–(A2), we consider again the “distorted” vector norm ‖ f ‖P :=√〈 f , P f 〉, and the relative entropy-type functional

Eψ2( f (t)| f ∞) := ‖ f (t) − f ∞‖2P
with some real, symmetric and positive definite matrix P to be determined. Its deriv-
ative satisfies

d

dt
Eψ2( f (t)| f ∞) =

〈
( f − f ∞) , (A�P + PA)( f − f ∞)

〉
.

Every matrix A ∈ R
n×n induces an orthogonal decomposition of Rn via

R
n = ker(A) ⊕ ran(A�) = ker(A�) ⊕ ran(A).

Thus, there exists an orthogonal projection fromR
n onto ran(A), which is represented

by a matrix P1 ∈ R
n×n with P2

1 = P1. Due to assumption (A1), matrixA� has a one-
dimensional kernel which is spanned by w1, hence P1w1 = 0. Since w�

1 is a left
eigenvector of A for the eigenvalue 0, a solution f of (3.4) for a normalized initial
datum f I (i.e. 〈w1 , f I 〉 = 1) is again normalized, i.e. 〈w1 , f (t)〉 = 1 for all t ≥ 0.
Thus, 〈w1 , f (t) − f ∞〉 ≡ 0 iff 〈w1 , f I − f ∞〉 = 0, which implies f (t) − f ∞ ∈
ran(A) for all t ≥ 0. Moreover,

d

dt
Eψ2( f (t)| f ∞) =

〈
P1( f − f ∞) , P�

1 (A�P + PA)P1 P1( f − f ∞)
〉
.

In order to prove
P�
1 (A�P + PA)P1 ≤ −2λ∗P�

1 PP1 (3.10)

we consider the modified matrix Ã := A − λ∗v1 ⊗ w�
1 ∈ R

n×n . Due to (A1)–(A2)
and the assumptions in Lemma 3, Ã has only non-defective eigenvalues with negative
real part. Due to Lemma 2, there exists a real, symmetric, positive-definite matrix
P such that Ã�P + PÃ ≤ −2λ∗P. This implies (3.10) since P�

1

(
(v1 ⊗ w�

1 )�P +
P(v1 ⊗ w�

1 )
)
P1 = 0. Therefore we conclude

d

dt
Eψ2( f (t)| f ∞) ≤ −2λ∗Eψ2( f (t)| f ∞) , (3.11)
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and Eψ2( f (t)| f ∞) ≤ Eψ2( f I | f ∞)e−2λ∗ t follows. Moreover, 0 ≤ λP,minI ≤ P ≤
λP,maxI, where λP,min > 0 is the smallest eigenvalue and λP,max > 0 is the biggest
eigenvalue of P. Therefore, λP,min‖ f ‖22 ≤ ‖ f ‖2P ≤ λP,max‖ f ‖22 and (3.9)
follows. �

Remark For a symmetric matrix A, the choice P = I is admissible and one recovers
the optimal decay rate and constant c = 1 in estimate (3.9).

Remark Assume now that the matrix A from Lemma 3 satisfies also ker(A) =
ker(A�), which corresponds to detailed balance for the steady state. Then, Lemma 3
allows for a simpler proof: Let w1 = f ∞ ∈ R

n be a normalized steady state. Then
the orthogonal projector w1 ⊗ w1

� commutes with both A and A�. Let P1 denote
its complementary projection. Then ran(P1) is invariant under eAt , and (3.10) with
P from (3.7) follows from Lemma 2 applied to A restricted to ran(P1).

4 Space-Inhomogeneous BGK Models

In this sectionwe study the large-timebehavior of theBGKequation (1.3) on L2(T1 ×
R; M−1

T (v) dv) with periodic boundary conditions in x . We start with the x–Fourier
series of f :

f (x, v, t) =
∑
k∈Z

fk(v, t) eikx , (4.1)

and obtain the following evolution equation for the spatial modes fk, k ∈ Z:

∂t fk + ikv fk = Q fk = MT (v)
∫
R

fk(v, t) dv − fk(v, t) , k ∈ Z; t ≥ 0 . (4.2)

Since the BGK operator Q projects onto the centered Maxwellian at temperature T ,
it is natural to consider (4.2) in the basis spanned by the Hermite functions (in v).
This is natural for the following reason:

The Hermite polynomials (for temperature T ) are the system of orthonormal
polynomials that one obtains by applying the Gram-Schmidt orthonormalization
procedure to the sequence of monomials {v�} in L2(MT ); let P�(v) denote the �th
Hermite polynomial. The Hermite functions themselves are the functions of the form
g̃�(v) = P�(v)MT (v), and evidently these are orthonormal in L2(M−1

T ). This is the
space in which we work.

The key fact concerning the Hermite functions is that multiplication by v acts
on them in a very simple way, and this is relevant since the action of our streaming
operator on the kth mode is multiplication by ikv. In fact, the reason for the simple
nature of its action is very general and thus applies to generalizations of the Hermite
functions. Since we use this below, we explain the simple action from a general point
of view, using only the fact that MT is even.
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Note that multiplication by v is evidently self adjoint on L2(M−1
T ).

Also, for each �, vg̃�(v) is in the span of {g̃0, . . . , g̃�+1}. Hence, for m > � + 1

0 = 〈g̃m, vg̃�〉L2(M−1
T ) = 〈g̃�, vg̃m〉L2(M−1

T )

from which we conclude that the �, m matrix elements of multiplication by v are
zero for |� − m| > 2. Finally, by the symmetry of MT , the diagonal matrix elements
are all zero. Hence, in the Hermite basis, multiplication by v is represented by a
tridiagonal symmetric matrix that is zero on the main diagonal. The operator Q is
evidently diagonal in the Hermite basis. Hence the operator Lk := −ikv + Q has a
simple tridiagonal structure. We shall see that the matrix representing ikv is

ik
√

T

⎛
⎜⎜⎜⎝

0
√
1 0 · · ·√

1 0
√
2 0

0
√
2 0

√
3

... 0
√
3

. . .

⎞
⎟⎟⎟⎠

while Q = diag(0, −1, −1, · · · ).
The infinite tridiagonal matrix representing Lk = −ikv + Q in the Hermite basis

is still not easy to analyze directly. We cannot compute its eigenfunctions in closed
form, and hence cannot apply formula (3.7) to implement Lyapunov’s method.

However, we can do this for a related family of discrete velocity models, since
then we are dealing with finite matrices. The discrete models, using the binomial
approximation to the Gaussian distribution, are sufficiently close in structure to the
continuous velocity BGK model that they suggest an ansatz for the P operator that
specifies the entropy function norm. In fact, a complete solution of a 2-velocitymodel
provides the essential hint for proving hypocoercivity of the continuous velocityBGK
model.

We shall present the details of this analysis in Sect. 4.3 below. Here, the above
remark only serves as amotivation for our analysis of discrete velocitymodels, which
are velocity discretizations of the BGK equation (1.3). We shall start with the two
velocity case, and then discuss its generalization to n velocities.

4.1 A Two Velocity BGK Model

In this section we revisit the following hyperbolic system, which can be considered
as a kinetic equation with the two velocities v = ±σ , and some parameter σ > 0:

∂t f± ± σ∂x f± = ±1

2
( f− − f+), t ≥ 0 , (4.3)
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for the distributions f±(x, t) of right- and left-moving particles, 2π–periodic in x .
The matrix of the interaction term on the r.h.s. has the form

1

2

(−1 1
1 −1

)
,

and hence (4.3) is also of BGK-form. Due to the conservation of the total mass∫ 2π
0

(
f+(x, t) + f−(x, t)

)
dx of (4.3), its unique normalized steady state is f ∞+ =

f ∞− = const = 1
4π

∫ 2π
0

(
f I+(x) + f I−(x)

)
dx .

This toy model (with the choice σ = 1) was analyzed in Sect. 1.4 of [10] to illus-
trate the hypocoercivity method presented there. As for (4.2), we Fourier transform
(4.3) in x and expand it in the discrete velocity basis {(11

)
,
( 1
−1

)}. This yields for each
mode k ∈ Z the following decoupled ODE-system:

d

dt
uk = −Ck uk, Ck =

(
0 ikσ

ikσ 1

)
, (4.4)

with uk(t) ∈ C
2, k ∈ Z. The matrices −Ck have the eigenvalues − 1

2 ±
√

1
4 − k2σ 2

in the case |k| ≤ 1
2σ and − 1

2 ± i
√

k2σ 2 − 1
4 in the case |k| > 1

2σ . Hence, as t → ∞,

u0(t) converges to an eigenvector of the 0-eigenvalue, i.e. u∞
0 = ( f ∞+ + f ∞− , 0)�,

with the exponential rate λ0 := 1. All modes uk(t) with k �= 0 converge to u∞
k =

0 with an exponential rate determined by the spectral gap of the matrix Ck . For
simplicity we shall assume here that 1

2σ /∈ N. This avoids defective eigenvalues of
the matrices Ck , but they could be included as discussed in Lemma 4.3 of [2]. The

spectral gap of the low modes (i.e. for 0 < |k| < 1
2σ ) is λk := 1

2 −
√

1
4 − k2σ 2, and

it is λk := 1
2 for the high modes. Hence, the exponential decay rate of the sequence

of modes {uk(t)}k∈Z is given by the decay of the modes k = ±1: λ := mink∈Z{λk} =
�( 12 −

√
1
4 − σ 2

)
. By Plancherel’s theorem this is then also the convergence rate of

f (t) = ( f+(t), f−(t))� towards the steady state f ∞ = ( f ∞+ , f ∞− )�.
The goal of entropy methods is to prove this exponential decay towards equilib-

rium, possibly with the sharp rate, by constructing an appropriate Lyapunov func-
tional. In the hypocoercive method developed in [10] the authors obtained, for the
case σ = 1 and the quadratic entropy, a decay rate bounded above by 1

5 . But the sharp
rate for this case is λ = 1

2 . We shall now construct a refined Lyapunov functional
that captures the sharp decay rate.

Following Lemma 2(i) we introduce the positive definite transformation matrices
P0 := I,

Pk :=
(
4k2σ 2 −2ikσ

2ikσ 2 − 4k2σ 2

)
, for 0 < |k| <

1

2σ
,
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and

Pk :=
(

1 −i
2kσ

i
2kσ

1

)
, for |k| >

1

2σ
. (4.5)

In the latter case, Pk is unique only up to a multiplicative constant, which is cho-
sen here such that Tr Pk = n = 2. We define the “distorted” vector norms for each
mode uk :

‖uk‖Pk := √〈uk, Pkuk〉 .

Due to the ODE (4.4) and the matrix inequality (3.6) it satisfies

d

dt
‖uk‖2Pk

= −〈uk , (C∗
kPk + PkCk) uk〉 ≤ −2λk ‖uk‖2Pk

, k ∈ Z \ {0} , (4.6)

and hence

‖uk(t) − u∞
k ‖Pk ≤ e−λk t‖uk(0) − u∞

k ‖Pk , t ≥ 0, k ∈ Z . (4.7)

With this motivation we define the following norm as a Lyapunov functional for
the sequence of modes:

E
({uk}k∈Z

) :=
√∑

k∈Z
‖uk‖2Pk

. (4.8)

From (4.7) we obtain

E
({uk(t) − u∞

k }) ≤ e−λt E
({uk(0) − u∞

k }) , t ≥ 0 ,

with λ = mink∈Z{λk}. Due to Plancherel’s theorem, this is also a norm for the corre-
sponding distributions f = ( f+, f−)�:

E
({uk}

) = ‖B f ‖L2(0,2π;R2) ,

where B is a (nonlocal) bounded operator on L2(0, 2π;R2) with bounded inverse.
More precisely, B = I + K , where K is a compact operator with ‖K‖ < 1, since

Pk
|k|→∞−→ I (cf. (4.5)). This implies the sought-for exponential decay of f (t) with

sharp rate:

Theorem 6 Let 1
2σ /∈ N. Then the solution to (4.3) satisfies

‖ f (t) − f ∞‖L2(0,2π;R2) ≤ c e−λt‖ f I − f ∞‖L2(0,2π;R2) , t ≥ 0 ,

with λ = �( 12 −
√

1
4 − σ 2

)
and some generic constant c > 0.
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4.2 A Multi-velocity BGK Model

We now turn to a discrete velocity model analog of the linear BGK equation (1.3),
and we shall establish its hypocoercivity. Fixing unit temperature T , recall that as a
consequence of the Central Limit Theorem, the measure M1(v)dv is the (weak) limit
of a sequence of discrete probability measures {μn} where

μn :=
n∑

j=0

2−n

(
n

j

)
δ(2 j−n)/

√
n ,

where δy denotes the unit mass at y ∈ R. Each of the probability measuresμn , n ∈ N,
has zero mean and unit variance.

The Hermite polynomials have a natural discrete analog, namely the Krawtchouk
polynomials. A good reference containing proofs of all of the facts we use below
is the survey [8]. (We are only concerned with a special family of the more general
Krawtchouk polynomials discussed in [8], namely the s = 2 case in the terminology
used there.) The standard Krawtchouk polynomials of order m are a set of n + 1
polynomials Kn,m; m = 0, ..., n that are orthogonal with respect to the probability
measure

ωn =
n∑

j=0

2−n

(
n

j

)
δ j ,

and are given by the following generating function:

(1 + t)n−v(1 − t)v =
n∑

m=0

tm Kn,m(v) . (4.9)

The leading coefficient of Kn,m has the sign (−1)m . One has the orthogonality
relations ∫

R

Kn,m Kn,� dωn =
{(n

m

)
m = � ,

0 m �= � .
(4.10)

Then the discrete Hermite polynomials Hn,m are defined by

Hn,m(v) := (−1)m

(
n

m

)−1/2

Kn,m

(
n

2
+

√
n

2
v

)
for m = 0, 1, . . . , n; v ∈ R .

(4.11)
Then {Hn,0, . . . , Hn,n} is the set of n + 1 polynomials that are orthogonal with

respect to μn , and hence are an orthonormal basis for L2(R;μn), and for each m
and v, limn→∞ Hn,m(v) = 1√

m! Hm(v). The analog of the crucial Hermite–recurrence
relation (4.16) for the Krawtchouk polynomials is
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(m + 1)Kn,m+1 = (n − 2v)Kn,m − (n − m + 1)Kn,m−1 .

Rewriting this in terms of the discrete Hermite polynomials, one obtains

vHn,m(v) = √
m + 1

(
n − m

n

)1/2

Hn,m+1(v) + √
m

(
n − m + 1

n

)1/2

Hn,m−1(v) .

(4.12)
Notice that this reduces to (4.16) in the limit n → ∞ (up to the multiplication by the
standard Gaussian).

We are now ready to produce a discrete velocity analog of (1.3) in continuous x-
space. The phase space is T1 × [v0, . . . , vn] where the discrete velocity v j = (2 j −
n)/

√
n. Our phase space density at time t is a vector f(x, t) with n + 1 non-negative

entries f0(x, t), . . . , fn(x, t), such that

n∑
j=0

(∫
T1

f j (x, t)dx

)
= 1 .

We associate to f(x, t) the probability measure on the phase space given by

n∑
j=0

f j (x, t)δ(2 j−n)/
√

n .

The discrete unitMaxwellian (of order n) is the vectorm = 2−n
((n

0

)
,
(n
1

)
, . . . ,

(n
n

))�
.

Then the order n discrete analog of (1.3) is the equation

∂t f(x, t) + V∂x f(x, t) = m

⎛
⎝ n∑

j=0

f j (x, t)

⎞
⎠− f(x, t) , t ≥ 0; x ∈ T1 , (4.13)

with the (n + 1) × (n + 1) matrix V = diag(v0, ..., vn). Proceeding as for (4.2)
yields the evolution equation for the spatial modes fk(t), k ∈ Z. Expanding fk in
the discrete Hermite basis {Hn,m(v j ); j = 0, ..., n}m=0,...,n , we obtain for each k the
equation

∂t f̂k + ikL1 f̂k = L2 f̂k , t ≥ 0; k ∈ Z ,

where the vector f̂k(t) ∈ C
n+1 represents the basis coefficients of fk(t).As beforeL2 is

the (n + 1) × (n + 1) matrix L2 = diag(0, −1, −1, . . .), and L1 is the symmetric
tridiagonal matrix whose diagonal entries are all zero, and whose superdiagonal
sequence is given by

[L1]m,m+1 = √
m + 1

(
n − m

n

)1/2

; m = 0, 1, . . . , n − 1 .
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λ

1
5

− 5
8

−

h0 λ

−h2 λ

−h4 λ

Fig. 1 Functions appearing in the eigenvalue equation of −ikL1 + L2; solid blue curve: h0(λ);
red dash-dotted curve: −h2(λ); purple dashed line: −h4(λ)

For example, with n = 4,

L1 =

⎛
⎜⎜⎜⎜⎝

0 1 0 0 0
1 0

√
3/2 0 0

0
√
3/2 0

√
3/2 0

0 0
√
3/2 0 1

0 0 0 1 0

⎞
⎟⎟⎟⎟⎠ .

Next we discuss the time decay of the solution to (4.13) towards f∞ = m. We
shall focus on the example with order n = 4, but the other cases behave similarly.
Computing for themodes k = ±1 the eigenvalues of∓iL1 + L2 wefind two complex
pairs and one real eigenvalue λ0 = −0.526948302245121... which has the least
negative real part, and hence determines the exponential decay rate of f±1(t). This
situation for higher |k| is similar, but even better, with faster decay. To see this we
write the eigenvalue equation for the matrices −ikL1 + L2, k ∈ Z as

h0(λ) := λ(λ + 1)4 = −k2(λ + 1)2(5λ + 1) − k4(4λ + 5

2
) =: −k2h2(λ) − k4h4(λ) .

The function h0 is negative on (−1, 0), −h2 on (− 1
5 , 0] and −h4 on (− 5

8 , 0] (cf.
Fig. 1). For k �= 0, the function k2h2(λ) + k4h4(λ) has exactly one real zero, λ̃(k),
and it is nonnegative on [λ̃(k), 0]. For each fixed k ∈ Z, the function k2h2 + k4h4 is
strictly increasing w.r.t. λ. Hence, the above eigenvalue equation has exactly one real
zero λ0(k), and it lies in (− 5

8 , 0]. For each fixed λ ∈ [λ̃(k), 0], the function k2h2 +
k4h4 is strictly increasing w.r.t. increasing |k|. Hence, λ0(k) decreases monotonically
(w.r.t. |k|) towards − 5

8 .
This proves that the 5 velocity model is hypocoercive, at least in the norm E

defined in (4.8) (with the transformation matrices Pk now corresponding to −Ck :=
∓ikL1 + L2). The sharp decay rate is given by λ0 = −0.526948302245121... .
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To establish a uniform-in-k spectral gap was already cumbersome for the case
n = 4, and it becomes even more involved for larger n. In the following section we
present a much simpler strategy, at the price of giving up sharpness of the decay
rate. But more importantly, that strategy will also be applicable for the continuous
velocity case, which is represented by a tridiagonal “infinite matrix”.

4.3 A Continuous Velocity BGK Model

In this subsection we continue our discussion of the space-inhomogeneous BGK
equation (1.3) or, equivalently, (4.2). This will yield the proof of Theorem 1.

Using the probabilists’ Hermite polynomials,

Hm(v) := (−1)me
v2

2
dm

dvm
e− v2

2 , m ∈ N0 , (4.14)

we define the normalized Hermite functions

gm(v) := (2πm!)−1/2Hm(v) e− v2

2 , and g̃m(v) := 1√
T

gm
( v√

T

)
. (4.15)

They satisfy ∫
R

g̃m(v)g̃n(v)M−1
T (v) dv = δmn

and the recurrence relation

v g̃m(v) = √
T
[√

m + 1 g̃m+1(v) + √
m g̃m−1(v)

]
. (4.16)

In the basis {g̃m}m∈N0 Eq. (4.2) becomes

∂t f̂k + ik
√

T L1 f̂k = L2 f̂k , t ≥ 0; k ∈ Z . (4.17)

Here, the “infinite vector” f̂k(t) ∈ l2(N0) is the representation of the function
fk(v, t) ∈ L2(R; M−1

T ) in the Hermite function basis, and the operators L1, L2 are
represented by “infinite matrices” as

L1 =

⎛
⎜⎜⎜⎝

0
√
1 0 · · ·√

1 0
√
2 0

0
√
2 0

√
3

... 0
√
3

. . .

⎞
⎟⎟⎟⎠ , L2 = diag(0, −1, −1, . . .) . (4.18)

Next we shall prove the exponential decay of (4.17), using a modified strategy
compared to Sect. 4.2. For the 5 velocity model there, it was possible (with some
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effort) to determine the sharp spectral gap of the matrices −ikL1 + L2, uniform in
all modes k. But since this seems not (easily) possible for the infinite dimensional
case in (4.17), we shall construct now approximate transformation matrices Pk that
yield at least a (reasonable) lower bound on the spectral gap, and hence on the decay
rate. For simplicity we set now T = 1, as the temperature could be “absorbed” into
the parameter k by scaling.

Let A be an (n + 1) × (n + 1) tridiagonal matrix that is zero on the main diag-
onal. That is Ai, j = 0 unless j = i + 1 or i = j − 1. We further suppose that A
is real and symmetric, so that A is characterized by the numbers a1, . . . , an where
a j = A j−1, j . Let B = diag(0,−1, . . . ,−1). Finally, for k ∈ Z, consider the matrix
−Ck := −ikA + B.

In the simplest case n = 1 with a = 1, we obtain

A =
(
0 1
1 0

)
, B =

(
0 0
0 −1

)
and − Ck =

(
0 −ik

−ik −1

)
.

For this matrix Ck , the transformation matrix Pk was already computed in (4.5)
(with σ = 1). For k �= 0 a simple computation yields

C∗
kPk + PkCk = Pk

so that with this choice of Pk , Lyapunov’s method yields exponential decay of the
ODE-sequence d

dt uk = −Ckuk, k ∈ Z at the optimal rate e−t/2 (cf. Sect. 4.1).

We now turn to n > 1. For k �= 0 define Pk to be the (n + 1) × (n + 1) matrix

whose upper left 2 × 2 block is

(
1 −iα/k

iα/k 1

)
, where 0 < α < k is a parameter

to be chosen below, and with the remaining diagonal entries being 1, and all other
entries being 0. Then the eigenvalues of Pk are (k + α)/k, 1 and (k − α)/k, so that
Pk is positive definite, and close to the identity for large k.

We take −Ck := −ikA + B as above. Then

C∗
kPk + PkCk = −ik(APk − PkA) − (BPk + PkB) ,

and its upper left 3 × 3 block reads

⎛
⎝ 2a1α −iα/k a2α

iα/k 2 − 2a1α 0
a2α 0 2

⎞
⎠ . (4.19)

The lower right (n − 2) × (n − 2) block is 2 times the identity, the off diagonal
blocks are zero. In all of our finite dimensional approximations to (4.18) we have
a1 = 1. The value of a2 is different for the different discrete velocity models, but to
simplify matters, we only present calculations for a2 = √

2, which is the value for
the limiting continuous velocity model.
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The determinants of the upper left 2 × 2 and 3 × 3 blocks read, respectively,

δ2(α, k) = α

(
4 −

(
4 + 1

k2

)
α

)
and δ3(α, k) = 4α

(
(α − 2)(α − 1) − α

2k2

)
.

For each k, δ3(α, k)/α has two positive roots, and is negative between them. Hence
our matrix is positive definite when α lies between zero and the smaller positive root
of δ3(α, k)/α. This root is least when k = 1, when it has the value 7−√

17
4 ≈ 0.719.

Hence, by Sylvester’s criterion,C∗
kPk + PkCk is positive definite for all k �= 0 if and

only if α ∈ (0, 7−√
17

4 ) ≈ (0, 0.719). Note that also δ2(α, k) > 0 for these α, k.
When α is in this range, our 3 × 3 matrix (4.19) has three positive eigenvalues

λ1, λ2, λ3 which we may take to be arranged in increasing order. Then

√
λ1 =

√
δ3(α, k)√
λ2λ3

≥ 2
√

δ3(α, k)

λ2 + λ3
>

√
δ3(α, k)

2

since the trace of our matrix is 4. Hence, the least eigenvalue λ1 of our 3 × 3 matrix
satisfies

λ1 = λ1(α, k) ≥ 1

4
δ3(α, k) .

Hencewe chooseα = αk tomaximize δ3(α, k)between its first two roots. Itsmaximal
value, δ3(αk, k), depends on k, but it is easily seen to be least for k = 1 with α1 = 1

3 .
Simple computations and estimates then yield λ1(αk, k) ≥ 1

4δ3(α1, 1) = 17/54 for
all k.

Since we always take α < 1, the largest eigenvalue of the matrix Pk (defined with
α = αk) is no more than 2, uniformly in k. Hence

C∗
kPk + PkCk ≥ 17

54
I ≥ 17

108
Pk (4.20)

uniformly in k. Thus in each Fourier mode, we at least have exponential decay (of a
quadratic type entropy) at the rate 17/108 (by proceeding as in (4.6)).

Since this is also uniform in n, we obtain a bound for the continuous velocity
model. Let the infinite matrix Pk be the positive matrix using the optimal value of α

in the kth mode, and regarded as a bounded operator on L2(M−1
T ) through its action

on Hermite modes. Define the entropy function by

e( f ) :=
∑
k∈Z

〈
( fk(v) − M1(v)),Pk( fk(v) − M1(v))

〉
L2(M−1

1 )
. (4.21)

We obtain that, for solutions f (t) of our BGK equation (1.3) or, equivalently, (4.2),

d

dt
e( f (t)) ≤ − 17

108
e( f (t)) ,
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giving exponential relaxation.
The least eigenvalue of Pk , 1 − α/k, is at least 1 − 7−√

17
4 > 1

4 uniformly in k,
and hence we have the inequality

e( f ) ≥ 1

4
‖ f − M1‖2H ,

withH = L2(T1 × R; M−1
T (v) dv).

The above method to establish exponential decay is simple to apply but does not
give the sharp decay rate (it is off by a factor of about 9, as indicated by numerical
results). Hence we shall now sketch how to improve on it. The essence of the above
method is to use an ansatz for the transformation matrix Pk , namely to use for its
upper left 2 × 2 block the matrix from the 2 velocity case. Using instead larger
blocks, will most likely improve the decay rate.

As a second alternative we shall now present an improvement of the crucial matrix
inequality (4.20), butwe shall keep the same ansatz for thematrixPk : In the inequality

C∗
kPk + PkCk − 2μPk ≥ 0 (4.22)

we shall chooseμ ∈ [0, 1] as large as possible (related to thematrix inequality (3.6)).
The upper left 3 × 3 block of this matrix on the l.h.s. reads

D :=
⎛
⎝ 2α − 2μ −iα(1 − 2μ)/k

√
2α

iα(1 − 2μ)/k 2 − 2α − 2μ 0√
2α 0 2 − 2μ

⎞
⎠ .

We shall first derive strict inequalities on μ to obtain the positive definiteness of
this matrix, using Sylvester’s criterion. From D0,0 we deduce the first condition
0 ≤ μ < α. The determinant of the upper left 2 × 2 block reads

δ2(μ;α, k) = 4(α − μ)(1 − α − μ) − α2

k2
(1 − 2μ)2 .

Since the last term increases with |k|, it suffices to consider δ2 for k = 1. Next we
want to establish the positivity of

δ2(μ;α, 1)

4(1 − α2)
= μ2 − μ + α

1 − 5α/4

1 − α2
.

The zero order term of this quadratic polynomial is positive on the relevantα–interval
(0, 7−√

17
4 ) ⊂ (0, 4

5 ), taking its maximum value 1
4 at α = 1

2 . For that limiting case,
the r.h.s. reads (μ − 1

2 )
2, and for 0 < α < 1

2 , δ2(μ;α, 1) always has a zero in the
interval (0, 1

2 ). This discussion yields the second condition 0 ≤ μ < 1
2 , related to

α < 1
2 .
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Next we consider the positivity of the determinant of the upper left 3 × 3 block,
which reads

δ3(μ;α, k) = 8(1 − μ)(α − μ)(1 − α − μ) − 4α2(1 − α − μ) − 2
α2

k2
(1 − μ)(1 − 2μ)2 .

For the same reason as before, we only have to consider the case k = 1. For the
resulting cubic polynomial in μ we want to find its largest zero in the interval [0, 1

2 ]
w.r.t. the parameter α ∈ [0, 1

2 ]. By numerical inspection we find that α0 ≈ 0.4684
yields δ3(μ;α0, 1) ≥ 0 forμ ∈ [0, 0.273796...]. This yields the third condition onμ

and shows that the matrix inequality (4.22) holds with μ0 := 0.273796..., uniformly
in k �= 0. This somewhat more involved discussion shows that the decay rate can be
improved to 2μ0 ≈ 0.547592. This finishes the proof of Theorem 1.

Remark To appreciate the above decay rateμ0 (since e( f ) is a quadratic functional),
we compare it to a numerical computation of the spectral gap of the “infinitematrices”
−ikL1 + L2, k ∈ Z from (4.18). To this endwecut out the upper leftn × n submatrix
for large values of n. For increasing n the spectral gap approaches 0.6973. Hence
our decay rate is off by only a factor of about 2.5. If one desired a closer bound, one
could work with a P matrix with a larger block, say 3 × 3, in the upper left.

4.4 Linearized BGK Equation

Next we shall analyze here the linearized BGK equation (1.12) for the perturbation
h(x, v, t) = f (x, v, t) − MT (v). We recall the definition of the normalized Hermite
functions g̃m(v), m ∈ N0 from (4.15) and give explicit expressions for

g̃0(v) = MT (v) and g̃2(v) = v2 − T√
2T

MT (v) .

With this notation, (1.12) reads

ht (x, v, t) + vhx (x, v, t) =
(

g̃0(v) − 1√
2

g̃2(v)

)
σ(x, t) + 1√

2T
g̃2(v)τ (x, t) − h(x, v, t).

Fourier transforming in x , as in (4.1), each spatial mode hk(v, t) evolves as

∂t hk + ikvhk = g̃0(v)σk(t) + g̃2(v)
1√
2

(
τk(t)

T
− σk(t)

)
− hk , k ∈ Z; t ≥ 0 .

(4.23)
Here, σk and τk denote the spatial modes of the v–moments σ and τ defined in (1.8).
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Next we expand hk(·, t) ∈ L2(R; M−1
T ) in the orthonormal basis {g̃m(v)}m∈N0 :

hk(v, t) =
∞∑

m=0

ĥk,m(t) g̃m(v) , with ĥk,m = 〈hk(v), g̃m(v)〉L2(M−1
T ) ,

and the “infinite vector” ĥk(t) = (ĥk,0(t), ĥk,1(t), ...)� ∈ �2(N0) contains all Her-
mite coefficients of hk(·, t), for each k ∈ Z. In particular we have

ĥk,0 =
∫
R

hk(v)g̃0(v)M−1
T (v) dv = σk

and

ĥk,2 =
∫
R

hk(v)g̃2(v)M−1
T (v) dv = 1√

2

(τk

T
− σk

)
.

Hence, (4.23) can be written equivalently as

∂t hk(v, t) + ikvhk(v, t) = g̃0(v)ĥk,0(t) + g̃2(v)ĥk,2(t) − hk(v, t) , k ∈ Z; t ≥ 0 .

In analogy to (4.17), its Hermite coefficients satisfy

∂t ĥk(t) + ik
√

T L1ĥk(t) = L3ĥk(t) , k ∈ Z; t ≥ 0 , (4.24)

where the operators L1, L3 are represented by “infinite matrices” on �2(N0) by

L1 =

⎛
⎜⎜⎜⎝

0
√
1 0 · · ·√

1 0
√
2 0

0
√
2 0

√
3

... 0
√
3

. . .

⎞
⎟⎟⎟⎠ , L3 = diag(0, −1, 0, −1, −1, . . .) .

We remark that (4.24) simplifies for the spatial mode k = 0. One easily verifies
that the flow of (1.12) preserves (1.9), i.e. σ0(t) = 0, τ0(t) = 0 ∀t ≥ 0. Hence, (4.23)
yields

∂t h0(v, t) = −h0(v, t) , t ≥ 0 .

For k �= 0, we note that the linearizedBGKequation is very similar to the equation
specified in (4.17) and (4.18): The only difference is thatL2 is replaced byL3, which
has one more zero on the diagonal. Our treatment of ik

√
TL1 − L2 in the previous

section suggests the form of the positive matrix Pk that will provide our Lyapunov
functional in this case. We obtained the matrix Pk in that case by replacing four

entries around the location of the zero in L2 with the entries of

(
1 −iα/k

iα/k 1

)
, the

matrix that provides the optimal Pk for the two-velocity model. In the present case,
we use two such matrices, one for each zero.
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For parameters α and β to be chosen below, we define Pk to be the matrix that has

⎛
⎜⎜⎝

1 −iα/k 0 0
iα/k 1 0 0
0 0 1 −iβ/2k
0 0 iβ/2k 1

⎞
⎟⎟⎠ (4.25)

as its upper-left 4 × 4 block, with all other entries being those of the identity. We
define −Ck = −ikL1 + L3, where, for the rest of this subsection, we use units in
which T = 1.

Lemma 4 Choosing α = β = 1/3 in Pk uniformly in |k| ∈ N, we have

C∗
kPk + PkCk ≥ 2μPk (4.26)

where
μ = 0.0206 . (4.27)

Proof We compute that C∗
kPk + PkCk is twice the identity matrix whose upper left

5 × 5 block is replaced by

Dk,α,β =

⎛
⎜⎜⎜⎜⎝

2α −iα/k
√
2α 0 0

iα/k 2 − 2α 0 −β/
√
2 0√

2α 0
√
3β −iβ/2k β

0 −β/
√
2 iβ/2k 2 − √

3β 0
0 0 β 0 2

⎞
⎟⎟⎟⎟⎠ .

We seek to choose α and β to make this matrix positive definite.
For 1 ≤ j ≤ 5, let δ j (k, α, β) denote the determinant of the upper left j × j

submatrix ofDk,α,β . For α = β, the first and third column ofDk,α,β have the common
factor α. We then compute that

δ5(k, α, α) = α2 p5(α, k) ,

where p5(α, k) is a cubic polynomial in α with coefficients depending on k:

p5(α, k) = 16(
√
3 − 1) −

[
8
√
3 + 16 + 2 + 4

√
3

k2

]
α

+
[
34 − 6

√
3 + 24k2 + 1

2k4

]
α2 −

[
4
√
3 − 1 +

√
3

k2

]
α3 .
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Next, we establish the bound

p5(α, k) ≥ p5(α, 1) (4.28)

= 16(
√
3 − 1) − (12

√
3 + 18)α + (46.5 − 6

√
3)α2 − (5

√
3 − 1)α3 > 0

for α ∈ [0, α1] with α1 ≈ 0.555 and |k| ∈ N. To see the first inequality we consider

p5(α, k) − p5(α, 1) = α(1 − 1
k2 )ϕ(α, k)

with

ϕ(α, k) := √
3α2 − ( 12 (1 + 1

k2 ) + 12
)
α + 2 + 4

√
3.

It satisfies ϕ(α, 1) > 0 for α ∈ [0, α2] with α2 ≈ 0.765 and ∂kϕ = α/k3 for α ≥ 0
and k ∈ N. The r.h.s. of (4.28) is easily seen to bemonotone decreasing and evaluating
it at α = 1/3 and simplifying, we obtain p5(α, k) ≥ 2.5 for α ∈ [0, 1/3]. Finally, we
then have

δ5(k, α, α) ≥ 2.5α2

for α ∈ [0, 1/3] and all k �= 0. A similar but simpler analysis shows that for j =
1, 2, 3, 4, δ j (k, α, α) > 0 for α ∈ [0, 1/3] and all k �= 0.

Thus, we choose α = β = 1/3 uniformly in k and this makes Dk,α,β positive
definite. Let {λ1, λ2, λ3, λ4, λ5} be the eigenvalues ofDk,1/3,1/3 arranged in increasing
order. We seek a lower bound on λ1. Note that by the arithmetic-geometric mean
inequality,

λ1 = δ5(k, 1/3, 1/3)

λ2λ3λ4λ5
≥ δ5(k, 1/3, 1/3)

(
λ2 + λ3 + λ4 + λ5

4

)−4

≥ 256
δ5(k, 1/3, 1/3)

(Tr[Dk,1/3,1/3])4 .

Since Tr[Dk,α,β ] = 6 independent of k, α and β, we finally obtain the bound λ1 ≥
0.0549, and this means that, uniformly in k �= 0,

C∗
kPk + PkCk ≥ 0.0549 I . (4.29)

A simple computation shows that the eigenvalues ofPk are 1, 1 ± 1/6k, and 1 ± 1/3k.
Hence uniformly in k,

2

3
I ≤ Pk ≤ 4

3
I . (4.30)

Combining (4.30) with (4.29) yields the result. �
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To deduce the first statement of Theorem 2 we consider a solution h of (1.12), and
for γ ≥ 0 the entropy functional eγ ( f ) defined by

eγ ( f ) :=
∑
k∈Z

(1 + k2)γ 〈hk(v),Pkhk(v)〉L2(M−1
T ) , (4.31)

with f = M1 + h. Here the matrices P0 = I and Pk defined in (4.25) for k �= 0 are
regarded as bounded operators on L2(M−1

T ). Then

d

dt
eγ ( f ) = −

∑
k∈Z

(1 + k2)γ 〈hk(v), (C∗
kPk + PkCk)hk(v)〉L2(M−1

T )
≤ −0.0412 eγ ( f ) ,

(4.32)
which implies (1.14) and this finishes the proof of Theorem 2(a).

We note that the constant in (4.32) is within a factor of 18 of what numerical
calculation shows is best possible. With more work, in particular not making the
simplifying assumption α = β in the definition of P, and also employing some of
the ideas in the final part of Sect. 4.3, one can still better within this framework.

4.5 Local Asymptotic Stability for the BGK Equation

For γ ≥ 0, let H γ (T1) be the Sobolev space consisting of the completion of smooth
functions ϕ on T1 in the Hilbertian norm

‖ϕ‖2H γ :=
∑
k∈Z

(1 + k2)γ |ϕk |2 ,

where ϕk is the kth Fourier coefficient of ϕ. Let Hγ denote the Hilbert space
H γ (T1) ⊗ L2(R; M−1

T (v) dv), where the inner product inHγ is given by

〈 f, g〉Hγ
=
∫
T1

∫
R

f (x, v)
[(
1 − ∂2

x

)γ
g(x, v)

]
M−1

T (v)dvdx̃ ,

where dx̃ denotes the normalized Lebesgue measure on T1.
ThenH0 is simply theweighted space L2(T1 × R; M−1

T (v) dv) and, for all γ ≥ 0,
Q is self-adjoint on Hγ .

Let ρ, P , σ and τ be defined in terms of a density f as in (1.8). For all γ ,
‖σ‖2H γ = 〈σ MT , f − f ∞〉Hγ

. Then by the Cauchy-Schwarz inequality,

‖σ‖2H γ ≤ ‖σ MT ‖Hγ
‖ f − f ∞‖Hγ

= ‖σ‖H γ ‖ f − f ∞‖Hγ
. (4.33)

Likewise, ‖τ‖2H γ = 〈τv2MT , f − f ∞〉Hγ
, and by the Cauchy-Schwarz inequality,
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‖τ‖2H γ ≤ ‖τv2MT ‖Hγ
‖ f − f ∞‖Hγ

= √
3T ‖τ‖H γ ‖ f − f ∞‖Hγ

. (4.34)

For γ > 1/2, functions in H γ are Hölder continuous, and the H γ norm controls their
supremum norm. Combining this with the estimates proved above, we see that for
all γ > 1/2, there is a finite constant Cγ such that the pressure and density satisfy

‖σ‖∞ = ‖ρ − 1‖∞ ≤ Cγ ‖ f − f ∞‖Hγ
and ‖τ‖∞ = ‖P − T ‖∞ ≤ Cγ ‖ f − f ∞‖Hγ

.

(4.35)

Using these estimates it is a simple matter to control the approximation in (1.10).
For s ∈ [0, 1] and (x, v) ∈ T1 × R, define

F(s, x, v) := (1 + sσ(x))3/2√
2π(T + sτ(x))

e−v2(1+sσ(x))/2(T +sτ(x)) ,

so that the gain term in the linearized BGK equation (1.12) is ∂s F(0, x, v). In this
notation,

R f (x, v) :=

M f (x, v) − MT (v) −
[(

3

2
− v2

2T

)
MT (v)σ (x) +

(
− 1

2T
+ v2

2T 2

)
MT (v)τ (x)

]

=
∫ 1

0
[∂s F(s, x, v) − ∂s F(0, x, v)] ds =

∫ 1

0

∫ s

0

[
∂2s F(r, x, v)

]
drds .

We compute

∂2s F(s, x, v) (4.36)

= τ − T σ

(1 + sσ)2

[
− 3σ

4θs
+
(
3

2
v2σ + 3

4
τ

)
1

θ2s
−
(
1

4
v4σ + 3

2
v2τ

)
1

θ3s
+ v4τ

4θ4s

]
Mθs (v)

with the notations θs := T +sτ
1+sσ and Mθs (v) := 1√

2πθs
e−v2/(2θs ). Note that the r.h.s. of

(4.36) is of the orderO(σ 2 + τ 2), which will be related toO(( f − f ∞)2) due to the
estimates (4.33)–(4.34).

Simple but cumbersome calculations now show that if γ > 1/2 and ‖ f − f ∞‖Hγ

is sufficiently small, then there exists a finite constant C̃γ,T depending only on γ and
T such that for all s ∈ [0, 1],

∥∥∂2
s F(s, x, v)

∥∥
Hγ

≤ C̃γ,T ‖ f − f ∞‖2Hγ
, (4.37)

and hence
‖R f ‖Hγ

≤ C̃γ,T ‖ f − f ∞‖2Hγ
. (4.38)
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[The calculations are simplest for non-negative integer γ , in which case the Sobolev
norms can be calculated by differentiation. For γ > 1/2 and sufficiently small
‖ f − f ∞‖Hγ

, the estimates (4.35) ensure for all s ∈ [0, 1] the boundedness of 0 <

ε < ‖1 + sσ‖∞ , ‖T + sτ‖∞ < ∞ for somefixed ε > 0 and the L2(R; M−1
T (v) dv)-

integrability of
e−v2(1+sσ(x))/2(T +sτ(x)) ≤ e−v2/3T for all x .

In (4.37), higher powers of ‖ f − f ∞‖Hγ
(arising due to derivatives of σ and τ ) can

be absorbed into the constant of the quadratic term.]
Now let f be a solution of the BGK equation (1.6) with constant temperature

T = 1 and define h(x, v, t) := f (x, v, t) − MT (v) as in the introduction. Nowdefine
the linearized BGK operator

Q2h(x, v, t) :=
(
3

2
− v2

2T

)
MT (v)σ (x) +

(
− 1

2T
+ v2

2T 2

)
MT (v)τ (x) − h(x, v, t)

(4.39)
where of course σ and τ are determined by f , and hence h. Then the nonlinear BGK
equation (1.6) becomes

ht (x, v, t) + v hx (x, v, t) = Q2h(x, v, t) + R f (x, v, t) , t ≥ 0 , (4.40)

which deviates from the linearized BGK equation (1.12) only by the additional term
R f .

It is now a simple matter to prove local asymptotic stability. We shall use here
exactly the entropy functional eγ ( f ) defined in (4.31) with f = M1 + h. Now
assume that h solves (4.40). To compute d

dt eγ ( f ) we use the inequality (4.32) for
the drift term and forQ2h in (4.40), as well as ‖Pk‖ ≤ 4

3 and (4.38) for the term R f .
This yields

d

dt
eγ ( f ) ≤ −0.0412 eγ ( f ) + 8

3
C̃γ,T ‖h‖3Hγ

, (4.41)

(if ‖h‖Hγ
is small enough) where we have used the fact that h = f − f ∞. Then

since
2

3
eγ ( f ) ≤ ‖h‖2Hγ

≤ 4

3
eγ ( f ) ,

which is simply a restatement of (4.30), it is now simple to complete the proof of
Theorem 2(b): Estimate (4.41) shows that there is a δγ > 0 so that if the initial data
f I (x, v) satisfies ‖ f I − f ∞‖Hγ

< δγ , then the solution f (t) satisfies

eγ ( f (t)) ≤ e−t/25eγ ( f I ) .

Here we used that the linear decay rate in (4.41) is slightly better than 1
25 , to com-

pensate the nonlinear term.
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We expect that the strategy from this section can be adapted also to nonlinear
kinetic Fokker-Planck equations; this will be the topic of a subsequent work.
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Hydrodynamic Limit of Quantum
RandomWalks

Alexandre Baraviera, Tertuliano Franco and Adriana Neumann

Abstract We discuss here the hydrodynamic limit of independent quantum random
walks evolving on Z. As main result, we obtain that the time evolution of the local
equilibrium is governed by the convolution of the chosen initial profilewith a rescaled
version of the limiting probability density obtained in the law of large numbers for
a single quantum random walk.

Keywords Quantum random walk · Hydrodynamic limit · Local equilibrium

1 Introduction

An important subject in Statistical Physics is the comprehension of the hydrodynamic
behavior of interacting particle systems. Roughly speaking, given a discrete system
that evolves in time, its hydrodynamic limit consists in the limit for the time trajectory
of the spatial density of particles (as some parameters are rescaled, in general, space
and time). Proving rigorously such scaling limit is often a mathematical problem of
deep technical difficulty. As a guide book on the subject we cite [1] and references
therein.

Since the seventies, the hydrodynamic limit has been developed and successfully
proved for many interacting particle systems, for instance the symmetric (and the
asymmetric) simple exclusion process, the zero range process, independent random
walks, and many others. In particular, the hydrodynamic limit of independent copies
of a stochastic process is quite well understood, as one can see for instance in [2, 3].
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We devote this paper to the study of a particular case of the hydrodynamic limit of
independent copies of a stochastic process. The stochastic process we are concerned
with is the Quantum Random Walk (QRW), as proposed in [4]. Such paper gave
origin to a vast literature, inspiring several connections with quantum optics and
quantum computation, see for instance the excellent survey [5] on quantum random
walks.

In the recent paper [6], it was proved a law of large numbers for the QRW.
Differently from the classical random walk (see [7] for a definition), the limit for
the QRW, in the ballistic scale, is not a deterministic number, but a probability
distribution. This is in some sense a consequence of the fact that the quantum random
walk evolves faster than its classical version. In average, after the same number of
steps the distance from the starting point of a quantumwalk is larger than its classical
counterpart.

Here, we present a proof of the hydrodynamic limit for a system of independent
copies of the QRW. The hydrodynamic limit of independent copies of a stochastic
process is not at all a novelty in the literature, see [3]. Nevertheless, we present these
notes with the aim of introducing the QRW subject in a simple way and to make
some observations on the peculiar hydrodynamic behavior for independent QRWs.

It is supposed that each QRW starts from a localized state, and the number of
independent copies of the QRW starting at each state is determined by independent
Poisson random variables. The parameter of each Poisson random variable is a func-
tion of space and is called the slowly varying parameter driven by a smooth profile
γ of compact support. Under these assumptions, we prove that the limiting profile is
driven by a convolution of the initial profile γ with the probability density obtained
in [6] from the law of large numbers for a single quantum random walk.

It is worth to mention that, if the initial profile has compact support, then the
limiting profile at any positive time will also have compact support. This contrasts
with the hydrodynamic limit for classical symmetric random walks, where the lim-
iting profile evolves according to the heat equation. For the heat equation, it is well
known that the diffusion has infinite speed of propagation. That is, even for initial
profiles with compact support, for any positive time, the solution will be non-zero
everywhere. Hence, we roughly deduce that: while the QRW is faster than its clas-
sical counterpart (in the scaling aspect), a system of independent QRW’s is slower
than a system of independent classical random walks (in the macroscopic diffusion
aspect).

The outline of the paper is the following: in Sect. 2, we define the state space of
a single QRW. In Sect. 3, we explain the dynamics of a QRW. In Sect. 4 we state the
hydrodynamic limit. In Sect. 5 we state and prove the local equilibrium, which in its
hand implies the hydrodynamic limit.
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2 The State Space of the QRW

We define in this section the state space of a single QRW, which, in agreement with
the postulates of the QuantumMechanics, is a Hilbert space. Its meaning is discussed
below in detail.

Definition 1 If f1 : H1 → C and f2 : H2 → C are two linear functionals over some
vector spaces H1 and H2, the tensor product of f1 and f2 is the bilinear functional
f1 ⊗ f2 : H1 × H2 → C defined by

( f1 ⊗ f2)(y1, y2) := f1(y1) · f2(y2) .

Notice that the tensor product is bilinear, whilst its Cartesian product is linear. By
the Riesz Representation Theorem, a Hilbert space can be understood as a space of
linear functionals. Then, it makes sense to speak on the tensor product of two Hilbert
spaces.

Definition 2 We denote the QRW state space by Ω , which is defined as the tensor
product of the Hilbert spaces HP and HC :

Ω := HP ⊗ HC ,

where HP is taken as the Hilbert space of square summable complex double-sided
sequences:

HP = �2(Z) :=
{
(. . . , x−2, x−1, x0, x1, x2 . . .) ;

∑
k∈Z

|xk |2 < ∞
}

,

being, ∀k ∈ Z, xk ∈ C, and HC = C
2.

The nomenclatureHP andHC , somewhat common in the literature, comes from
the idea that HP is the Hilbert space associated with the position of the quantum
object and HC is the Hilbert space associated with the state of a certain coin. In the
case presented here, the simplest one, HP is �2(Z) and HC is C2.

From now on, elements of �2(Z)will be denoted by |x〉. To facilitate calculations,
let {|ek〉}k∈Z be the canonical basis of �2(Z). Thus, if x ∈ �2(Z), then

|x〉 =
∑
k∈Z

xk |ek〉.

According to the common notation in Quantum Mechanics, the canonical basis of
C

2 is denoted by {|+1〉, |−1〉}. Any element of the Hilbert spaceC2 is usually called
a qubit. The qubit can be interpreted as the state of a coin (or spin).
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Now, let us discuss the physical interpretation of the state space Ω . Suppose that
the state of the quantum object at some time is

ψ :=
∑
k∈Z

xk |ek〉 ⊗ |+1〉 +
∑
k∈Z

yk |ek〉 ⊗ |−1〉.

It is a common sense in Quantum Mechanics that the particle is not at any par-
ticular place before an observation. Only after the observation, and thus after the
consequently random result, one can say that the particle is at some place (more
sophisticate physical interpretations are available but here we state only this prag-
matic point of view).

If we perform a measurement to observe position/coin’s value of the object, the
outcome will be random, moreover localized, i.e., of the form |ek〉 ⊗ | ± 1〉, with
probability proportional to the modulus’ square of the respective component.

For instance, considering the state ψ above, the probability of observing the state
|ek〉 ⊗ | + 1〉 as outcome (respectively |ek〉 ⊗ | − 1〉) will have probability propor-
tional to |xk |2 (respectively |yk |2). If we perform an experiment to observe only the
position, with probability proportional to |xk |2 + |yk |2, the outcome will be |ek〉.

Analogously, if we perform a measurement to observe only the coin’s value, the
outcome will be |+1〉 with probability proportional to

∑
k∈Z |xk |2 and the outcome

will be |−1〉 with probability proportional to
∑

k∈Z |yk |2.

3 The Dynamics of a Single QRW

The dynamics of the QRW is a function U : Ω → Ω which will be defined ahead,
composed of two parts. Informally, the first part consists on an unitary operator1 that
acts on the coin. The second part is a translation to the right or to the left on the
element of �2(Z), depending if the respective coin qubit is |+1〉 or |−1〉.

We recall the notation U2(C) for the set of unitary operators, that is, the set of
linear operators on C2 preserving the canonical L2-norm. In this work, we treat only
the particular operator H ∈ U2(C), the Hadamard operator, whose matrix is given
in the canonical basis by

H := 1√
2

[
1 1
1 −1

]
, (1)

whose effect emulates the evolution of an unbiased coin. For example, if the initial
coin state is |−1〉, after the action of H we get 1√

2
(|+1〉 − |−1〉). In this final state

we have one half of probability for finding one of the two possible coin states after
a measurement.

1Unitary matrix: its columns (or lines) compound an orthonormal basis for the space.



Hydrodynamic Limit of Quantum Random Walks 43

We define now the part of the dynamics acting on the space. Let τm : �2(Z) →
�2(Z) be the shift to the right of size m ∈ Z, i.e., if |x〉 = ∑

k∈Z xk |ek〉, then

τm |x〉 :=
∑
k∈Z

xk |ek+m〉 .

The linear operator S : �2(Z) ⊗ C
2 → �2(Z) ⊗ C

2 is defined by

S
(
|x〉 ⊗ |+1〉

)
:= τ1|x〉 ⊗ |+1〉 , ∀x ∈ �2(Z) ,

and
S
(
|x〉 ⊗ |−1〉

)
:= τ−1|x〉 ⊗ |−1〉 , ∀x ∈ �2(Z) .

Finally, denote by Id the identity operator over �2(Z) and define U : �2(Z) ⊗ C
2 →

�2(Z) ⊗ C
2 by the composition

U := S ◦ ( Id ⊗ H) .

The dynamics is defined as follows: if at time zero the state is some ψ ∈ �2(Z) ⊗ C
2,

then the state at time n = 1 is given by Uψ, and at an arbitrary time n ∈ N is given
by Unψ. As an example, if ψ = |x〉 ⊗ |+1〉 + |y〉 ⊗ |−1〉, then

Uψ = S
(
|x〉 ⊗ H(|+1〉) + |y〉 ⊗ H(|−1〉)

)

= S
(
|x〉 ⊗

(
|+1〉+|−1〉√

2

)
+ |y〉 ⊗

(
|+1〉−|−1〉√

2

))

= 1√
2

[(
τ1|x〉 + τ1|y〉

)
⊗ |+1〉 +

(
τ−1|x〉 − τ−1|y〉

)
⊗ |−1〉

)]
.

(2)

In general, for given ψ ∈ Ω = �2(Z) ⊗ C
2 we will denote

Unψ =
( ∑

k∈Z
xnk |ek〉

)
⊗ |+1〉 +

( ∑
k∈Z

ynk |ek〉
)

⊗ |−1〉 , (3)

always keeping in mind that the complex numbers xnk, ynk depend on ψ. Notice that
the dynamics (ψ,Uψ,U 2ψ,U 3ψ, . . .) is deterministic.

Definition 3 Given ψ ∈ Ω with unitary norm, denote by Xψ
n a random variable

(on some probability space) assuming integers values with distribution given by

P

(
Xψ
n = k

)
= |xnk |2 + |ynk |2 , ∀ k ∈ Z ,

where xnk, ynk ∈ C are defined in (3).
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Fig. 1 Illustration of the
density f obtained in the
central limit theorem for the
QRW, as stated in the
Theorem 1

y

f

1
π

√
2
2−

√
2
2

Given an initial state ψ ∈ Ω , the stateUnψ obtained after n iterations of U gives all
the information about the distribution of the position/coin of the particle at time n.
Moreover, after an observation at time n of the position of the particle, the outcome of
position is a random variable with the distribution presented in Definition 3 (Fig. 1).

Now we point out two remarks. First, although the Hilbert spaces are complex, if
we multiply the initial state by a complex number, there is no change in the particle
space distribution at final time. That is, for any ζ ∈ C of unitary modulus, the distrib-
utions of position at time n ∈ N, obtained fromUnψ and fromUn(ζψ) are the same.
The role of complex numbers is noted in Quantum Mechanics when considering
sums of states (giving rise to the phenomena known as interference). Second, the
signs appearing in (2) generate cancellations and a very peculiar behavior2 of the
QRW, as one can see in the result below extracted from [6]:

Theorem 1 (Grimmett/Janson/Scudo’03) For any ψ ∈ Ω which is a finite sum of
localized states,

Xψ
n

n
n→∞−→ Y, in distribution,

where Y is a real random variable of density

f (y) =
⎧⎨
⎩

1

π(1 − y2)
√
1 − 2y2

, if y ∈ [−
√
2
2 ,

√
2
2 ] ,

0 , otherwise.
(4)

2In comparison with the classical random walk.
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4 Hydrodynamic Limit for a System of Independent
Quantum RandomWalks

We turn now our attention to a system of independent QRW’s. Fix once and for all
a continuous non-negative function γ : R → R+ with compact support.

Definition 4 Let μn be a product measure on N
Z whose marginal at site k ∈ Z is a

Poisson (γ( kn )), i.e.,

μn{η ∈ N
Z ; η(k) = j} = e−λλ j

j ! , (5)

being λ = γ( kn ).

In hydrodynamic limit, this is usually called a productmeasurewith slowly varying
parameter, see [1]. Let Xk

n(1), X
k
n(2), X

k
n(3), . . . be independent copies of the random

variable Xψ
n given in Definition 3 choosing

ψ = |ek〉 ⊗ | + 1〉. (6)

Remark 1 We consider initial states of the form (6) only for sake of clarity. For finite
sums of localized states, all results remains in force (properly redefining the Poisson
product measures above).

Denote by P and E the probability and the expectation, respectively, induced by μn

and the random variables defined above. When considering a single random variable
Xk
n( j), we will write only P and E . Let 1A(ω) be the function which is to one if

ω ∈ A and zero otherwise.

Definition 5 For each x ∈ Z, define the random variable

ξn(�) =
∑
k∈Z

η(k)∑
j=1

1[Xk
n( j)=�] . (7)

where η ∈ N
Z is chosen according to μn , independently of all the random vari-

ables Xk
n( j).

Intuitively, ξn(x) is obtained by the following procedure: first we choose how
many QRW’s start at each localized state |ek〉 ⊗ | + 1〉 via the measure μn . Then we
evolve each QRW n steps. After that, we observe where each QRW is. As explained
before, the outcome is random, given by some Xk

n( j). Looking at (7) we notice that
the random variable ξn(�) counts how many of those random variables gave as result
the site � ∈ Z.

Now, we are in position to the state our main result. We denote by Cc(R) the
set of continuous functions H : R → R with compact support. To not overload the
notation, we will write 
tn�, the integer part of tn, only by tn.
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Theorem 2 (Hydrodynamic limit of QWR’s) For all t > 0 and for all H ∈ Cc(R),

lim
n→∞

1

n

∑
�∈Z

H( �
n ) ξtn(�) =

∫
R

H(x)ρ(t, x)dx

in probability, where the function ρ : R+ × R → R+ is given by

ρ(t, x) = (γ ∗ ft )(x) :=
∫
R

γ(y) 1
t f (

x−y
t ) dy , (8)

where f is the function defined in (4) and ft (x) := 1
t f (

x
t ).

We notice that the time tn = 
tn� appearing in the previous statement corresponds to
the so-called ballistic scaling. For models where the time scaling is 
tn2�, it is called
the diffusive scaling. The limit for a system of independent quantum random walks
occurs in the ballistic scaling, while for unbiased classical random walks it occurs
in the diffusive scale. This is an intrinsic characteristic of quantum random walks:
because of the aforementioned cancellations, they move faster than the classical
random walks.

On the other hand, the time evolution of the initial profile γ according to γ ∗
ft is somewhat slower than the equivalent time evolution obtained in the case of
classical independent random walks, where the initial profile γ evolves through the
heat equation’s semigroup. For anypositive time, the solutionof heat equation starting
from γ is positive everywhere,3 but this does not happen with γ ∗ ft . Since f and γ
have compact support, for any time t > 0, the function γ ∗ ft has compact support
as well, hence it is not positive everywhere. This means that the diffusion of mass
through γ ∗ ft has finite speed of propagation,4 differently from the diffusion given
by the heat equation.

5 Local Equilibrium

In this section, we prove a result usually called in the literature as the conservation
of local equilibrium, which is its hand implies the hydrodynamic limit as stated in
Theorem 2.

We begin with some topological considerations. In the space NZ endowed with
the distance

d(η1, η2) =
∑
k∈Z

1

2|k|
|η1(k) − η2(k)|

1 + |η1(k) − η2(k)| ,

3The so-called infinite propagation speed in PDE’s, see [8, p. 49].
4Physically, to speak about finite propagation speed for QRW’s it is necessary to go further into the
Lieb-Robinson bound, see [9]. We did not investigate such subject in this paper.
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denote by {τk ; k ∈ Z} the group of translations. In other words, τkη is the configu-
ration given by

(τkη)( j) = η( j + k) .

The action of the translation group is naturally extended to the space of probability
measures on N

Z. For k ∈ Z and a probability measure μ on N
Z, we denote by τkμ

the unique probability measure such that

∫
f (η)(τkμ)(dη) =

∫
f (τkη)μ(dη)

for all integrable continuous functions f in the topology induced by the aforemen-
tioned distance.

For c > 0, define νc as the product probability measure on N
Z whose marginals

are Poisson probability measures with the same parameter c > 0, i.e.,

νc{η ; η(k) = �} = e−c c
�

�! ,

for any k ∈ Z. Informally, the conservation of local equilibrium says that under
suitable hypothesis on the initial distribution of particles, the distribution of the
observed particles at time 
tn� is, in an asymptotic sense, locally a Poisson product
measure whose parameter is a function of time and space. Its precise statement is

Theorem 3 (Conservation of local equilibrium) Let αtn be the probability measure
on NZ induced by the random element

ξtn := (. . . , ξtn(−2), ξtn(−1), ξtn(0), ξtn(1), . . .),

see the Definition 5. For x ∈ R and n ∈ N, denote xn := 
xn�. Then, for any x ∈ R

and any t > 0,
lim
n→∞ τxnαtn = νρ(t,x)

in the sense of weak convergence of probability measures,5 where ρ(t, x) is the
function defined in (8).

Proof In order to not overload notation, we start by considering the case t = 1. The
general statement is postponed to the end of the proof.

The weak convergence of probability measures on N
Z is equivalent to the con-

vergence of its finite dimensional distributions, see [10]. Moreover, the convergence
of the finite dimensional distributions is characterized by the convergence of their
Laplace transforms. Hence, we concern our attention to the convergence of the
Laplace transform

5See Ref. [10].
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E

[
exp

{
−

∑
�∈Z

λ(�) ξn(�)
}]

,

where λ : Z → R+ is a function that is non zero only on a finite subset of Z. By (7),

∑
�∈Z

λ(�)ξn(�) =
∑
�∈Z

λ(�)
∑
k∈Z

η(k)∑
j=1

1[Xk
n( j)=�] =

∑
k∈Z

η(k)∑
j=1

λ(Xk
n( j)) .

Recalling the independence of the randomvariables and the equality above,we obtain

E

[
exp

{
−

∑
�∈Z

λ(�) ξn(�)
}]

=
∏
k∈Z

E

[
exp

{ η(k)∑
j=1

λ(Xk
n( j))

}]

=
∏
k∈Z

∫
E

[
exp

{
− λ(Xk

n(1))
}]η(k)

dμn ,

(9)

where E is the expectation over a single random variable Xk
n(1). Let

βk := E
[
exp

{
− λ(Xk

n(1))
}]

.

Under μn , the random variable η(k) has Poisson distribution given by (5). Thus,

∫
β

η(k)
k dμn = exp

{
γ( kn )(βk − 1)

}
.

Applying this to (9) we are lead to

E

[
exp

{
−

∑
�∈Z

λ(�) ξn(�)
}]

=
∏
k∈Z

exp
{
γ( kn )(βk − 1)

}

= exp
{∑

k∈Z
γ( kn )(βk − 1)

}
.

(10)

Denote by pn(k, �) the probability of the quantum random walk, starting at ψ =
ek ⊗ |+1〉, after a time n, have been observed at the position � ∈ Z. That is,

pn(k, �) := P
[
Xk
n(1) = �

]
.

Therefore,
βk := E

[
exp

{
− λ(Xk

n(1))
}]

=
∑
�∈Z

e−λ(�) pn(k, �) .
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Replacing previous the formula in (10) and interchanging summations, we get to

E

[
exp

{
−

∑
�∈Z

λ(�) ξn(�)
}]

= exp
{ ∑

�∈Z
(e−λ(�) − 1)

∑
k∈Z

γ( kn )pn(k, �)
}

.

The formula above characterizes the measure αn on N
Z (induced by the random

element ξn) as a product measure whose marginal at the site � ∈ Z is a Poisson
probability measure of parameter

B(�, n) :=
∑
k∈Z

γ( kn ) pn(k, �) .

As a consequence of symmetry of the Hadamard operator, it is easy to verify that
pn(k, �) = pn(�, k). This implies

B(�, n) =
∑
k∈Z

γ( kn ) pn(�, k) = E
[
γ
(

X �
n(1)
n

)]
.

Given x ∈ R and n ∈ N, recall the notation xn = 
xn�. By Theorem 1, since γ is
smooth, and since f is an even function,

lim
n→∞ B(xn, n) = lim

n→∞ E
[
γ
(

Xxn
n
n

)]

= lim
n→∞ E

[
γ
(

X0
n+xn
n

)]

=
∫
R

γ(y + x) f (y) dy

=
∫
R

γ(y) f (x − y) dy .

Since αn is a product measure, the limit above implies that

lim
n→∞ τxnαn = νρ(1,x) ,

proving the statement for t = 1. For general t > 0, one has to replace Xk
n( j) by

Xk
tn( j), keeping μn unchanged. Denote by αtn the measure on NZ induced by ξtn . In

this situation, it is straightforward to check that αtn is also a product measure whose
marginal has Poisson distribution and the limit for its parameter is given by

lim
n→∞ B(xn, tn) = lim

n→∞ E
[
γ
(

Xxn
tn
n

)]

= lim
n→∞ E

[
γ
(
t X0

tn
tn + xn

n

)]
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=
∫
R

γ(t y + x) f (y) dy

=
∫
R

γ(y) 1
t f (

x−y
t ) dy .

Since αtn is a product measure, the limit above implies that

lim
n→∞ τxnαtn = νρ(t,x) ,

concluding the proof. �

We shall prove Theorem 2 now.

Proof (Proof of Theorem 2) It is a known result that the conservation of local equi-
librium, proved in Theorem 3, implies the hydrodynamic limit stated in Theorem 2,
see for instance [1, Chap. 3]. �
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Sub-shock Formation in Reacting Gas
Mixtures

Marzia Bisi, Fiammetta Conforto and Giorgio Martalò

Abstract The shock-wave structure problem is investigated for a gasmixture of four
species, undergoing a reversible bimolecular reaction,modelled by a10momentGrad
closure of reactive Boltzmann equations. The presence of jump discontinuitieswithin
the shock structure solution is discussed, the supersonic regime is characterized, and
the critical values of Mach number allowing the formation of sub-shocks in the field
variables of one or more components of the mixture are pointed out.

Keywords Shock-wave problem · Sub-shocks · Kinetic theory for gas mixtures ·
Grad 10 moment equations · Reactive mixtures

1 Introduction

Many recent papers, as among others [2, 5, 6, 12, 17, 18], show that the behaviour
of multi-temperature models for gas mixtures exhibits very interesting features in
the context of the shock wave structure problems.
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For hyperbolic systems of both conservation and balance laws, compatible with
an entropy principle, it is well-stated [7, 8, 21] that a continuous solution of the
shock wave structure problem, between two equilibrium configurations, can not
propagate with a speed, s, greater than the maximum characteristic velocity of the
system, evaluated in the unperturbed state. Despite many efforts in this direction, the
continuity of wave fronts propagating below this threshold is still an open problem,
in the sense that, to authors’ knowledge, no rigorous results are available. Many
references on shock waves propagation in a single gas may be found in the literature,
among which we mention [1, 9, 22].

For what concerns gaseous mixtures, shock structure solutions have been recently
investigated for some specific problems, both from the numerical and the analytical
points of view. In [17, 18] numerical examples, compared with experimental data,
are shown for inert binary mixtures described in the framework of Extended Ther-
modynamics [19] at Euler level. On the other hand, in [15, 16, 20], the analysis is
developed starting from suitable kinetic models of Boltzmann or BGK type.

For what concerns hydrodynamic closures derived from kinetic Boltzmann equa-
tions, a multi-temperature Euler system for an inert binary mixture of monoatomic
gases has been rigorously dealt with in [6], in which the role in the continuity of
travelling waves played by each singularity manifold related to each component of
the mixture is pointed out, and numerical tests show the presence of one or two
sub-shocks within the wave front for suitable values of the Mach number. In [5], the
steady shock problem is faced for a reactive gas of four monoatomic components
undergoing a reversible bimolecular reaction, described by a multi-temperature (and
one-velocity) Euler closure of the reactive Boltzmann equations. The existence of
discontinuous solutions is shown by numerical simulations in which the variables
describing each component may suffer a jump. For the same reacting mixture, but
modelled by a 13-moment Grad closure of the reactive Boltzmann equations [3, 4,
14], the discontinuous shock structure solutions are investigated in [12], and it is
pointed out that, analogously to the simpler systems studied in [5, 6], each compo-
nentmay generate a sub-shock, on its own variables. Each component, in fact, defines
its own singularity sub-manifold in the phase space across which only its own vari-
ables suffer a jump discontinuity, if the two (upstream and downstream) equilibria
lie on opposite sides with respect to such sub-manifold. The role of the maximum
characteristic velocities relevant to each species in the sub-shock formation is also
discussed.

In [11], for an inert mixture of multi-velocity, multi-temperature Euler gases in
the context of Extended Thermodynamics, the long-time behaviour of the solution
of the Riemann problem is studied in order to characterize the corresponding shock
structure, and the Rankine–Hugoniot conditions are used to identify each sub-shock
within the wave front, confirming the results in [6].
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Very recently, in [2], a 10-moment Grad closure of the reactive Boltzmann equa-
tions is used to describe a binary mixture of inert monoatomic gases, and the shock
wave structure problem is facedwithin the whole hierarchy of hyperbolic subsystems
of balance laws: Grad 10-moments equations, the multi-temperature Euler descrip-
tion recovered assuming vanishing viscous stress tensors (restoring the studies in
[6]), and the Euler (single velocity and single temperature) equilibrium sub-system
of the hierarchy. The complete description of possible solutions, exhibiting up to
two sub-shocks, is given and the explicit expressions of all critical Mach numbers,
as well as their admissibility conditions, are deduced in terms of particle masses of
the species and of the unperturbed equilibrium state.

The present paper faces the problem of sub-shock formation in 10-moment Grad
equations for the more interesting and realistic case of reactive gases, again for the
same four-species mixture with the same chemistry considered in [5] and [12], in
order to improve the preliminary available results. From the physical point of view,
the 10-moment closure suffers the heavy drawback of neglecting the heat flux effects
occurring in the evolution. However, with respect to the more realistic 13-moment
approximation, it has the advantage of providing explicit expressions for all the
involved quantities in terms of a field vector of lower dimension, as well as a wider
hyperbolicity region. Therefore, since this paper represents a first attempt of handling
chemical processes, the aim of highlighting their effects on the shock wave structure
solutions, minimizing at the same time the both analytical and numerical difficulties,
may justify the choice of confining again our investigation in the framework of the 10-
moment level description adopted in [2], despite the loss of physical consistency. The
extensions to the classical 13-moment Grad closure, including the evolution of heat
flux vectors, are considered in forthcoming papers.Moreover, from themathematical
point of view, the presence of the reaction (involving exchanges of mass and internal
energy in the transient, and imposing themass action law of chemistry at equilibrium)
does not allow to prove all the huge variety of features deduced in [2] for the inert
mixture, which is here recovered in the limit of vanishing chemical bond energy.
In spite of the drawback of handling the implicit function introduced by the law of
mass action defining the chemical equilibrium, we are able to show the effects of the
chemistry on the solutions. In order to stress the role of the chemistry, the comparison
with the corresponding inert case is carried out. The presence of the reactionmodifies
the characteristic speeds of the system and of its equilibrium subsystem, which
differs from the classical Euler equations establishing the equilibrium subsystem
of the inert gas. It will be shown that this situation translates into a change in the
supersonic regime, that for the inert gas is characterized by Mach numbers greater
than 1, while in the present reactive frame the lower bound of supersonic flows is
decreased below 1.

The paper is organized as follows. In Sect. 2 we briefly present the model, its
equilibrium subsystem, and all the characteristic speeds involved in our analysis. In
Sect. 3 the shock wave structure problem is studied for both inert and reactive gases,
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and the possible analytical investigation (allowed by the involved implicit function)
on the admissible critical Mach numbers is presented. Some results on the existence
and uniqueness of a perturbed equilibrium state defined by the unperturbed state are
also given. Finally, in Sect. 4, a particular reaction is chosen in order to characterize
the different ranges of all possible admitted shock structures, and some concluding
remarks are discussed.

2 Governing Equations

Let us consider a 1-D 10-moment approximation of Grad type for a reactive mixture
of gases undergoing a reversible bimolecular reaction

1 + 2 � 3 + 4. (1)

Under the hypothesis of negligible heat fluxes, imposed on the 13-moment Grad
description proposed in [3, 4], the sixteen macroscopic field variables are species
densities ni, mass velocities ui, species temperatures Ti and stress deviators σi, for
i = 1, 2, 3, 4, and they define the global quantities through the relationships

n =
4∑

i=1

ni, ρ =
4∑

i=1

ρi =
4∑

i=1

mini, ρu =
4∑

i=1

ρiui, (2)

nkBT =
4∑

i=1

nikBTi + 1

3

4∑
i=1

ρi
(
u2i − u2

)
, σ =

4∑
i=1

σi + 2

3

4∑
i=1

ρi
(
u2i − u2

)
,

(3)

where mi is the particle mass for ith species and kB is the Boltzmann constant.
In the vanishing heat flux limit of 13-moments Grad equations [3, 4], the hyper-

bolic system of partial differential equations, in conservative form, reads as

∂tni + ∂x (niui) = Qi, (4)

∂t (miniui) + ∂x
(
miniu

2
i + nikBTi

) = Ri + miuiQi, (5)

∂t

(
1

2
miniu

2
i + 3

2
nikBTi

)
+ ∂x

[(
1

2
miniu

2
i + 5

2
nikBTi + σi

)
ui

]
= Si + uiRi

+
(
1

2
miu

2
i + 3

2
kBTi

)
Qi, (6)

∂t

(
2

3
miniu

2
i + σi

)
+ ∂x

[(
2

3
miniu

2
i + 4

3
nikBTi + 7

3
σi

)
ui

]
= Vi + 4

3
uiRi

+2

3
miu

2
i Qi, (7)
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where

Qi = 2ν34
12 li√
π

[
n3n4

(
m12

m34

) 3
2

exp

(
�E

kBT

)
− n1n2

]
�

(
3

2
,

�E

kBT

)
(8)

Ri = ni

4∑
j=1

ν1ijmijnj
(
uj − ui

) − mi (ui − u)Qi (9)

Si = 2ni

4∑
j=1

ν1ijmij

mi + mj
nj

[
3

2
kB

(
Tj − Ti

) + 1

2
mj

(
uj − ui

)2]

+
[
3

2

mi

m
kBT − 3

2
(1 − li)�E

m − mi

m
− 3

2
kBTi + 1

2
mi (ui − u)2

]
Qi

+ 2ν34
12 likBT√

π

[
n3n4

(
m12

m34

) 3
2

exp

(
�E

kBT

)
− n1n2

]
m − mi

m
�

(
5

2
,

�E

kBT

)
(10)

Vi = 2

3
mi (ui − u)2 Qi +

4∑
j=1

2ν1ijmij

mi + mj

[
2

3
mjnjni

(
uj − ui

)2 + niσj − njσi

]

−
4∑

j=1

3ν2ijmj

2
(
mi + mj

)2
[
2

3
mimjninj

(
uj − ui

)2 + miniσj + mjnjσi

]
(11)

and l1 = l2 = −l3 = −l4 = 1, m = m1 + m2 = m3 + m4, mij = mimj/(mi + mj),
�E > 0 is the activation energy for the endothermic reaction 1 + 2 → 3 + 4, ν1ij
and ν2ij are suitably weighted elastic collision frequencies and ν34

12 is the chemical
interaction frequency.

An equilibrium state of the system (4)–(7) is characterized by the so-called mass
action law, and by a uniquemean velocity and a unique temperature and by vanishing
stress deviators

n1n2 = n3n4

(
m12

m34

) 3
2

exp

(
�E

kBT

)
, (12)

ui = u, Ti = T , σi = σ = 0, i = 1, 2, 3, 4. (13)

The conservation equations of total mass, momentum and energy, together with two
independent partial conservation equations for number densities through the chemical
reaction, represent the equilibrium sub-system, that is

∂t (n1 + n	) + ∂x [(n1 + n	) u] = 0, 	 = 3, 4, (14)

∂tρ + ∂x (ρu) = 0, (15)

∂t (ρu) + ∂x
(
ρu2 + nkBT

) = 0, (16)

∂t

(
1

2
ρu2 + 3

2
nkBT − �En1

)
+ ∂x

[(
1

2
ρu2 + 5

2
nkBT − �En1

)
u

]
= 0, (17)
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coupled with the additional constraint due to the chemical equilibrium condition
imposed by the mass action law (12).

To conclude this section, let us point out that the characteristic speeds of system
(4)–(7) are

ui −
√
3 (nikBTi + σi)

mini
, ui, ui +

√
3 (nikBTi + σi)

mini
. (18)

Only the greater ones can be involved in the problem of sub-shock formation,
denoted by

λi = ui +
√
3 (nikBTi + σi)

mini
, (19)

together with the highest characteristic velocity of the equilibrium sub-system [10]

μ = u +
√
5nkBT

3ρ

(
1 − 2

5C

)
, (20)

where

C = 1 + 3nk2BT
2

2�E2

(
1

n1
+ 1

n2
+ 1

n3
+ 1

n4

)
, (21)

which, suitably evaluated, represents the lower bound of the wave front speeds in
such kind of problem. Moreover, notice that

μ < μEuler = u +
√
5nkBT

3ρ
,

meaning that the chemical reaction slows down the maximum characteristic speed
of the equilibrium sub-system, which is now smaller than the one for a single Euler
gas, μEuler , and this means an enlargement of the supersonic regime. Let us finally
stress that in the limit as �E → 0, then C → ∞, and μ → μEuler .

3 Shock-Wave Structure Solutions

As well-known, a shock-wave structure solution is a function u (ϕ) of the variable
ϕ = x − st, s > 0 constant, connecting two equilibrium states, u+ and u−, of the
system

lim
ϕ→±∞ u (ϕ) = u±, lim

ϕ→±∞
du
dϕ

(ϕ) = 0 (22)
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so that the wave propagates, at constant velocity s, into the fixed unperturbed down-
stream equilibriumu+. As usual in such kind of problems, let us introduce the relative
velocities vi and Mach number M+ as follows

vi = s − ui, M+ = s − u+
c+

, c2+ = 5n+kBT+
3ρ+

, (23)

where c+ is the classical Euler unperturbed sound speed and

v+ = s − u+ = c+M+ = vi+, ∀ i = 1, 2, 3, 4. (24)

In the reference frame co-moving with the shock front, the set of balance equations
(4)–(7) yields the following system of ODEs

d

dϕ
(nivi) = −Qi (25)

d

dϕ

(
miniv

2
i + nikBTi + σi

) = �vi (26)

d

dϕ

[(
1

2
miniv

2
i + 5

2
nikBTi + σi

)
vi

]
= −�Ti (27)

d

dϕ

[(
2

3
miniv

2
i + 4

3
nikBTi + 7

3
σi

)
vi

]
= −�σi (28)

where

�vi = Ri − miviQi, (29)

�Ti = Si − viRi +
(
1

2
miv

2
i + 3

2
kBTi

)
Qi, (30)

�σi = Vi − 4

3
viRi + 2

3
miv

2
i Qi, (31)

andQi, Ri, Si and Vi have been properly rewritten in terms of the relative velocities vi.
The equilibrium state u− is related to the unperturbed state u+ through the

Rankine–Hugoniot conditions applied to the equilibrium sub-system (14)–(17),
yielding, besides the trivial case u− = u+,

ni− = ni+
c+M+
v−

+ liN (u+,M+; v−) , i = 1, 2, 3, 4 (32)

n− = n+
c+M+
v−

, ρ− = ρ+
c+M+
v−

, (33)

T− = T+
v−

c+M+

[
1 + 5M+

3c+
(c+M+ − v−)

]
, (34)
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where

N (u+,M+; v−) = ρ+c+
2�Ev−

(v− − c+M+)
[
c+

(
M2

+ + 3
) − 4M+v−

]
, (35)

and v− is implicitly defined by the mass action law (12) imposed on ni− and T−
provided in (32) and (34).

As pointed out in [12], the presence of a chemical reaction influences the upstream
equilibrium, whose existence and uniqueness have now to be verified, since it has
to be univocally determined for fixed unperturbed equilibrium and Mach number. It
now differs from the one recovered in the inert case [2], coinciding with the classical
one of the Euler equations, given by

ninerti− = ni+
4M2+

M2+ + 3
, ninert− = n+

4M2+
M2+ + 3

, ρ inert
− = ρ+

4M2+
M2+ + 3

, (36)

vinert− = c+
M2+ + 3

4M+
, Tinert

− = T+

(
M2+ + 3

) (
5M2+ − 1

)
16M2+

. (37)

Let us observe that relations (32)–(35) coincide with the classical ones (36)–(37), if,
and only if, N (u+,M+; v−) = 0, which, besides the trivial case v− = c+M+ corre-
sponding to u− = u+, means that v− has to be given by (37).

The physical constraints due to positivity of species number densities and mixture
temperature of the upstream equilibrium given by (32)–(35) give some ranges of
admissible values for the upstream velocity (different from v+ = c+M+), that from
now on will be denoted as vr− (and the corresponding upstream state will be set ur−).
To be more precise, the positivity of temperature T− yields the condition vr− ∈ IT ,
with

IT :=
(
0, c+

5M2+ + 3

5M+

)
,

whereas, denoting

ξ±
k = ρ+c+

(
5M2+ + 3

) ±
√
9ρ2+c2+

(
M2+ − 1

)2 + 32�E nk+ρ+M2+
8ρ+M+

, k = 1, 2,

η±
	 = ρ+c+

(
5M2+ + 3

) ±
√
9ρ2+c2+

(
M2+ − 1

)2 − 32�E n	+ρ+M2+
8ρ+M+

, 	 = 3, 4,

the positivity of species number densities gives the constraint vr− ∈ In, where, if
η±

	 ∈ R,

In := (
max

{
ξ−
1 , ξ−

2

}
,min

{
η−
3 , η−

4

}) ∪ (
max

{
η+
3 , η+

4

}
,min

{
ξ+
1 , ξ+

2

})
,
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which, if η±
	 ∈ C, reduces to

In = (
max

{
ξ−
1 , ξ−

2

}
,min

{
ξ+
1 , ξ+

2

})
.

This feature has already been investigated numerically in [12] in the context of an
analogous reactive gas mixture described at 13 moment Grad closure, in which the
same equilibrium subsystem is obviously admitted.

3.1 Existence and Uniqueness of Upstream Equilibrium State

In order to prove the existence and uniqueness of a physical solution of the mass
action law (12) as equation in v−, let us denote

F (v−) := m̄ (n3−v−) (n4−v−) exp

(
�E

kBT−

)
− (n1−v−) (n2−v−) = 0 (38)

where m̄ = (m12/m34)
3/2 and ni− and T− are given by (32)–(35). Its derivative can

be written as

F ′ (v−) = −M (v−)

[
m̄ exp

(
�E

kBT−

)
(n3−v− + n4−v−) + n1−v− + n2−v−

]

− m̄ (n3−v−) (n4−v−) exp

(
�E

kBT−

)
�E

kBT 2−
T (v−) (39)

where

M (v−) := li
d

dv−
(ni−v−) = ρ+c+

2�E

[
c+

(
5M2

+ + 3
) − 8M+v−

]
, (40)

T (v−) := dT−
dv−

= T+
3c2+M+

[
c+

(
5M2

+ + 3
) − 10M+v−

]
. (41)

It can be immediately noticed that F (v−) is decreasing for

0 < v− < c+
5M2+ + 3

10M+

and F (v−) is increasing for

c+
5M2+ + 3

8M+
< v− < c+

5M2+ + 3

5M+
.
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Since v+ = c+M+, root of (38), satisfies

c+
5M2+ + 3

8M+
< v+ < c+

5M2+ + 3

5M+
, (42)

for all M+ > 1, and in such interval F is increasing, an admissible root vr− of (38),
different from v+, must be

vr− < c+
5M2+ + 3

8M+
.

Let us also point out that for all M+ > 1

ξ−
k < vinert− < η−

	 , η+
	 < v+ < ξ+

k ,

and

vinert− < c+
5M2+ + 3

8M+
.

By noticing that

F
(
ξ±
k

) = m̄
(
n3−ξ±

k

) (
n4−ξ±

k

)
exp

(
�E

kBT−

)
> 0, k = 1, 2,

F
(
vinert−

)
< m̄ (n3+v+) (n4+v+) exp

(
�E

kBT+

)
− (n1+v+) (n2+v+) = 0,

F

(
3c+
5M+

)
> m̄ (n3+v+) (n4+v+) exp

(
�E

kBT+

)
− (n1+v+) (n2+v+) = 0

and by setting v1 = max
(
ξ−
1 , ξ−

2 , 3c+/(5M+)
)
, one can use the Bolzano’s theorem to

conclude about the existence of at least one physical solution vr− of (38) in
(
v1, vinert−

)
forM+ > 1.

It can be numerically checked that the function F (v−) is convex, therefore even
uniqueness of a physical solution vr− is guaranteed. For M+ >

√
9/5, uniqueness

may be also proved analytically, by using the monotonicity ofF (v−) in the interval(
0, c+

5M2++3
10M+

)
and by verifying that

F (v−) < 0 ∀v− ∈
(
c+

5M2+ + 3

10M+
, c+

5M2+ + 3

8M+

)
∩ In. (43)

In fact, under the hypothesisM+ >
√
9/5, one can easily prove that N (u+,M+; v−)

> 0 and, as consequence,

nk−v− > nk+v+ , n	−v− < n	+v+ k = 1, 2 , 	 = 3, 4
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and also
T− > T+

for every v− ∈
(
c+

5M2++3
10M+ , c+

5M2++3
8M+

)
∩ In; therefore

F (v−) = m̄ (n3−v−) (n4−v−) exp

(
�E

kBT−

)
− (n1−v−) (n2−v−)

< m̄ (n3+v+) (n4+v+) exp

(
�E

kBT+

)
− (n1+v+) (n2+v+) = F (v+) = 0.

Thanks to the previous analysis, it can also be easily shown that

vr− < vinert− ≤ v+, (44)

for all M+ > 1, meaning also that the mean velocity of the upstream equilibrium
in presence of the chemical reaction is greater than in the inert case, ur− > uinert− ,
so that the intensity of the shock structure is increased by the chemical reaction, as
confirmed by Fig. 1.

Moreover, it has to be stressed that in the inert case from (36) and (37), observ-
ing that limM+→1 vinert− (u+,M+) = v+ = c+M+, it is easily obtained that limM+→1

uinert− (u+,M+) = u+, meaning that in the limitM+ = 1 the null-shock solution, i.e.
the constant solution u = u− = u+, is admitted.
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Fig. 1 Plots of v+ (continuous), vr− (dotted) and vinert− (dot-dashed) (left), and of ur− (dotted) and
uinert− (dot-dashed), with u+ = 0 (right), versus Mach number M+, the parameters are relevant to
the second test for reaction (59) in Sect. 4
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Conversely, in presence of the chemical reaction, by examining the limit as M+
tends to 1 throughout the proof it is easy to prove that

lim
M+→1

ur
− (u+,M+) = u+ ⇔ vr− = v+ = c+,

meaning that the trivial constant solution u = u− = u+ is still admitted, and obvi-
ously coincides with the corresponding one in the inert case. But, as far as non trivial
solutions are concerned, in the limit asM+ tends to 1, it is easily shown that

lim
M+→1

vr− (u+,M+) < vinert− = v+ = c+M+,

as clearly shown in Fig. 1, where the trend, versusM+, of the perturbed equilibrium
relative velocity vr− is plotted, together with the one in the inert case vinert− corre-
sponding to the same unperturbed value v+. The values of vr− keep lower than the
corresponding ones of vinert− , and of v+, for allM+ > 1. Moreover, it can be checked
that both the slopes of vr− and vinert− have the same asymptotic trend as M+ tends to
infinity. Unfortunately, forMsonic+ < M+ < 1 this analysis can be mainly carried out
on the numerical ground.

From Rankine–Hugoniot conditions (32)–(35), it is then easily obtained that

lim
M+→1

ur
− (u+,M+) �= u+,

meaning that in the limit M+ = 1 the null-shock (constant) solution is not reached.
The constraint of themass action law limits the configurations of the two equilibria in
such a way that the shock front speed is increased with respect to the corresponding
either inert, or equilibrium cases.

In the Euler or Grad equations for both a single gas or an inert mixture, the
supersonic regime is characterized by the condition

M+ > 1 ⇔ s > μEuler
+ = u+ + c+

(which for an inert mixture is the maximum eigenvalue of the equilibrium subsys-
tem), whereas in presence of the reversible bimolecular chemical reaction taken into
account it modifies into

M+ > Msonic
+ = C+

c+
=

√
1 − 2

5C+
⇔ s > μ+ = u+ + C+, (45)

where, recalling (20) and (23),

C2
+ = c2+

(
1 − 2

5C+

)
,

√
3

5
<

C+
c+

< 1, (46)
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(for the details [10] is referred to the reader) and then

Msonic
+ < 1, μ+ < μEuler

+ .

Therefore the presence of a chemical reaction with a non-vanishing chemical energy
gap �E enlarges the supersonic regime. It is worth to be stressed that, as already
outlined at the end of Sect. 2, in the limit �E → 0, the behaviour is analogous to
that of the inert mixture, sinceMsonic+ → 1, and μ+ → μEuler+ , even if the mixture is
still reacting: in fact, even in the particular case �E = 0, equilibrium mass action
law (12) is still valid, and provides a relation involving the four number densities,
that remain non-hydrodynamic variables (not governed by conservation equations).

We can conclude that shockwave structure solutions for this reactivemixture exist
for all M+ > Msonic+ and the limit of null-shock solution is reached at the boundary
of the sonic regime, i.e.

lim
M+→ Msonic+

ur
− (u+,M+) = u+.

This allows to expect, as shown in Sect. 4, that jump discontinuities may arise even
forM+ < 1, within the supersonic regime, M+ > Msonic+ .

3.2 Singular Barriers and Critical Mach Numbers

We now turn our attention to the so-called singular barrier [2, 12, 13]. The ODEs
system (25)–(28) can be written in block diagonal matrix form [2], each block being

Bi (ui) · dui
dx

= gi (u) , (47)

where ui = (ni, vi,Ti, σi)
T , and the singular barrier, i.e. the locus of the singularities

of the system, is the manifold characterized by the vanishing of the determinant of
Bi, whose equation is

3

2
kB

4∏
i=1

niv
2
i Bi (ui) = 0, (48)

where
Bi (ui) := miniv

2
i − 3 (nikBTi + σi) = 0, i = 1, 2, 3, 4, (49)

are the singularities sub-manifolds, each one related to a component within the mix-
ture.

As shown in [12] and [2], the presence of sub-shocks within a shock structure
solution is due to the singularities sub-manifolds lying between the equilibrium states
u+ and ur−.
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It is also worth to point out the validity of Lax stability conditions across any
sub-shock. In fact, for a fixed M+, if the singular barrier Bi∗ (u) = 0, relevant to
whatever species i∗, lies between u+ and ur−, and if the signs of Bi∗ evaluated at u+
and ur− (surely opposite) satisfy the additional requirement Bi∗

(
ur−

)
< 0 < Bi∗ (u+),

then the shock front speed s and the characteristic speed λi∗ fulfil the relation
λi∗ (u+) < s < λi∗

(
ur−

)
. Let us also observe that, denoting by ϕi∗ the value of ϕ at

which the relevant sub-shock occurs, and by uR and uL the two generic limiting states
ahead and behind the sub-shock front, limϕ→ϕi∗+ u = uR, limϕ→ϕi∗− u = uL, then it
must be ui∗R �= ui∗L and ujR = ujL, for all j �= i∗, since only the variables relevant to
the component i∗ may suffer a jump discontinuity, all the others being continuous.
Therefore, smoothness arguments on Bi (u) and λ (u), together with the information
on the sign of Bi (u) on each of the two half-spaces separated by Bi∗ (u) = 0, assure
that λi∗ (uR) < s < λi∗ (uL), and hence guaranteeing the stability in the sense of Lax
of the sub-shock generated by the species i∗. We can conclude that the shock wave
structure solution can be either continuous, or discontinuous with at most four (as
many as the components in the mixture) different and stable sub-shocks, located in
different positions, ϕi, within the shock front.

As far as the position of u+ with respect to the barriers Bi = 0 is concerned, the
same results found in the inert case continue to hold [2]. In fact, it is easy to show
that

Bi (u+) = mini+c2+M
2
+ − 3ni+kBT+ ≥ 0 ⇔ M+ ≥ M∗

i+ :=
√
9

5
ξi+, (50)

where

ξi+ = ρ+
min+

= 1

mi

4∑
j=1

mjχj+, χj+ = nj+
n+

.

In the inert gas, the quantities M∗
i+ can be possible critical values for Mach number

if they are greater than one; otherwise Bi (u+) > 0 for all M+ > 1; moreover,

M∗
i+ > 1 ⇔ ξi+ >

5

9
.

For the reactive mixture, the admissibility condition becomes M∗
i+ > Msonic+ ; other-

wise, Bi (u+) > 0 for any Mach number; moreover,

M∗
i+ > Msonic

+ ⇔ ξi+ >
5

9
− 2

9C+
.

Because of the implicit form of vr− due to the presence of the chemical reaction,
it is not possible to carry out an explicit analysis concerning the position of ur− with
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respect to the barriers Bi = 0, as done in the inert case [2]. In fact, Bi
(
ur−

)
can be

rewritten in terms of Mach number as follows

Bi
(
ur

−
) = ni−vr−

[(
mi + 3ρ+

n+

)
vr− − 3ρ+c+

5n+M+

(
5M2

+ + 3
)]

(51)

so, the vanishing of Bi
(
ur−

)
can only be explicitly expressed in terms of the relative

velocity

Bi
(
ur

−
) ≤ 0 ⇔ 0 < vr− ≤ v∗

i− := c+
5M2+ + 3

5M+
3ξi+

3ξi+ + 1
, (52)

and the corresponding critical value of the Mach number, say M∗r
i−, can only be

evaluated numerically.
However, one can observe that

M2
i+ = 9

5
ξi+ > 1 ⇔ 3ξi+

3ξi+ + 1
>

5

8
(53)

and that this last inequality implies that

v∗
i− = c+

5M2+ + 3

5M+
3ξi+

3ξi+ + 1
> c+

5M2+ + 3

8M+
> vinert− > vr− (54)

for any Mach number M+ > 1; this allows to conclude that

M∗
i+ > 1 ⇒ Bi

(
ur

−
)

< 0, ∀M+ > 1. (55)

Moreover, let i∗ be the index such that mi∗ = minj=1,...,4 mj; then, since

mi∗n+ < ρ+ ⇒ mi∗ + 3
ρ+
n+

< 4
ρ+
n+

, (56)

hence
3ξi∗+

3ξi∗+ + 1
>

3

4
>

5

8
, (57)

and then, like in the inert case [2], for the lightest species it is always M∗
i∗+ > 1,

and Bi∗
(
ur−

)
< 0. Therefore, the lightest component can always generate a stable

sub-shock for M+ > M∗
i∗+, since

Bi∗
(
ur

−
)

< 0 < Bi∗ (u+) , ∀M+ > M∗
i∗+.

In order to clarify the role of the chemical reaction, it can be interesting to carry out
a comparison with the ideal inert mixture case, the unperturbed equilibrium being
an arbitrary constant state. As already discussed in [2], in this case the perturbed
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equilibrium is related to the unperturbed one through the classical Euler Rankine–
Hugoniot conditions given by (36) and (37), yielding that

Bi
(
uinert

−
) ≤ 0 ⇔ M+ ≥ M∗inert

i− :=
√
3 (3ξi+ + 5)

5 (9ξi+ − 1)
, (58)

the critical Mach numbers being real and greater than one for 1/9 < ξi+ < 5/9.
Therefore, even if in presence of the chemical reaction it is not possible to obtain

explicit expressions of the critical Mach numbers related to the upstream equilibrium
state, the situation is somehow analogous to that holding for an inert mixture [2].

In fact, as it will be shown by some examples in the next section, it is still true
that if the critical Mach number generated by the ith component in one of the two,
unperturbed or perturbed, equilibria is admissible, in the sense that it is greater
thanMsonic+ , then the criticalMach number related to the same component in the other
equilibrium is certainly not admissible, in the sense that it will be less than Msonic+ .

The presence of the chemical reaction modifies, with respect to the inert case, the
upstream equilibrium which is now constrained to belong to the sub-manifold of the
phase space defined by the additional restriction imposed through the mass action
law. In the inert case, any pair of constant states related by the classical Rankine–
Hugoniot conditions (36), (37) for an Euler gas, with the additional relations for the
species number densities, can represent the boundary values in the problem; in the
reactive case, both the equilibria are constrained to lie on the chemical equilibrium
manifold, and this obviously influences the signs of the barriers, as well as the critical
Mach numbers, and therefore the admitted shock structure solutions.

In order to appreciate the effect of chemistry on the solution,we choose a particular
chemical reaction and we analyze, through the sign of the different barriers, the
behaviour of the critical Mach numbers in various examples (varying the equilibrium
configuration) in both inert and reactive cases.

4 Chemical Reactions and Concluding Remarks

As already said, in presence of the chemical reaction, due to the implicit definition
of the upstream equilibrium, it is not possible to carry on the analysis in order to
characterize all the possible solutions in all the ranges of Mach number, as in the
inert case [2]. Moreover, the presence of more than two components in the mixture
does not even allow to deduce general informations on behaviour of solutions with
respect to equilibrium concentrations and mass ratios, as it was possible in the case
of binary mixtures [2, 6].

Therefore, in order to go deeper into the problem of sub-shock formation, we have
to fix particle masses and the internal energy gap, that will be chosen to be

m1 = 0.018, m2 = 0.001, m3 = 0.017, m4 = 0.002, �E = 63300,
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where m2 < m4 < m3 < m1. These parameters are consistent with the chemical
reaction

H2O + H � OH + H2 (59)

that however involves even polyatomic species and should be suitably modelled by
kinetic (and hydrodynamic) equations with a suitable internal energy variable, which
is here neglected.

As a first test, the unperturbed equilibrium configuration u+ is set to be

n1+ = 0.4, n2+ = 0.3, n3+ = 0.2, n4+ = 0.1, u+ = 0, T+ = 2772.7,

the temperature being determined through themass action law (12).With this choice,
the supersonic regime is bounded byMsonic+ = 0.96, and the admissible critical Mach
numbers are all related to the downstream equilibrium

M∗
1+ = 1.05, M∗

2+ = 4.47, M∗
3+ = 1.08, M∗

4+ = 3.16,

withMsonic+ < 1 < M∗
1+ < M∗

3+ < M∗
4+ < M∗

2+, whose order is reverse with respect
to that of the corresponding masses. Then, the critical Mach numbersM∗inert

i− , if real,
are surely less than Msonic+ ; in particular,

M∗inert
1− = 0.95, M∗inert

2− = 0.48, M∗inert
3− = 0.92, M∗inert

4− = 0.52,

and M∗inert
2− < M∗inert

4− < M∗inert
3− < M∗inert

1− < Msonic+ < 1.
Figure2 clearly shows that only the barriers Bi (u+) change their signs forM+ >

M∗
i+, respectively. More precisely, for any M+ > M∗

i+, it is Bi (u−) < 0 < Bi (u+).
This allows to characterize the five different ranges of possible solutions as follows

• ifMsonic+ < M+ < M∗
1+, only continuous solutions exist, sinceBi (u+)Bi

(
ur−

)
> 0,

for all i = 1, 2, 3, 4;
• if M∗

1+ < M+ < M∗
3+, then a sub-shock may appear in the variables relevant to

species 1, since B1 (u+)B1
(
ur−

)
< 0, and Bi (u+)Bi

(
ur−

)
> 0, for all i = 2, 3, 4;

• if M∗
3+ < M+ < M∗

4+, then two different sub-shocks may appear in the vari-
ables relevant to species 1 and 3, since Bi (u+)Bi

(
ur−

)
< 0, for all i = 1, 3, and

Bi (u+)Bi
(
ur−

)
> 0, for all i = 2, 4;

• ifM∗
4+ < M+ < M∗

2+, then three different sub-shocks may appear in the variables
relevant to species 1, 3 and 4, since in this case Bi (u+)Bi

(
ur−

)
< 0, for all i =

1, 3, 4, and B2 (u+)B2
(
ur−

)
> 0;

• ifM+ > M∗
2+, then four different sub-shocks, one for each component,may appear,

since in this last case Bi (u+)Bi
(
ur−

)
< 0, for all i = 1, 2, 3, 4.

In the inert case, the only difference in the ranges, with respect to the reactive case,
is that Msonic+ ≡ 1.
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Fig. 2 Plots of Bi (u+) (continuous), Bi
(
ur−

)
(dashed) and Bi

(
uinert−

)
(dot-dashed) versus Mach

number M+, for reaction (59), with n1+ = 0.4, n2+ = 0.3, n3+ = 0.2, n4+ = 0.1, u+ = 0, T+ =
2772.7

The results become much more interesting in a second test performed by consid-
ering the following equilibrium configuration

n1+ = 0.8, n2+ = 0.9, n3+ = 0.05, n4+ = 0.1, u+ = 0, T+ = 1285.2,

in which the concentrations of species 1 and 2, which are the products of the exother-
mic reaction, are both larger than those of both the other species. As it will be shown,
the possible behaviours of the shock wave structure solutions are different in the two
cases.

With this choice, in fact, the sonicMach number isMsonic+ = 0.942, and the critical
Mach numbers due to the unperturbed equilibrium are

M∗
1+ = 0.94, M∗

2+ = 3.99, M∗
3+ = 0.97, M∗

4+ = 2.82,

withM∗
1+ < Msonic+ < M∗

3+ < 1 < M∗
4+ < M∗

2+, and

M∗inert
1− = 1.07, M∗inert

2− = 0.49, M∗inert
3− = 1.03, M∗inert

4+ = 0.53,

withM∗inert
2− < M∗inert

4− < Msonic+ < 1 < M∗inert
3− < M∗inert

1− .
In this case, as far as the inert case is concerned [2], onlyM∗

2+ andM∗
4+ are greater

than one and, as shown in [2], this allows to deduce that B2,4
(
uinert−

)
< 0, for all

M+ > 1.This circumstance allows to expect that both species 2 and4generate a stable
sub-shock, since it will be, analogously to the previous test, Bi (u−) < 0 < Bi (u+),
for allM+ > M∗

i+, with i = 2, 4, both in the inert and reactive case. Figure3 clearly
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Fig. 3 Plots of Bi (u+) (continuous), Bi
(
ur−

)
(dashed) and Bi

(
uinert−

)
(dot-dashed) versus Mach

numberM+, for reaction (59), with n1+ = 0.8, n2+ = 0.9, n3+ = 0.05, n4+ = 0.1, u+ = 0, T+ =
1285.2

shows the intersections of B2 and B4 with the horizontal axes at M+ = M∗
2+ and

M+ = M∗
4+, respectively.

Moreover, the fact that M∗
1+ and M∗

3+ are both less than one means that B1 (u+),
B3 (u+) > 0, for allM+ > 1, as shown in Fig. 3, guaranteeing that s > λ1,3 (u+), for
allM+ > 1.

As shown in [2], it happens thatM∗
1,3+ < 1 impliesM∗inert

1,3− > 1, and then, as in the
previous test (except for the nature and the order of the critical Mach numbers), it is
B1,3

(
uinert−

)
< 0 < B1,3 (u+), or equivalently s < λ1,3

(
uinert−

)
, for all M+ > M∗inert

1,3− ,
and each component, for suitable values ofM+, can generate a sub-shock. In details,
since 1 < M∗inert

3− < M∗inert
1− < M∗

4+ < M∗
2+, the possible shock structure solutions

are the following

• if 1 < M+ < M∗inert
3− , only continuous solutions exist, sinceBi (u+)Bi

(
uinert−

)
> 0,

for all i = 1, 2, 3, 4;
• if M∗inert

3− < M+ < M∗inert
1− , a sub-shock may appear in the variables relevant to

species 3 since B3
(
uinert−

)
< 0 < B3 (u+);

• ifM∗inert
1− < M+ < M∗

4+, then two different sub-shocks may appear in the variables
relevant to species 1 and 3 since B1,3

(
uinert−

)
< 0 < B1,3 (u+);

• ifM∗
4+ < M+ < M∗

2+, then three different sub-shocks may arise since in this case
B1,3,4

(
uinert−

)
< 0 < B1,3,4 (u+);

• ifM+ > M∗
2+, then four different sub-shocks, one for each component, may appear

since in this case Bi
(
uinert−

)
< 0 < Bi (u+), for all i = 1, 2, 3, 4.

In the reactive case, the situation is different.
Figure3 clearly shows the intersections ofB2,B3 andB4 with the horizontal axes at

M+ = M∗
2+, M+ = M∗

3+ and M+ = M∗
4+, respectively. The admissible unperturbed
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critical Mach numbers are now M∗
2+, M∗

3+, and M∗
4+, since Msonic+ < M∗

3+ < 1 <

M∗
4+ < M∗

2+, and this, through (55) and since species 2 is the lightest, allows to
deduce that

Bi
(
ur

−
)

< 0, ∀M+ > 1, i = 2, 4.

Numerical simulations show that it is also

B2,3,4
(
ur

−
)

< 0, ∀M+ > Msonic
+ .

This circumstance allows to expect that species 2, 3 and 4 generate a stable sub-shock,
since it will be, analogously to the previous test,

Bi
(
ur

−
)

< 0 < Bi (u+) , ∀M+ > M∗
i+, i = 2, 3, 4.

Moreover, the relation M∗
1+ < Msonic+ again assures that

B1 (u+) > 0, ∀M+ > Msonic
+ ,

as in the inert case. Differently from the inert case, from the relation M∗
1+ < 1, it

is not possible to derive analytically any information either on the existence of the
critical Mach number M∗r

1−, or on its position with respect to 1.
In Fig. 3 the numerical investigation carried out on B1

(
ur−

)
, varying M+, shows

that
B1

(
ur

−
)

< 0, ∀M+ > M∗r
1−,

withM∗r
1− > Msonic+ , and it should be appreciated thatB1

(
ur−

)
intersects the horizontal

axis for a Mach which is very close toMsonic+ .
So for all M+ > M∗r

1− the presence of the chemical reaction yields that

λ1 (u+) < s < λ1
(
ur

−
)
, ∀M+ > M∗r

1−,

and a stable shock may appear in the variables relevant to constituent 1, even for
Mach numbers M+ lower than 1.

The second test also shows how the unperturbed configuration affects the solution.
With respect to the first, in the second test, in fact, the unperturbed concentration of
one of the heavier (but not the heaviest), component 1, and of the lightest species
2 are increased, and the others are decreased. The effect is that, due to its higher
concentration, even if it is not the heaviest, species 1 may generate a sub-shock
for Mach numbers, M+ > M∗r

1−, very close to Msonic+ , and still lower than those,
M+ > M∗

3+, at which the heaviest species 3 can produce a jump discontinuity.
In presence of the chemical reaction, sinceMsonic+ < M∗r

1− < M∗
3+ < M∗

4+ < M∗
2+,

the scenario modifies as follows

• ifMsonic+ < M+ < M∗r
1−, only continuous solutions exist, sinceBi (u+)Bi

(
ur−

)
> 0,

for all i = 1, 2, 3, 4;
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• if M∗r
1− < M+ < M∗

3+, then a sub-shocks may appear in the variables relevant to
species 1 since B1

(
ur−

)
< 0 < B1 (u+);

• ifM∗
3+ < M+ < M∗

4+, analogously to the inert case, two different sub-shocks may
appear in the variables relevant to species 1 and 3, sinceB1,3

(
ur−

)
< 0 < B1,3 (u+);

• if M∗
4+ < M+ < M∗

2+, the situation is analogous to the corresponding one in the
inert case: three different sub-shocksmay appear in the variables relevant to species
1, 3 and 4, since B1,3,4

(
ur−

)
< 0 < B1,3,4 (u+);

• if M+ > M∗
2+, again the situation is analogous to the corresponding one in the

inert case: four different sub-shocks, one for each component, may appear since
Bi

(
ur−

)
< 0 < Bi (u+), for all i = 1, 2, 3, 4.

As already pointed out, in the present reactive frame it is not possible to produce
the same general overview of the different solutions, in terms of Mach numbers,
mass ratios, and equilibrium concentrations shown in [2] for the inert binary mixture.
However, even in presence of a chemical reaction we may deduce that the solution
may exhibit up to four different sub-shocks within the shock front, as many as the
components are, depending on how many critical Mach numbers are admitted, and
on which are exceeded by the fixed value of the Mach number (or of the wave front
speed), or, in other words, on which of the singularity sub-manifolds, Bi = 0, lie
between the two equilibria u+ and ur−.

The constant solution uinert− = u+, which for the inert mixture represents the null
shock limit asM+ → 1, in the reactive case is reached (providing ur− = u+) at sonic
thresholdMsonic+ , which is now lower than 1 due to the chemical processes. The range
ofMach numbers allowing only continuous solutions is then a right neighbourhood of
Msonic+ , and sub-shocks may arise for Mach numbers lower than one, if the minimum
of the admissible critical values of Mach number is below one. We can finally stress
that the inert case can be recovered in the limit as �E → 0 of the reactive mixture.
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Compactness of Linearized Kinetic
Operators

Laurent Boudin and Francesco Salvarani

Abstract This article reviews various results on the compactness of the linearized
Boltzmann operator and of its generalization to mixtures of non-reactive
monatomic gases.

Keywords Boltzmann equation · Boltzmann system for mixtures · Linearized
Boltzmann operator · Compactness properties · Grad’s procedure

1 Introduction

Investigating the compactness properties of linearized operators arising in kinetic
theory is a crucial step to establish fluid dynamical approximations to solutions of
the corresponding kinetic equations.

The starting point of this research line was given by Hilbert, in the same paper
in which he introduced what we now call the Hilbert expansion [23]. Since then, a
significant number of results allowed to clarify themain aspects of these compactness
properties, both for the archetypal of all kinetic models, the classical Boltzmann
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equation, and, more recently, for the variant of the system of Boltzmann equations
describing the behaviour of non-reactivemixtures constitutedwithmonatomic gases.

In the mixture case, the interaction between the different species induces some
peculiarities in the structure of the linearized kinetic operators,which can reflect some
specific physical phenomena (such as uphill diffusion in the purely diffusive case, see
[3, 5, 16, 24, 26, 29]). Consequently, it is not surprising that compactness properties
in the mixture case cannot be deduced through a straightforward adaptation of the
standard methods of proof from the mono-species case. In [4], the authors indeed
observed that, when there are different involved molecular masses, the standard
approach, which is mostly due to Grad [20], degenerates. A new method of proof is
needed to recover the linearized operator compactness. Let us point out that this new
argument does not hold either when the molecular masses become equal. Hence,
both aforementioned strategies must be seen as complementary when dealing with
mixtures.

The study of compactness properties formixtures is only at its beginning, and there
are still many unexplored situations. We quote for example the study of linearized
kinetic operators formixtures of polyatomic gases: the non-reactive case, for instance
as defined in [7, 14], and the chemical reacting one as in [15]. Those models require
a supplementary internal variables, such as the internal energy of the molecules. The
presence of such a variable induces significant difficulties for the analysis of the
compactness properties.

The article is divided into two parts. The next section is dedicated to the study
of the compactness properties of the linearized standard Boltzmann operator for
a monatomic perfect gas, including discussions related to Grad’s angular cut-off
assumption. Then, in Sect. 3, we consider the extension to a non-reactive mixture of
ideal monatomic gases.

2 The Classical Boltzmann Equation Case

This section deals with the compactness properties of the classical linearized Boltz-
mann kernel. The subject has a long history, since the first study comes back to
Hilbert [23], who applied his new theory of integral operators to this specific prob-
lem.

2.1 Boltzmann’s Equation

As a starting point, we briefly introduce the classical Boltzmann equation. This
equation is the first and most studied kinetic model since the nineteenth century,
after the pioneering works of Boltzmann himself [1, 2] and Maxwell [26]. Since this
equation has been widely studied, we only introduce its basic aspects and refer to the
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many reference texts on the Boltzmann equation, for instance [11, 12, 30], where
the arguments below are more accurately discussed.

The Boltzmann equation describes the time evolution of a system composed by a
large number of particles, described by a distribution function f defined on the phase
space of the system. The particles are supposed to be identical and monatomic. They
follow the classicalmechanics laws, with only translational degrees of freedom. If the
particles are contained in a domain Ωx ⊆ R

3, the quantity f (t, x, υ) can be defined
for any (t, x, υ) ∈ R

+ × Ωx × R
3, and, for all t , the integral

∫∫
X×V

f (t, x, υ) dυ dx

can be interpreted as the number of particles in the space volume X ⊆ Ωx with
velocity in V ⊆ R

3. A reasonable assumption on f is

f (t, ·, ·) ∈ L1
loc(Ωx ; L1(R3)), ∀ t ∈ R

+,

which ensures that there is always a finite number of particles in a bounded domain
of the space. For the sake of simplicity, we also assume that the system is isolated,
so that there is no external effect on the particles.

If, moreover, the particles do not interact with each other, the time evolution of f
is driven by the so-called free transport equation

∂ f

∂t
+ υ · ∇x f = 0. (1)

When the interaction between particles cannot be neglected, Eq. (1) does not hold
any more, and one has to add in (1) a right-hand-side term. When only binary and
local collisions are allowed, the effect of the interactions is described by a quadratic
(with respect to f ) collision operator Q( f, f ).

If the pairwise interactions between particles of the system are elastic, then
momentum and kinetic energy are conserved during the interaction process. Hence,
if we denote by υ ′ and υ ′∗ the pre-collisional velocities, and by υ and υ∗ the post-
collisional ones, the following microscopic conservation laws hold:

υ + υ∗ = υ ′ + υ ′
∗, υ2 + υ∗2 = υ ′2 + υ ′

∗
2
.

These conservation laws allow to fix four of the six degrees of freedom of the interac-
tion. The remaining degrees of freedom of the binary interaction can be described in
several ways. For our purposes, we only consider two possible descriptions. The first
one, the so-called σ -representation, is the representation of the pre-post velocities in
the centre of mass of two particles: we introduce σ ∈ S2, and write

υ ′ = 1

2
(υ + υ∗ + |υ − υ∗|σ), υ ′

∗ = 1

2
(υ + υ∗ − |υ − υ∗|σ). (2)
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The second one is the ω-representation, defined as

υ ′ = υ − (ω · (υ − υ∗)) ω, υ ′
∗ = υ∗ + (ω · (υ − υ∗)) ω, (3)

where ω ∈ S2. From a geometrical point of view, the unit vector σ represents the
direction of the pre-collisional relative velocity, whereas the reflection with respect
to the plane ω⊥ orthogonal to ω changes υ − υ∗ into υ ′ − υ ′∗.

Hence, the time evolution of f is governed by the Boltzmann equation

∂ f

∂t
+ υ · ∇x f = Q( f, f ), (4)

where the collision operator Q can be defined either in the σ -representation (2) by

Q( f, g) =
∫
R3

∫
S2

B(σ, υ, υ∗)
[
f (t, x, υ′)g(t, x, υ′∗) − f (t, x, υ)g(t, x, υ∗)

]
dσ dυ∗

(5)
or in the ω-representation

Q( f, g) =
∫
R3

∫
S2

B(ω, υ, υ∗)
[
f (t, x, υ′)g(t, x, υ′∗) − f (t, x, υ)g(t, x, υ∗)

]
dω dυ∗.

(6)
Either way, in the study of the Boltzmann equation, particular care has to be given to
the properties of the collision cross-section B : S2 × R

3 × R
3 → R

+ of the system,
which describes the details of the interactions between the particles.

In general, by symmetry arguments and thanks to the Galilean invariance, it is
possible to prove that B, which is nonnegative, in fact depends on |υ − υ∗| and
cos θ := σ · (υ − υ∗)/|υ − υ∗|, where | · | denotes the Euclidean norm in R

3 and θ

represents the deviation angle between the pre- and post-collisional relative veloc-
ities. For the sake of simplicity from now on, we write B as a function of σ and
V := υ − υ∗. If we assume the collisions to be microreversible, we can state that

B(σ, υ − υ∗) = B(σ, υ ′ − υ ′
∗), ∀σ ∈ S2, ∀υ, υ∗ ∈ R

3. (7)

The choice of collision kernel B has a deep influence on the properties of the
Boltzmann equation. By limiting ourselves to the classical elastic case, it is possible
to prove that

B(σ, υ − υ∗) = K |υ − υ∗|, K > 0, (8)

for a gas of three-dimensional hard spheres. In the case of inverse s-power binary
forces between particles (for example, s = 2 corresponding to Coulomb interactions
and s = 7 toVanderWaals interactions, see [30] formore details), B canbe factorized
as

B(σ, υ − υ∗) = Φ(|υ − υ∗|)b(cos θ), (9)
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where, in three space dimensions,

Φ(|V |) = |V |γ , γ = (s − 5)/(s − 1),

and b is a locally smooth function with a non integrable singularity when θ tends
to 0, i.e.

b(cos θ) sin θ ∼ K θ−(1+η), η = 2/(s − 1).

Factorized collision kernels like (9) are very popular in the study of the classical
Boltzmann equation. By convention, Φ is named the kinetic collision kernel, and b
the angular one. The class of kinetic collision kernels of the form Φ(|V |) = |V |γ
is usually split in three sub-classes, depending on the value of γ . When γ > 0, the
kernel is said to derive from hard potentials, when γ < 0, the kernel is said to derive
from soft potentials and, when γ = 0, the kinetic collision kernel does not play any
role. In this latter situation, the corresponding Boltzmann equation describes the
behaviour a gas of Maxwell molecules. Even if it is only a mathematical model,
it is very popular in the literature, since it considerably simplifies the study of the
Boltzmann equation. Let us point out that Maxwell and Boltzmann themselves used
this model, because it allows to carry out many explicit computations.

In order to handle more easily the angular cross section, Grad [19] (see also [11])
suggested a working hypothesis, nowadays known as the Grad angular cut-off
assumption. It consists in postulating that the collision kernel is integrable with
respect to the angular variable. Note that the great majority of mathematical works
about the Boltzmann equation is based on this Grad cut-off assumption, which could
be considered, from the physical point of view, as a short-range assumption [30].

To conclude these considerations about the cross-section, let us emphasize that,
whenever we use B in this article, we shall use a notation abuse for the sake of
simplicity. We may as well write the variables of B, as (υ, υ∗, ω), (V, ω), (υ, υ∗, σ ),
(V, σ ) or (|V |, cos θ).

Now define the normalized centred Maxwellian

M(υ) =
(

1

2π

)3/2

e−υ2/2, υ ∈ R
3,

and a perturbation g to M as
f = M + M1/2g.

The linearized collision operator L is studied for instance in [17] and can be
defined by

L g = 1√
M

[
Q(

√
Mg, M) + Q(M,

√
Mg)

]
. (10)
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More precisely, L can be written as

L = K − ν Id,

where K is given by

K g(υ) =
(

1

2π

)3/2 ∫∫
R3×S2

B(σ, υ − υ∗) e−υ2/4 e−υ2∗/2

[
eυ ′2∗ /4g(υ ′

∗) − eυ2∗/4g(υ∗) + eυ ′2/4g(υ ′)
]
dσ dυ∗, (11)

and the collision frequency ν by

ν(υ) =
(

1

2π

)3/2 ∫∫
R3×S2

B(σ, υ − υ∗)e−υ2∗/2 dσ dυ∗. (12)

2.2 Earlier Compactness Results

The first result of compactness for K is given by Hilbert in [23] for the three-
dimensional hard sphere case: Hilbert uses the now so-called Hilbert’s theory of
integral operators to write K as a kernel operator, and then obtains a compactness
property.

Then, in [22], and in the same cross-section setting, Hecke presents a variant of
the previous result: he proves that the linearized Boltzmann kernel is roughly of
Hilbert-Schmidt type.

Carleman [10] provides an improvement to the latter result and significantly sim-
plifies the proof. We must emphasize that those various compactness results are
established in different L2 settings, which may involve ν in the weights.

2.3 Grad’s Procedure

In [20], Grad presents an extension of Hilbert’s result in both Maxwell and hard
potential cases, by supposing γ ∈ [0, 1], and by using his angular cut-off assumption
[19]. He requires that the form of the cross-section B is either (8) or (9), with
a uniformly bounded angular cross-section b. More precisely, Grad imposes the
following general condition on B:

B(ω, V ) ≤ a | sin θ | | cos θ |
(
|V | + 1

|V |1−δ

)
, ∀ω ∈ S2, ∀ V ∈ R

3, (13)
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where a > 0, 0 < δ < 1. This allows to adapt Hecke’s argument and prove that the
kernel of K is Hilbert-Schmidt in L2(Mdυ).

Let us provide more details about Grad’s procedure. In order to prove its com-
pactness in L2, the operator K is written as the sum of two operators, K1 and K2,
where, for any υ ∈ R

3,

K1g(υ) = −
(

1

2π

)3/2 ∫∫
R3×S2

B(ω, υ − υ∗) e− 1
4 υ2

e− 1
4 υ∗2 g(υ∗) dω dυ∗,

K2g(υ) =
(

1

2π

)3/2 ∫∫
R3×S2

B(ω, υ − υ∗) e− 1
4 υ2

e− 1
2 υ∗2

×
[
e

1
4 υ ′∗

2

g(υ ′
∗) + e

1
4 υ ′2

g(υ ′)
]
dω dυ∗.

Both operators K1 and K2 have a kernel form. This is straightforward for K1:
indeed, if we set

k1(υ, υ∗) = −
(

1

2π

)3/2 ∫
S2
B(ω, υ − υ∗) e− 1

4 υ2
e− 1

4 υ2∗ dω ∀υ, υ∗ ∈ R
3,

we clearly have

K1g(υ) =
∫
R3

k1(υ, υ∗) g(υ∗) dυ∗, ∀υ ∈ R
3.

The analogous result forK2 is more intricate and is detailed in the next lines.

We begin by using the microscopic collision rules (3) to write K2g in terms of
υ, υ∗ and υ ′ only (hence, any dependence on υ ′∗ disappears). The following lemma
holds:

Lemma 1 There exists a nonnegative function B̃ satisfying (13), such that, for all
υ ∈ R

3,

K2g(υ) =
∫∫

R3×S2
B̃(ω, υ − υ∗) e− 1

4 υ2− 1
2 υ2∗+ 1

4 υ ′2
g(υ ′) dω dυ∗. (14)

Proof The key point of the proof lies in some geometrical properties of symmetry
in the microscopic collision process. By involving the relative velocity V = υ − υ∗,
it is possible to choose a unit vector ω⊥ ∈ Span(V, ω), orthogonal to ω. Then we
clearly have

V = ω(ω · V ) + ω⊥(ω⊥ · V ).

The previous equality allows to write that

υ − (ω · V )ω = υ∗ + (ω⊥ · V )ω⊥, υ∗ + (ω · V )ω = υ − (ω⊥ · V )ω⊥. (15)
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Note that the pre-collision relative velocity for the same post-collisional one V , but
with respect toω⊥, are obtained by a simple exchange between υ ′ and υ ′∗. This means
that the transformation ω 
→ ω⊥ induces υ ′ 
→ υ ′∗ and υ ′∗ 
→ υ ′.

Hence, by replacing ω by ω⊥, we get
∫∫

R3×S2
B(ω, V )e− 1

2 υ2∗ e
1
4 (υ∗+(ω·V )ω)2 g(υ∗ + (ω · V )ω) dω dυ∗ =

∫∫
R3×S2

B(ω⊥, V )e− 1
2 υ2∗ e

1
4 (υ∗+(ω⊥·V )ω⊥)2 g(υ∗ + (ω⊥ · V )ω⊥) dω⊥ dυ∗.

The change of variables from ω to ω⊥ is a rotation, so that its Jacobian equals 1.
By (15), the previous integral becomes

∫∫
R3×S2

B(ω⊥, V )e− 1
2 υ2∗ e

1
4 υ ′2

g(υ ′) dω⊥ dυ∗

=
∫∫

R3×S2
B(ω⊥, V )e− 1

2 υ2∗ e
1
4 υ ′2

g(υ ′) dω dυ∗.

Let us set

B̃(ω, V ) =
(

1

2π

)3/2 [
B(ω, V ) + B(ω⊥, V )

]
.

The estimate (13) on B guarantees that

B̃(ω, V ) ≤ 2 a

(
1

2π

)3/2

| sin θ | | cos θ |
(
|V | + |V |δ−1

)
. (16)

The thesis of the lemma is hence proved. �

The previous lemma allows to prove the following result.

Proposition 1 There exists C > 0 such that

K2g(υ) ≤ C
∫
R3

g(η) k2(η, υ) dη, ∀υ ∈ R
3,

where

k2(η, υ) = e
− 1

8 (η−υ)2− 1
8

(η2−υ2)2

(η−υ)2 |η − υ|−1, ∀ η, υ ∈ R
3.

Proof Using the change of variables υ∗ 
→ V∗ = υ∗ − υ, of Jacobian equal to 1,
in (14), we can write

K2g(υ) =
∫∫

R3×S2
e− 1

4 υ2
e− 1

2 (V∗+υ)2e
1
4 υ ′2

g(υ ′) B̃(ω, V∗) dω dV∗. (17)
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Then, let us denote V∗ = p + q, with p = ω(ω · V∗) and q = V∗ − ω(ω · V∗). Note
that the component q belongs to the plane Π = {ω}⊥ = {p}⊥.

Consider now the change of variables

(V∗, ω) 
→ (p, q), R
3 × S2 → R

3 × Π. (18)

We have to be very careful with the integration order in the change of variables,
because q strongly depends on p. More precisely, we first integrate with respect to q
since Π = {p}⊥, then we combine the one-dimensional integration in the direction
ω with the integral on ω ∈ S2 to obtain a three-dimensional integration over all
rectangular components of |p|ω. Moreover, the Jacobian of (18) is given by

dV∗ dω = 2

p2 sin(p, p + q)
dp dq.

Since it is clear that υ ′ = υ + p, (17) becomes, abused by the abuse of notation
B̃(p, p + q) = B̃(ω, V∗),

K2g(υ) = 2
∫
R3

∫
Π

B̃(p, p + q)e− 1
4 υ2− 1

2 (p+q+υ)2+ 1
4 (υ+p)2

g(υ + p) |p|−2 | sin(p, p + q)|−1 dq dp.

(19)

Using the fact that p · q = 0, we deduce

−1

4
υ2 + 1

4
(υ + p)2 − 1

2
(p + q + υ)2 = −1

8
p2 − 1

2

[
q + 1

2
(2υ + p)

]2

,

which allows to write

K2g(υ) = 2
∫
R3

∫
Π

B̃(p, p + q)e− 1
8 p

2− 1
2 [q+ 1

2 (2υ+p)]2

g(υ + p) |p|−2 | sin(p, p + q)|−1 dq dp.

Let z = υ + p/2, and consider z1 its component parallel to ω, and denote z2 =
z − z1 ∈ Π . Then, using the straightforward equality (q + υ + p/2)2 = z12 + (q +
z2)2,K2g becomes

K2g(υ) = 2
∫
R3

e− 1
8 p

2− 1
2 z1

2
g(υ + p) |p|−2

∫
Π

B̃(p, p + q)e− 1
2 (q+z2)2 | sin(p, p + q)|−1 dq dp.

(20)
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We are led to prove that the integral

Δ := 1

|p|
∫

Π

B̃(p, p + q)e− 1
2 (q+z2)2 | sin(p, p + q)|−1 dq

is upper-bounded, uniformly with respect to p ∈ R
3 and z2 ∈ Π . From (16), we

obtain, for some constant C > 0,

B̃(p, p + q)

| sin(p, p + q)| ≤ C | cos(p, p + q)|
(
|p + q| + |p + q|δ−1

)
.

Using | tan(p, p + q)| = |q|/|p|, we can write

B̃(p, p + q)

| sin(p, p + q)| ≤ C

(
1 + q2

p2

)− 1
2 [

(p2 + q2)
1
2 + (p2 + q2)

δ−1
2

]
.

This implies that

B̃(p, p + q)

|p| | sin(p, p + q)| ≤ C
[
1 + (

p2 + q2
) δ

2 −1
]

≤ C
[
1 + |q|δ−2

]
,

using the fact that δ < 1. It is now convenient to split the range of integration, in the
expression of Δ, into |q| ≤ 1 and |q| ≥ 1, and get

Δ ≤ C

(∫
|q|≤1

(1 + |q|δ−2)dq +
∫

|q|≥1
e− 1

2 (q+z2)2dq

)
.

The right-hand-side of the estimate is clearly upper-bounded by a universal constant.
To conclude the proof, we perform the change of variable p 
→ η = p + υ in

(20) after using the uniform upper bound of Δ. Then the thesis of the proposition is
a consequence of the following equalities:

z1
2 =

(
z · η − υ

|η − υ|
)2

=
(
1

2
(η + υ) · (η − υ)

|η − υ|
)2

= 1

4

(η2 − υ2)2

|η − υ|2 .

�

The compactness of K then appears as a consequence of the following properties:

• uniform decay at infinity:

‖K g‖L2(B(0,R)c) ≤ ζ(R) ‖g‖L2(R3), ∀R > 0,

where B(0, R) is the open ball of R3
υ centred at 0 and of radius R, and ζ(R) goes

to 0 when R goes to +∞;
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• equicontinuity: for any ε > 0, there exists ρ > 0 such that, for all w ∈ B(0, ρ),

‖(τw − Id)K g‖L2(R3) ≤ ε‖g‖L2(R3),

where Id is the identity and τw the translation operator

τwK g (υ) = K g (υ + w), ∀υ,w ∈ R
3.

In [20], Grad provided the required estimates on the kernels k1 and k2, which
allows to prove the compactness ofK .

2.4 Extensions in the Cut-off Case

Caflisch [8, 9] extended Grad’s result to the soft potential case by treating Grad
cut-off kernels with γ ∈ (−1, 1] in three space dimensions.

In [18], Golse and Poupaud are interested in studying the stationary solutions of
the three-dimensional linearized Boltzmann equation in a half-space. An important
step in their proof strategy consists in obtaining the compactness of the linearized
Boltzmann operator in L2(Mdυ) for Grad cut-off kernels with γ ∈ (−2, 1]. By
defining

f ∗ := M1/2 f and L∗( f ∗) = M−1/2L ( f ),

they introduce the operator

K ∗( f ∗) := f ∗ − L∗( f ∗).

Subsequently, to prove the compactness of K ∗, they use somegrowth estimates for the
operator and an iteration technique, which allows to deduce that (K ∗)4 is a Hilbert-
Schmidt operator on L2(dυ). Since K ∗ is self-adjoint on L2(dυ), the linearized
Boltzmann operator itself is compact in L2(Mdυ).

More recently, Guo [21] extended Caflisch’s result for Grad cut-off kernels to the
range γ ∈ (−3, 1] in three space dimensions.

The last result that we quote in this subsection is due to Levermore and Sun [25].
They prove a L p compactness result for the gain parts of the linearized Boltzmann
collision operator (in any dimension D) associated with weakly cut-off collision
kernels that derive from a power-law intermolecular potential. In their proof, they
assume that the cross-section has the form

B(|υ − υ∗|, cos θ) = |υ − υ∗|γ b(cos θ), γ ∈ (−D,+∞)

where b ∈ L1(SD−1) is an even function. We really need these assumptions on b in
order for B to be locally integrable in all its variables, which allows to give sense to
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both the gain and loss parts of the collision operator. In fact, the linearized Boltzmann
operator L is split in the following way:

L = ν × (Id+K1 − K2 − K3) f,

where the loss operator K1 and the gain operators K2 and K3 are respectively
given by

K1 f (υ) = 1

ν(υ)

∫∫
RD×SD−1

B(σ, υ − υ∗) f (υ∗)M(υ∗)dσ dυ∗,

K2 f (υ) = 1

ν(υ)

∫∫
RD×SD−1

B(σ, υ − υ∗) f (υ ′)M(υ∗)dσ dυ∗,

K3 f (υ) = 1

ν(υ)

∫∫
RD×SD−1

B(σ, υ − υ∗) f (υ ′
∗)M(υ∗)dσ dυ∗,

and the collision frequency ν is the D-dimensional analogous of (12).
They first prove that, under the assumptions written above, the operators K j :

L p(νMdυ) → L p(νMdυ) are compact, 1 ≤ j ≤ 3. Once proved the compactness
result for L p with p = 2, the result for every p ∈ (1,∞) is deduced thanks to a
straightforward interpolation argument and the following compactness criterion,
which generalizes the classical Hilbert-Schmidt property.

Lemma 2 Let K be an integral operator given by

K f (υ) =
∫
RD

k(υ, υ ′) f (υ ′) dμ(υ ′),

where dμ is aσ -finite, positivemeasure overRD. Let the kernel k(υ, υ ′) be symmetric
in υ and υ ′ and, for some r ∈ [1, 2], satisfy the bound

‖k‖Ls (Lr ) :=
(∫

RD

(∫
RD

|k(υ, υ ′)|rdμ(υ ′)
)s/r

dμ(υ)

)1/s

< +∞,

where s ∈ [2,+∞] is defined by 1/r + 1/s = 1. Let p, q ∈ [r, s] such that 1/p +
1/q = 1. Then, for any f ∈ L p(dμ) and g ∈ Lq(dμ), the following estimate holds:

∫
RD

|g(υ)K f (υ)|dμ(υ) ≤
∫∫

RD×RD

|k(υ, υ ′) f (υ ′)g(υ)|dμ(υ)dμ(υ ′)

≤ ‖k‖Ls (Lr )‖ f ‖L p‖g‖Lq .

Consequently, K : L p(dμ) → L p(dμ) is bounded and satisfies�K�L p ≤ ‖k‖Ls (Lr ).
Moreover, if r ∈ (1, 2] then K : L p(dμ) → L p(dμ) is compact.
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2.5 Extensions to Kernels Without Cut-off

In [27], among other topics, Mouhot and Strain investigate compactness properties
of both linearized Boltzmann and Landau operators to obtain explicit spectral gap
and coercivity estimates. In this section, we only discuss the Boltzmann case, since
the study of the Landau operator is not the purpose of this review article. They
improve an earlier result of Pao [28], by using a completely different approach, and
establish the Fredholm alternative for a broad class of collision kernels without any
small deflection cut-off assumption. First note that it is well-known that L is an
unbounded symmetric operator on L2, see, for example, [11].

The cross-sections considered in their article have the form

B(|υ − υ∗|, cos θ) = |υ − υ∗|γ b(cos θ), γ ∈ (−3,+∞), (21)

where b behaves as follows:

b(cos θ) ∼
θ→0

b∗(θ) (sin θ/2)−2−α , α ∈ [0, 2), (22)

where b∗ is a nonnegative function, bounded and non-zero near θ = 0. When α ≥ 0,
the angular singularity is not integrable: hence, we indeed deal with the non cut-off
case.

By using the change of variable σ 
→ −σ , the angular cross-section b can be
replaced by its symmetric form

b̃(cos θ) = 1[0,π/2](θ)

2
[b(cos θ) + b(cos(π − θ))] .

In what follows, we are mostly interested in establishing the compactness of
the collisional operator, and we do not take into account the (of course interesting)
consequences on the spectral gap estimate.

The first part of the proof consists in a technical estimate on the linearized collision
operator by assuming that the cross-section B is of variable hard spheres type, i.e. it
does not depend on the angular variable:

Bq(|υ − υ∗|) = |υ − υ∗|q , q ∈ (−3,+∞).

The linearized collision operator L corresponding to Bq is then written in the fol-
lowing form:

L g = ν g − Kg,

where the multiplicative local part ν can be seen as the convolution

ν(υ) :=
∫∫

R3×S2
M(υ) Bq(|υ − υ∗|) dυ∗ dσ = ∣∣S2∣∣ (| · |q ∗ M

)
(υ),
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and the non-local part writes

Kg(υ) :=
∫∫

R3×S2
Bq(|υ − υ∗|)

[
g(υ ′) M1/2(υ ′

∗) + g(υ ′
∗) M

1/2(υ ′)

− g(υ∗) M1/2(υ)
]
M1/2(υ∗) dυ∗ dσ.

In fact, K itself is composed by a pure convolution part

Kcg(υ) := ∣∣S2∣∣ [| · |q ∗ (M1/2 g)
]
(υ) M1/2(υ)

and by the remainder

K+g(υ) :=
∫∫

R3×S2
Bq(|υ − υ∗|)

[
g(υ ′) M1/2(υ ′

∗) + g(υ ′
∗) M

1/2(υ ′)
]

M1/2(υ∗) dυ∗ dσ.

Using the changeof variableσ 
→ −σ in a part of the integral, the previous expression
becomes

K+g(υ) := 2
∫∫

R3×S2
Bq(|υ − υ∗|)g(υ ′) M1/2(υ ′

∗) M
1/2(υ∗) dυ∗ dσ.

At the formal level, and rigorously only when Bq is locally integrable with respect
to the angular variable, we can associate to Bq a kernel kq := kq(υ, υ ′) such that

K+g(υ) =
∫
R3

g(υ ′) kB(υ, υ ′) dυ ′, υ ∈ R
3.

Hence, the authors can apply Grad’s strategy, as in Sect. 2.3, by first studying again
the locally integrable case. In that situation, they prove the following preliminary
results. The first one provides an explicit expression to the kernel.

Lemma 1 For q > −1, the explicit formula holds:

kq(υ, υ ′) = 8

|υ ′ − υ| (2π)3/2
exp

[
−|υ ′ − υ|2

8
− |υ ′ − υ + 2(υ · ω)ω|2

8

]

×
(∫

{ω}⊥
|υ ′ − υ + z|q−(3−2) exp

[
−|z + (υ − (υ · ω)ω) |2

2

]
dz

)
.

The second one gives an a priori estimate on the kernel.

Proposition 2 The kernel kq is symmetric with respect to υ and υ ′, and, for any
q > −1 and s ∈ R, satisfies the estimate
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∫
R3

kq(υ, υ ′) (1 + |υ ′|)s dυ ′ ≤ Cq,s (1 + |υ|)q+s−2, υ ∈ R
3,

where Cq,s is a constant which only depends on q and s.

The previous results are then extended to the non locally integrable case. More
precisely, consider a cross-section B satisfying a condition of the type

B(|υ − υ∗|, cos θ) ≥ K Bγ,α(|υ − υ∗|, cos θ) 1[0,θ0](θ), υ, υ∗ ∈ R
3, θ ∈ [0, π ],

where K > 0 and θ0 ∈ (0, π ] are constants, and Bγ,α is given, for anyγ ∈ (−3,+∞),
α ∈ [0, 2), by

Bγ,α(|υ − υ∗|, cos θ) = |υ − υ∗|γ sin−2−α(θ/2), υ, υ∗ ∈ R
3, θ ∈ [0, π ].

In order to use their preliminary results, the authors focus on a fictitious self-
adjoint operator on L2 defined by

L̂g(υ) =
∫∫

R3×S2
|υ − υ∗|γ+α+2 1[0,1](|υ − υ ′|) 1[0,θ0](θ) M1/2(υ) M(υ∗)
[

− g(υ ′)
M(υ ′)1/2

− g(υ ′∗)
M(υ ′∗)1/2

+ g(υ)

M(υ)1/2
+ g(υ∗)

M(υ∗)1/2

]
dυ∗ dσ,

where both υ ′ and θ are considered as functions of υ, υ∗ and σ .
This operator is then written as the sum of several operators

L̂ = ν̂ Id−K̂+ + K̂ c,

and the authors prove that the right-hand side is the sumofHilbert-Schmidt operators,
which implies the operator compactness in L2.

In fact, this Hilbert-Schmidt property is straightforward for the multiplicative
operator ν̂ Id. Indeed, it is clear that there exists a constant C > 0 such that

ν̂(υ) =
∫∫

R3×S2
|υ − υ∗|γ+α+2 1[0,1](|υ − υ ′|) 1[0,θ0](θ) M(υ∗) dυ∗ dσ

≥ C (1 + |υ|)γ+α.

Note that an analogous result is immediate for K̂ c.
Unfortunately, the situation is more intricate with the operator K̂+. In the case

when γ + α = 0, K̂+ can be written as a limit of Hilbert-Schmidt operators. Indeed,
the kernel of K̂+ is, by simple inspection, k̂ := k2(υ, υ ′) 1[0,1](|υ − υ ′|) 1[0,θ0](θ),
and hence,
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k̂ = 8

|υ ′ − υ| (2π)3/2
exp

{
−|υ ′ − υ|2

8
− |υ ′ − υ + 2(υ · ω)ω|2

8

}

×
(∫

ω⊥
|υ ′ − υ + z| exp

{
−|z + (υ − (υ · ω)ω) |2

2

}
dz

)

× 1[0,1](|υ − υ ′|) 1[0,θ0](θ).

This kernel is then approximated as follows: it is split into

k̂ = k̂cε + k̂rε ,

with

k̂cε =
[
1[ε,1](|υ − υ ′|) × 1[ε,1]

(∣∣∣∣ υ

|υ| · (υ − υ ′)
|υ − υ ′|

∣∣∣∣
)]

k̂,

and, obviously,
k̂rε = k̂ − k̂cε .

The authors prove that k̂rε is symmetric in υ, υ ′ and that

lim
ε→0

sup
υ∈R3

∫
R3

|k̂rε | dυ ′ = 0.

Therefore, the sequence of operators K̂+,c
ε associated to kernels k̂cε converges to K̂+

in L2 when ε goes to 0. Hence, we only have to prove that each K̂+,c
ε is compact.

Note, then, that the kernel k̂cε satisfies

∫∫
R3×R3

(
k̂cε

)2
dυ dυ ′

≤ C
∫
R3

∫ 1

ε

(1 + r)2 (1 + |υ| sin θ)2 e− r2

4

∫ π

0
e− (r+2|υ| cos θ)2

4 sin θ 1[ε,1](| cos θ |) dθ dr dυ

≤ C
∫
R3

(1 + |υ|)2 e−ε2 |υ|2 dυ,

which clearly is a finite quantity. Consequently, K̂+,c
ε is a Hilbert-Schmidt operator.

When γ + α �= 0, one considers the following symmetric weighted modification
of L̂:

L̃ = (1 + | · |)−(γ+α)/2 L̂
(
(1 + | · |)−(γ+α)/2 ·

)
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and the corresponding decomposition L̃ = ν̃ − K̃+ + K̃ c. Then ν̃ is uniformly
strictly positive and upper-bounded.

The authors conclude their argument by proving that K̃ c is a Hilbert-Schmidt
operator. They first focus on the term K̃+. Its kernel is

(1 + |υ|)−(γ+α)/2 kγ+α+2(υ, υ ′) (1 + |υ ′|)−(γ+α)/2 1[0,1](|υ − υ ′|) 1[0,θ0](θ)

and similar computations as above allow to prove again that K̃+ can be written as a
limit of Hilbert-Schmidt operators.

3 The Compactness Properties for the Linearized Kinetic
Operators for Mixtures

In this section, mainly following [13] for the definition of the linearized operator,
and [4] for the compactness result, we investigate the case of an ideal gas mixture,
with monatomic species.

The main difficulty in the mixture case lies in the fact that we have to deal
with species with different masses. Indeed, in this situation, we loose the symmetry
between pre- and post-collisional velocities, which was crucial in Grad’s strategy.
Consequently, we need a new argument to recover the compactness of the linearized
Boltzmann operator. Note that this result, detailed in Proposition2 below, appears as
an equivalence of the Euclidean norms of the variables (υ, υ ′∗) and (υ ′, υ∗), which
degenerates when the masses become equal. This means that the mono-species and
multi-species cases must really be treated in two different ways.

3.1 Building the Linearized Collision Operator for Mixtures

Each of the I ≥ 2 species are described through a distribution function fi , 1 ≤ i ≤ I .
As in the mono-species case, this function depends on time t ∈ R+, space position
x ∈ R

3 and velocity υ ∈ R
3. In the following, we also use the macroscopic density

of species i , defined by

ni (t, x) =
∫
R3

fi (t, x, υ) dυ.

The interactions between molecules are assumed to remain elastic, so that two
colliding molecules of species i and j , 1 ≤ i, j ≤ I , with respective molecular
(or molar) masses mi and m j , see their velocities modified through the collision
rules

υ ′ = miυ + m jυ∗
mi + m j

+ m j

mi + m j
Tω(υ − υ∗), (23)
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υ ′
∗ = miυ + m jυ∗

mi + m j
− mi

mi + m j
Tω(υ − υ∗), (24)

where ω ∈ S2 and Tω denotes the symmetry with respect to the plane {ω}⊥, i.e.

Tωz = z − 2(ω · z)ω, ∀z ∈ R
3.

Then the collision operator related to species i and j is given by

Qi j ( f, g)(υ) =
∫∫

R3×S2

[
f (υ ′)g(υ ′

∗) − f (υ)g(υ∗)
]
Bi j (ω, υ − υ∗) dω dυ∗, (25)

where f and g are general functions depending on the velocity variable. The cross-
sections Bi j , 1 ≤ i, j ≤ I , satisfy an analogous property to (7) and a similar condition
to the one in the classical case (13), namely

Bi j (ω, V ) ≤ a | sin θ | | cos θ |
(
|V | + 1

|V |1−δ

)
, ∀ω ∈ S2, ∀ V ∈ R

3, (26)

where a > 0 and 0 < δ < 1 are again given constants which do not depend on i , j ,
and θ denotes the oriented angle between ω and V .

The time evolution of each distribution function fi , 1 ≤ i ≤ I , is then given by

∂ fi
∂t

+ υ · ∇x fi =
I∑

j=1

Qi j ( fi , f j ). (27)

One canwrite weak forms of the collision operators using the changes of variables
(υ, υ∗) 
→ (υ∗, υ) and (υ, υ∗) 
→ (υ ′, υ ′∗) with a fixed ω ∈ S2. It is worth noticing
that cases i = j and i �= j are intrinsically different, see [6, 15] for more details.
Moreover, we can formally write, for any i and j , and any functions (of υ) f and g

∫
R3

Qi j ( f, g)(υ) dυ = 0, (28)
∫
R3

Qi j ( f, g)(υ)

(
mi υ

mi υ
2/2

)
dυ +

∫
R3

Q ji (g, f )(υ)

(
m j υ

m j υ
2/2

)
dυ = 0.

(29)

One can also write an H-theorem [6, 15], which allows to obtain Maxwell functions
as equilibrium. From now on, let us denote Mi the normalized, centred Maxwell
function related to species i

Mi (υ) =
(mi

2π

)3/2
e− mi

2 υ2
, ∀υ ∈ R

3. (30)
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Now we are ready to write the linearized collision operator L for mixtures. We
shall work in a L2 setting again. More precisely, for any function g ∈ L2(R3)I of υ,
we shall write the L2 norm of g as

‖g‖2L2 =
I∑

j=1

‖g j‖2L2 =
I∑

j=1

∫
R3

g j (υ)2 dυ.

Consider now macroscopic densities (n1, . . . , nI ) as given and define the standard
perturbation g = (g1, . . . , gI ) to M = (M1, . . . , MI ) by

fi = ni Mi + ni M
1/2
i gi , 1 ≤ i ≤ I.

By defining the i th component of L g as

[L g]i = Mi
−1/2

I∑
j=1

ni n j

(
Qi j (Mi , M

1/2
j g j ) + Qi j (M

1/2
i gi , Mj )

)
, (31)

for any function g = (g1, . . . , gI ) and 1 ≤ i ≤ I , as well as the i th component of
Q(g, g) by

[Q(g, g)]i = Mi
−1/2

I∑
j=1

ni n j Qi j (M
1/2
i gi , M

1/2
j g j ), 1 ≤ i ≤ I, (32)

the Boltzmann equations on the components of the perturbation g write

∂t gi + υ · ∇x gi + [L g]i = [Q(g, g)]i , 1 ≤ i ≤ I. (33)

If we introduce the operator K such that the i th component of K g is given by

[K g]i (υ) =
I∑

j=1

(mim j

4π2

)3/4
ni n j

∫∫
R3×S2

Bi j (ω, υ − υ∗) e− 1
4miυ

2
e− 1

2m jυ
2∗ (34)

[(mi

2π

)3/4 (
e

1
4m jυ

′2∗ g j (υ
′
∗) − e

1
4m jυ

2∗ g j (υ∗)
)

+
(m j

2π

)3/4
e

1
4miυ

′2
gi (υ

′)
]
dω dυ∗

(35)

and the positive function ν = ν(υ), whose i th component writes

νi (υ) =
I∑

j=1

ni n j

(mim j

4π2

)3/2
∫∫

R3×S2
e− 1

2m jυ
2∗ Bi j (ω, υ − υ∗) dω dυ∗, (36)
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we can immediately state that

L = K − ν Id . (37)

The following result holds.

Theorem 1 The operatorK , defined by (34), is compact from L2(R3)I to L2(R)I .

The detailed proof can be found in [4].We discuss below its main features, emphasiz-
ing on themajor strategy differenceswith respect toGrad’s proof in themono-species
case.

3.2 Elements of Proof for the Compactness

First, we write
K = K1 + K2 + K3 + K4,

where the i th component of each K�g, 1 ≤ � ≤ 4, is given by

[K1g]i (υ) = −
I∑

j=1

ni n j

(mim j

4π2

)3/4

×
∫∫

R3×S2
e− 1

4miυ
2
e− 1

4m jυ
2∗ g j (υ∗) Bi j (ω, υ − υ∗) dω dυ∗,

[K2g]i (υ) =
∑
j �=i

ni n j

(mim j

4π2

)3/4

×
∫∫

R3×S2
e− 1

4miυ
2
e− 1

2m jυ
2∗ e

1
4m jυ

′2∗ g j (υ
′
∗) Bi j (ω, υ − υ∗) dω dυ∗,

[K3g]i (υ) = ni
2
(mi

2π

)3/2

×
∫∫

R3×S2
e− 1

4miυ
2
e− 1

2miυ
2∗
[
e

1
4miυ

′2∗ gi (υ
′
∗) + e

1
4miυ

′2
gi (υ

′)
]
Bii (ω, υ − υ∗) dω dυ∗,

[K4g]i (υ) =
∑
j �=i

ni n j

(m j

2π

)3/2

×
∫∫

R3×S2
e− 1

4miυ
2
e− 1

2m jυ
2∗ e

1
4miυ

′2
gi (υ

′) Bi j (ω, υ − υ∗) dω dυ∗.
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The compactness forK is obtained by successively proving the compactness prop-
erty for each K�. It is crucial to dissociate the cases when i = j or not, because the
proofs are quite different.

3.2.1 Compactness of K1

Denote, for any i , j ,

ki j1 (υ, υ∗) =
∫
S2
e− 1

4miυ
2
e− 1

4m jυ
2∗ Bi j (ω, υ − υ∗) dω, ∀υ, υ∗ ∈ R

3.

We immediately have, for any i ,

[K1g]i (υ) = −
I∑

j=1

ni n j

(mim j

4π2

)3/4
∫
R3

g j (υ∗) k
i j
1 (υ, υ∗) dυ∗, ∀υ ∈ R

3.

Hence, K1 has a kernel structure. Its compactness can be deduced thanks to the
integrability properties of the associated kernels ki j1 .

3.2.2 Compactness of K2

The proof strategy here is very different from Grad’s [20]. Once again, we aim to
recover the Hilbert-Schmidt structure for K2. We first write K2 in another form.
Thanks to the microscopic conservation of kinetic energy during a collision, we
have

−1

4
miυ

2 − 1

2
m jυ

2
∗ + 1

4
m jυ

′2
∗ = −1

4
m jυ

2
∗ − 1

4
miυ

′2.

Consequently, [K2]i can be rewritten as

[K2g]i (υ) =
∑
j �=i

ni n j

(mim j

4π2

)3/4

×
∫∫

R3×S2
e− 1

4m jυ
2∗ e− 1

4miυ
′2
g j (υ

′
∗) Bi j (ω, υ − υ∗) dω dυ∗. (38)

To recover a kernel form in (38), it would be very convenient to replace υ∗ and υ ′ by
υ and υ ′∗ in the exponential terms, and then perform a change of variables υ∗ 
→ υ ′∗,
ω remaining unchanged.

It is indeed possible thanks to the following result, which only holds when mi �=
m j (in the monatomic case, that is equivalent to i �= j).
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Proposition 2 There exists ρ > 0 such that, for any i , j with i �= j ,

miυ
′2 + m jυ

2
∗ ≥ ρ

(
miυ

2 + m jυ
′2
∗
)

(39)

for any υ, υ∗ ∈ R
3 and υ ′, υ ′∗ given by (23).

Proof The proof of Proposition2 is quite simple. Let us choose i and j �= i . Collision
rules (23) can be rewritten as

υ ′ =
(
I3 −2

m j

mi + m j
ω ωᵀ

)
υ + 2

m j

mi + m j
ω ωᵀυ∗, (40)

υ ′
∗ =

(
I3 −2

mi

mi + m j
ω ωᵀ

)
υ∗ + 2

mi

mi + m j
ω ωᵀυ, (41)

where I3 is the identity matrix of R3. Now we set

A(ω) := I3 −2
mi

mi + m j
ω ωᵀ ∈ R

3×3.

From (41), we easily get

A(ω)υ∗ = υ ′
∗ − 2

mi

mi + m j
ω ωᵀυ.

Fortunately, A(ω) is an invertible matrix, since

det A(ω) = m j − mi

mi + m j

and j �= i . Note that, in the mono-species case, the proof already fails at this stage,
since the corresponding matrix A(ω) is not invertible.

Consequently, we can write υ∗ in terms of both υ and υ ′∗:

υ∗ = (
I3 −A(ω)−1) υ + A(ω)−1υ ′

∗, (42)

where we used the equality

−2
mi

mi + m j
A(ω)−1ω ωᵀ = I3 −A(ω)−1.

Then we obtain an expression of υ ′ with respect to υ and υ ′∗ by putting (42) in (40):

υ ′ =
(
mi + m j

mi
I3 −m j

mi
A(ω)−1

)
υ − m j

mi

(
I3 −A(ω)−1) υ ′

∗.
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Consider now the following block matrix in R6×6

A(ω) =

⎡
⎢⎢⎢⎣

mi + m j

mi
I3 −m j

mi
A(ω)−1 −

√
m j

mi

(
I3 −A(ω)−1

)

√
m j

mi

(
I3 −A(ω)−1) A(ω)−1

⎤
⎥⎥⎥⎦ . (43)

The previous matrix is invertible (check that detA(ω) = −1) and we have
A(ω)−1 = A(ω). Moreover, it is clear that

[ √
mi υ

′
√
m j υ∗

]
= A(ω)

[ √
mi υ√
m j υ

′∗

]
.

The best constant ρ satisfying (39) is obtained by computing

inf
υ,υ ′∗∈R3

∣∣A(ω)
[√

mi υ
√
m j υ

′∗
]ᵀ∣∣2

∣∣[√mi υ
√
m j υ ′∗

]ᵀ∣∣2 = ‖A(ω)−1‖2−2 = ‖A(ω)‖2−2.

Since ω 
→ ‖A(ω)‖2−2 is clearly a continuous positive function of ω on the compact
set S2, it reaches its minimum. Hence, we are led to set

ρ = min
j �=i

min
ω∈S2

‖A(ω)‖2−2 > 0

to satisfy (39). �

Remark 1 Note that, in fact, we can compute the explicit value of ρ, i.e.

ρ = min
j �=i

(
√
mi + √

m j )
2

|mi − m j | .

Using Proposition2 and (26) for each Bi j , we obtain the existence of a constant
C > 0, only depending on all the molecular masses, such that, for any i ,

[K2g]i (υ) ≤ C
∑
j �=i

ni n j e
− ρ

4miυ
2

×
∫∫

R3×S2
e− ρ

4m jυ
′∗
2

g j (υ
′
∗)

(|υ − υ∗| + |υ − υ∗|δ−1
)
dυ∗ dω.

We then perform the change of variable υ∗ 
→ υ ′∗, whose Jacobian is 1/ det A(ω).
Noticing that

υ − υ∗ = A(ω)−1 (
υ − υ ′∗

)
and ‖A(ω)‖2−1 ≤

∣∣∣A(ω)−1 (
υ − υ ′∗

)∣∣∣∣∣(υ − υ ′∗
)∣∣ ≤ ‖A(ω)−1‖2,
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we can state that

|υ − υ∗| + |υ − υ∗|δ−1 ≤ ‖A(ω)−1‖2
∣∣υ − υ ′

∗
∣∣ + ‖A(ω)‖21−δ

∣∣υ − υ ′
∗
∣∣δ−1

.

Eventually, we write

[K2g]i (υ) ≤ C
∑
j �=i

ni n j

∫∫
R3×S2

e− ρ

4miυ
2
e− ρ

4m jυ
′2∗ g j (υ

′
∗)

× (|υ − υ ′
∗| + |υ − υ ′

∗|δ−1
)
dω dυ ′

∗.

We thus recover a kernel form forK2, which allows to conclude on the compactness
with the same kind of arguments (integrability of the kernels) as in Sect. 3.2.1.

3.2.3 Compactness of K3 and K4

Since K3 appears as a mono-species operator, it can be straightforwardly treated
following Grad’s strategy. The compactness of K4, though it deals with several
species, requires to recover a kernel form ofK4, again following Grad’s procedure.
The detailed computations, which are similar to the ones in Sect. 2.3, can be found
in [4].

Acknowledgments The authors thank Bérénice Grec for her careful proof-reading and the fruitful
discussions about the compactness of the linearized Boltzmann operator.
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Asymptotics for FBSDES with Jumps
and Connections with Partial Integral
Differential Equations

André de Oliveira Gomes

Abstract It is our intention to survey the asymptotic study of a certain class of
coupled forward-backward stochastic differential equations (FBSDEs for short)
when the noise terms in the forward diffusion have small intensities that converge to
zero. The system of FBSDEs discussed can be used to give a probabilistic representa-
tion for the solution in the viscosity sense of an associated system of partial-integral
differential equations (PIDEs) with a terminal condition. The asymptotic study of
this PIDE is done probabilistically using the FBSDE system. Secondly we present a
large deviations principle for the laws of the forward and backward processes of the
stochastic system.

Keywords FBSDEs with jumps · Viscosity solutions · Partial-integral differential
equations · Large deviations principles

1 Motivation and Some Words About FBSDEs

The complexity of the phenomena studied by modern applied sciences created the
need to take into account the randomness factor in their description. Randomness
can occur in the imprecision of measurements or in the presence of the evolution of
certain microscopic scales processes, which may have not only one direction, but
several (often infinitely) ones in which they evolve. As the result of modelling with
randomness the description of the evolution of natural/social phenomena, stochastic
differential equations (SDEs) are the natural mathematical tool to use. Areas inwhich
their use is very popular are, besides theoretical and applied physics, biology, neu-
rophysiology and finance. The stochastic models that started to be employed were
differential equations perturbed by an external force of randomness called white
noise. But those models perturbed by white noise are continuous and they seem
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inappropriate to capture, for example, phenomena where it is observed the occur-
rence of abrupt variations in very small time scales.Due to these limitations, the use of
dynamical systems perturbed by Lévy processes (stochastic processes with indepen-
dent and stationary increments that allow the occurrence of jumps/discontinuities)
has been receiving increasingly attention in other sciences, such as economics, nat-
ural sciences and physics.

If we consider particle systems whose motion is governed by “Lévy flights”, pop-
ular name in physics for randomwalks in which the step lengths U have a probability
distribution that is heavy-tailed, i.e., P(U > u) = O(u−α), with α ∈ (1, 2), and per-
form the hydrodynamic limit, in the presence of some assumptions on the system,
we end up with a fractal Burgers equation

∂tu = ν(−Δ)
α
2 u − 〈u,∇u〉 + f ,

where ν > 0 is the viscosity parameter, 〈.,.〉 stands for the inner product and f is an
external force acting on the fluid.

Those kind of non-local models are becoming very popular not only in mathe-
matics but in physics too, with the study of the so called anomalous diffusions (see
[28] and further references there) and with the growing demand of using differential
equations that take into account nonlocal effects of interaction and non-isotropic
propagation of energy.

f = f (t, x, u,∇u, u(t, β(x,.)) − u(t, x)) captures nonlocal sources of interaction
on the particles of the fluid, being β a displacement function in space. (−Δ)

α
2 is the

usual fractional laplacian, a integro-differential operator, defined as

(−Δ)
α
2 f (x) = cd,α lim

ε→0

∫
|y−x|>ε

|f (x) − f (y)|
|x − y|d+α

dy,

where cd,α is a renormalization constant. We observe that the definition above gen-
eralizes the usal laplacian (α = 2).

The presence of (−Δ)
α
2 is not surprising, since, via Kolmogorov’s functional limit

theorem, the distance from the origin of the “Lévy flights” converges, after a large
number of steps, to an α-stable distribution.

The fractal Burgers equation has been studied by Biler et al. [3] and by Aschteren-
berg et al. in [1]. In [32] Zhang studied probabilistically the fractal Navier Stokes
equation, which turns as an example in favor of probabilistic approaches to the study
of nonlocal hydrodynamic models, as was made before to the Navier Stokes systems.
We refer the reader to [7, 8, 11] as examples of probabilistic studies of Navier-Stokes
equations.

Wewill associate to a certain class of partial-integral differential equations, where
the fractal Burgers equation is included, a certain system of stochastic differential
equations and, via this probabilistic object, we will address the problem of the van-
ishing viscosity limit ν → 0.
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More specifically, in Sect. 3, it is presented the asymptotic studywhen ε, δ → 0 of
the following coupled system of forward-backward stochastic differential equations
with jumps,whose conditions on the coefficientswill be explicited in the next section,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xε,δ
s = x +

∫ s

t
b(r, Xε,δ

r , Y ε,δ
r )dr + √

ε

∫ s

t
σ(r, Xε,δ

r , Y ε,δ
r )dW r

+δ

∫ s

t

∫
Rl−{0}

β(Xε,δ
r , e)μ̃

1
δ (de, dr)

Y ε,δ
s = g(Xε,δ

T ) +
∫ T

s
f
(

r, Xε,δ
r , Y ε,δ

r , Zε,δ
r ,

∫
Rl−{0}

V ε,δ
r (e)γ δ(e)

1

δ
ν(de)

)
dr

−
∫ T

s
Zε,δ

r dW r −
∫ T

s

∫
Rl−{0}

V ε,δ
r μ̃

1
δ (de, dr).

Here (Wt)t≥0 is a Brownian motion with values in a euclidean space Rd and μ̃
1
δ

is a compensated Poisson random measure defined on the same probability space,
independent of (Bt)t≥0, with values in (Rl − {0},B(Rl − {0})) andwith compensator
1
δ
ds ⊗ ν. The random measure μ̃

1
δ captures the occurrence of discontinuities in the

model. Here ds stands for the Lebesgue measure on R+ and ν is a Lévy measure
on some Rl, i.e. a measure that does not charge the origin, ν({0}) = 0, and with
the integrability condition

∫
Rl−{0} 1 ∧ |e|2ν(de) < ∞. The asymptotic study of the

FBSDE system above carries information about the convergence of the viscosity
solutions of the associated terminal value problem

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(∂t + L ε,δ)uε,δ(t, x)

+hδ
(

t, x, uε,δ(t, x), εσ T (t, x, uε,δ(t, x))∇xuε,δ(t, x),

uε,δ(t, x + δβ(x)) − uε,δ(t, x)
)

= 0

uε,δ(T , x) = g(x)

(1)

where L ε,δ = K ε
1 + K δ

2 is the second order differential-integral operator associ-
ated to the jump diffusion, with

K ε
1 ϕ(t, x) = 〈b(t, x, ϕ(t, x)),∇xϕ(t, x)〉 + ε

2
tr(a(t, x, ϕ(t, x))∇2ϕ(t, x))

K δ
2 ϕ(t, x) =

∫
Rl−{0}

ϕ(t, x + δβ(x)) − ϕ(t, x) − 〈δβ(x),∇xϕ(t, x)〉
δ

ν(de),

for every ϕ ∈ C1,2
([0, T ] × Rd, Rn

)
, continuously differentiable function in the time

variable t ∈ [0, T ] and two times continuously differentiable in the space variable
x ∈ Rd , with values in Rn.

The terminal value function g is assumed to be Lipschitz, the diffusion matrix,
assumed to be non-degenerate, is defined as ai,j = [σσ T ]i,j, where σ T is the transpose
matrix of σ , and the semilinear term, assumed to be Lipschitz, is given, for every
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δ > 0, by

hδ(s, x, y, z, k) = f
(

s, x, y, z,
∫

Rl−{0}
k(e)γ δ(e)

1

δ
ν(de)

)
.

In Sect. 4 we present a large deviations principle for the laws of the forward and
backward processes (Xε, Y ε)ε>0 when ε = δ → 0. We mention for the Brownian
case the works [26], where the same problem was addressed for a FBSDE decoupled
system (i.e. the forward equation does not depend on the backward process), [10],
for the Brownian coupled case and [15], where the authors studied the vanishing
viscosity limit of quadratic Burgers nonlinearities via FBSDES. For the jump case
we mention [29] where the decoupled case is addressed in the case of non-lipschitz
coefficients. In contrast with this work that dealswith coupled FBSDE systemswhere
the forward process is a jump diffusion, in [29] the forward diffusion is only driven by
a Brownian Motion, not covering interesting classes of quasilinear PIDEs associated
to the stochastic system such as the fractal Burgers equation.

It is a natural question to ask why it appears two stochastic integral terms of two
processes (Zε,δ

s )t≤s≤T and (V ε,δ
s )t≤s≤T in the backward equation. Their role is to make

the backward equation well-posed in the Itô sense, adapting the process (Y ε,δ
s )t≤s≤T

to the filtration considered. We illustrate this statement with an example.
We fix a finite time horizon T > 0 and (Ω,F , P, {Ft}t∈[0,T ]) a complete filtered

probability space in which we construct a Brownian motion (Wt)t≥0 with values in
Rd . Let us consider the following terminal value problem in the Itô sense:

{
dYt = 0

YT = ξ,
(2)

where ξ ∈ L2
FT

(Ω) is a square integrable random variable, measurable with respect
to the terminal σ -algebraFT of the filtration. The natural problem of adaptedness is a
obstacle to claim Yt ≡ ξ is the solution of (2). The natural way to adapt ξ is to project
the terminal value in the σ -algebra of the filtration of each time, Yt ≡ E[ξ |Ft]. Now
the stochastic process built like this is a solution in the Itô sense of (2).

If the filtration is Brownian, i.e. generated by the Brownian Motion (Wt)t≥0,
due to the martingale representation theorem (see [18]), there exists (Zt)0≤t≤T ∈
L2(Ω, P, {Ft}0≤t≤T ) such that

Yt = Y0 +
∫ t

0
ZsdWs, P − a.s., for all t ∈ [0, T ].

Hence,

Y0 = YT −
∫ t

0
ZsdWs
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and

Yt = ξ −
∫ T

t
ZsdWs P − a.s., for all t ∈ [0, T ]

turns to be the way to look at the terminal value problem above, which is the simplest
example of a backward stochastic differential equation (BSDE for short). (Zt)0≤t≤T

appears as part of the solution to the problem, in order to guarantee adaptedness of
the process, if we concern to solve such problem with Itô’s theory. In the FBSDE
presented associated to (1), two processes (Zε,δ

s )t≤s≤T , (V ε,δ
s )t≤s≤T are required to

make the backward process adapted, since we have two independent sources of
noise that generate the filtration, one Brownian and the other Poissonian.

Let us discuss formally the natural link between FBSDEs and PDEs in the Brown-
ian case, in order to understand the link between the FBSDE system and (1).

Fixed T > 0 and a complete filtered probability space (Ω,F , P, {Ft}t∈[0,T ]),
where it is defined a Brownian motion (Wt)t∈[0,T ] with values in Rd , and the filtration
{Ft}t∈[0,T ] is the natural filtration generated by (Wt)t∈[0,T ] and enlarged with the sets
of null measure. Let (Xt)t∈[0,T ] be the strong solution of the SDE,

{
dXt = b(Xt)dt + σ(Xt)dWt

X0 = x ∈ Rd .
(3)

where the vector fields b : Rd −→ Rd and σ : Rd −→ Rd×d are regular enough to
allow existence and uniqueness of a strong solution (Xt)t∈[0,T ]. For example, it is
enough to assume that the vector fields are Lipschitz and the matrix diffusion is not
degenerate.

Associated to the SDE, we define the infinitesimal generator of the diffusion
(Xt)0≤t≤T ,

L ϕ(x) =
d∑

i=1

bi(x)
∂

∂xi

ϕ(x) + 1

2

d∑
i,j=1

ai,j(x)
∂2

∂xi∂xj

ϕ for all ϕ ∈ C2(Rd),

where ai,j = [σσ T ]i,j.
We consider now the following terminal value problem for a semilinear parabolic

PDE of the type

{
∂tu(t, x) + L u(t, x) + f (t, x, u(t, x),∇u(t, x)) = 0

u(T , x) = g(x).
(4)

We assume regularity on f and g to ensure existence and uniqueness of a continuous
solution with regularity enough for our purposes. Let u be the unique strong solution
of the terminal value problem above, i.e. a continuous function, regular enough that
solves the PDE (4) and with terminal condition u(T , x) = g(x), for all x ∈ Rd . Let
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us define

Yt = u(t, Xt).

If follows, from Itô’s formula,

dYt = (∂tu(t, Xt) + L u(t, Xt))dt + ∇xu(t, Xt)σ (Xt)dWt

= −f (t, Xt, Yt,∇xu(t, Xt))dt + ∇xu(t, Xt)σ (Xt)dWt,

that suggests that we should consider PDEs of the type

∂tu(t, x) + L u(t, x) + f (t, x, u(t, x),∇xu(t, x)σ (t, x)) = 0.

If u solves the equation above,

Yt = u(t, Xt)

Zt = ∇xu(t, Xt)σ (Xt)

solve the equation
dYt = −f (t, Xt, Yt, Zt)dt + ZtdWt,

which should be interpreted as a BSDE

Yt = g(XT ) +
∫ T

t
f (s, Xs, Ys, Zs)ds −

∫ T

t
ZsdWs.

Given ε, δ > 0, if (1) has a unique solution in some suitable functional space, uε,δ ,
with enough regularity to use Itô’s formula (we refer to [27]), the stochastic processes
defined as

Y ε,δ
s = uε,δ(s, Xε,δ

s )

Zε,δ
s = √

ε∇xuε(t, Xε,δ
s )σ (s, Xε,δ

s , Y ε,δ
s )

V ε,δ
s (.) = uε,δ(s, Xε,δ

s− + δβ(Xε,δ
s− )) − uε(s, Xε,δ

s− )

solve the BSDE

Y ε,δ
s = g(Xε,δ

T ) +
∫ T

s
f
(

r, Xε,δ
r , Y ε,δ

r , Zε,δ
r ,

∫
Rl−{0}

V ε,δ
r− (e)γ δ(e)

1

δ
ν(de)

)
dr

−
∫ T

s
Zε,δ

r dW r −
∫ T

s

∫
Rl−{0}

V ε,δ
r− μ̃

1
δ (de, dr). (5)

The FBSDE system satisfied by (Xε,δ
t , Y ε,δ

t )0≤t≤T is a coupled system of stochastic
differential equations, in opposition to the previous example, since the equation
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satisfied by the forward jump diffusion (Xε,δ
t )t∈[0,T ] depends on the backward process

(Y ε,δ
t )t∈[0,T ].
Forward backward stochastic differential equations became very popular in the

last 20 years due to the huge range of applications and interactions with other math-
ematical fields. Besides the link with PDEs that we illustrated here with our simple
example, it is very well known the strong link with stochastic optimal control. Sto-
chastic optimal control solution theory has two important methodologies: dynamic
programming principle and Pontryagin maximum principle. The first one deals with
theHamilton-Jacobi-Bellman (HJB) equation associated.HJB is a deterministic PDE
whose solution is the value function for the stochastic optimization problem. The
Pontryagin maximum principle involves the maximization of an hamiltonian and
solving the adjoint equation, which is a BSDE (see [23] for details). With a stochas-
tic optimal control problem in mind, Bismut [5] introduced in 1973 a linear BSDE
asociated to the Pontryagin maximum principle. General nonlinear BSDE theory in
the Brownian case was introduced by Pardoux and Peng in [24]. There are three main
methods to solve FBSDEs: the contraction mapping, which assures existence and
uniqueness of solution in a small time interval; the four step scheme, developed by
Ma et al. [22], which requires although more strict assumptions, such as determinis-
tic coefficients and non-degeneracy of the matrix diffusion for the forward equation,
but producing a existence and uniqueness result of solution in a arbitrarily large time
interval, being the backward process a function of the forward process via the HJB
equation associated; and the method of continuation, investigated by Hu, Peng and
Yong in [16, 25, 31] and that allows the FBSDEs systems to have random coeffi-
cients. We refer the reader to the book [23] for the solution theories for FBSDEs in
the Brownian case and [14] to the jump case. As a natural generalization FBSDEs
driven by a jump-diffusion become incrinsigly a natural object of study. BSDEs with
jumps were first discussed by Li and Tang [20] and its connections with viscosity
solutions of the associated system of parabolic integral-differential equations were
first discussed in [2].

In the next section we present the conditions on the FBSDE system in order
to guarantee existence and uniqueness of solution and the rigorous definition of
viscosity solution of (1).

2 Functional Setting and Preliminary Results
for the FBSDE System

Let T > 0 be a finite time and (Ω,F , P) a complete probability space on which we
define two independent processes:

• a d-dimensional Brownian Motion Wt = (W 1
t , . . . , W d

t ),
• an integer-valued randommeasureμ = μ(dt, de)on ([0, T ]) × E,B(E), ν)where

E = Rl − {0} equipped with its Borel σ -fieldB(E) and ν is a σ -finite Lévy mea-
sure on (E,B(E)).
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Moreoverwe assume the randommeasure is Poissonianwith compensator defined
by μ̂(dt, de) := dt ν(de). So {(μ̃(0, T ] × A) := (μ − μ̂((0, T ] × A)}t≥0 is a martin-
gale for all A ∈ B(E) such that ν(A) < ∞. The measure μ̃

1
ε is the compensated

Poisson random measure with intensity 1
ε
ν(de) ⊗ dr. Let P̃ = P ⊗ B(E), where

P is the predictable σ -field on Ω × [0, T ]. For details about definitions of pre-
dictable σ -fields and for the definition of integrals with respect to a Poisson Random
Measure we refer to [17]. Let (F )t≥0 be the filtration generated by the two inde-
pendent processes above and augmented by the P-null sets of F . We remark that
(Ft)t≥0 satisfies the usual hypothesis of right continuity and completeness.

For any n ∈ N , given x, y ∈ Rn, 〈x, y〉 = ∑d
i=1 xiyi and |x| = √〈x, x〉. Given a

matrix A, AT denotes the transpose matrix of A.
Let us define the following functional spaces that we will use in the sequel. Fix

t ∈ [0, T ] and τ > 0. We define

M 2(t, T , Rk) :=
{
ϕ : Ω × [t, T ] −→ Rk is an (Ft)t≥0 predictable process

such that E
[ ∫ T

t
|ϕs|2ds

]
< ∞

}
,

S 2(t, T , Rk) :=
{
ϕ : Ω × [t, T ] −→ Rk is an adapted cadlag process such

that E
[
sup

t≤s≤T
|ϕs|2ds

]
< ∞

}
,

and

K 2
ν,τ (t, T , Rk) :=

{
K : Ω × [t, T ] −→ Rk P̃ − measurable such that

E
[ ∫ T

t

∫
E

|Ks(e)|2 1
τ

ν(de)ds
]

< ∞
}
.

We write K 2
ν (t, T , Rk) = K 2

ν,1(t, T , Rk). These spaces are naturally complete
normed spaces.

We are interested in the asymptotic study when ε → 0 of the following coupled
FBSDE system wih jumps:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xε,x,t
s = x +

∫ s

t
b(r, Xt,x,ε

r , Yt,x,ε
r )dr

+√
ε

∫ s

t
σ(r, Xt,x,ε

r , Yt,x,ε
r )dWr + ε

∫ s

t

∫
Rl−{0}

β(Xt,x,ε
r , e)μ̃

1
ε (de, dr)

Yt,x,ε
r = g(Xt,x,ε

T ) +
∫ T

s
f
(

r, Xt,x,ε
r , Yt,x,ε

r Zt,x,ε
r ,

∫
Rl−{0}

V t,x,ε
r (z)γ ε(e)ν(de)

)
dr

− ∫ T
s Zt,x,ε

r dWr − ∫ T
s

∫
Rl−{0} V t,x,ε

r (e)μ̃
1
ε (dedr)

(6)
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The solution process (Ut,x,ε
r )t≤s≤T = (Xt,x,ε

s , Yt,x,ε
s , Zt,x,ε

s , V t,x,ε
s )t≤s≤T takes values in

Rd × Rn × Rn×d × Rn, being the dependence on the time t, initial condition of the
forward jump diffusion x and in the parameter ε explicit in the notation. For every
τ > 0, the coefficients of the system are defined as follows,

b : [0, T ] × Rd × Rn −→ Rd

σ : [0, T ] × Rd × Rn −→ Rd×d

f : [0, T ] × Rd × Rn × Rn×d × Rn −→ Rn

β : Rd × Rl − {0} −→ Rd

γ τ : Rl − {0} −→ R

g : Rd −→ Rn.

We remark that the vector field f depends on V t,x,ε
r in a very special way. The main

reason for this restriction is that it is employed the comparison theorem to link the
backward process of the system (1) to the viscosity solutions of the correspondent
PIDE (in [2] it is proved the comparison theorem for BSDEs with jumps).

We are given a full-rank matrix G, n × d. If n = d, G is the identity matrix and
we use the notation:

π =
⎛
⎝ x

y
z

⎞
⎠ , Gε (t, u) =

⎛
⎝−Gthτ

Gb√
εGσ

⎞
⎠ (t, π, k) .

where, for every τ > 0,

hτ (s, x, y, z, k) = f
(

s, x, y, z,
∫

Rl−{0}
k(e)γ τ (e)

1

ε
ν(de)

)

Definition 1—Solution of (6): (Xt,x,ε
s , Yt,x,ε

s , Zt,x,ε
s , V t,x,ε

s )t≤s≤T is a solution of
(6) if it is an adapted process to the filtration (Fs)t≤s≤T belonging to Nt,ε :=
S 2(t, T , Rd) × S 2(t, T , Rn) × M 2(t, T , Rn×d) × K 2

ν,ε(t, T , Rn) and solving (6)P-
a.s.

In what follows we explicit the first set of assumptions that we will consider in
the sequel of this work.

A.1.

• The coefficients b, σ, f are uniformly Lipschitz with respect to (x, y, z, k), with
some constant L > 0, and there exists a function ρ : Rl − {0} −→ R+ in
L2(Rl − {0},B(Rl − {0}), ν) such that, for all t ∈ [0, T ], x, x̄ ∈ Rd and
e ∈ Rl − {0}

|β(x) − β(x̄)| ≤ ρ(e)|x − x̄|.
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• The function k −→ f (t, x, y, z, k) is non decreasing for all (t, x, y, z) ∈ [0, T ] ×
Rd × Rn × Rn×d .

• For every τ > 0, 0 ≤ γ τ (e) ≤ τ(1 ∧ |e|) for all e ∈ Rl − {0}.
• The function g is uniformly Lipschitz with respect to x ∈ Rd , with constant L > 0.
• It is valid the following integrability condition,

E
[ ∫ T

0
|b(s, 0, 0)|2ds

]
+ E

[ ∫ T

0
|f (s, 0, 0, 0, 0)|2ds

]
+ E

[ ∫ T

0
|σ(s, 0, 0)|2ds

]

+ E
[ ∫ T

0

∫
Rl−{0}

|β(0, e)|2ν(de)ds
]

< ∞.

The next set of assumptions states natural conditions of monotonicity on the coeffi-
cients in the following way.
A.2. There exists η > 0 such that:

• for allπ = (x, y, z), π̄ = (x̄, ȳ, z̄), x̂ = x − x̄, ŷ = y − ȳ, ẑ = z − z̄ and ĥ = h − h̄,
where h = h(t, π, k, e) and h̄ = h(t, π̄ , k̄, e)

〈Gε(t, π, k) − Gε(t, π̄ , k̄), π − π̄〉 +
∫

Rl−{0}
〈Gε(β(x) − β(x̄)), k̂(e)〉ν(de)

≤ −(η + √
ε)[|(Gε)x̂|2 + |(Gε)T ŷ|2 + |(Gε)T ẑ|2 +

∫
Rl−{0}

|(Gε)T ĥ(e)|2|ν(de)]

• and for all x̂ = x − x̄,

〈g(x) − g(x̄), Gε(x − x̄)〉 ≥ η|(Gε)x̂|2.

Under (A.1) and (A.2), given ε > 0, for any x ∈ Rd , there exists a unique adapted
solution (Xt,x,ε

s , Yt,x,ε
s , Zt,x,ε

s , V t,x,ε
s )t≤s≤T ∈ Nt,ε of (6).

A proof can be found in [30].
Futhermore, under the assumptions (A.1) and (A.2) we have the following a-priori

estimate for the energy of the solutions of (6), reflecting the dependence to different
initial conditions x, x′ ∈ Rd , for some constant C > 0, only dependent of L and η,
and independent of ε,

E
[
sup

t≤s≤T
|Xt,x,ε

s − Xt,x′,ε
s |2 + sup

t≤s≤T
|Yt,x,ε

s − Yt,x′,ε
s |2

+
∫ T

t
|Zt,x,ε

r − Zt,x′,ε
r |2dr +

∫ T

t

∫
Rl−{0}

|V t,x,ε
r − V t,x′,ε

r |2 1
ε
ν(de)dr

]

≤ C|x − x′|2. (7)

For the proof of that estimate we refer the reader to Proposition 3.1 in [21].
For each ε > 0, we define the function uε(t, x) := Yt,x,ε

t .
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We recall that uε is a deterministic function P-a.s. of (t, x), since it is Ft-
measurable and due to the deterministic nature of the coefficients given in the FBSDE
(no dependence in ω ∈ Ω). This can be argued with Blumenthal’s 0–1 Law in the
same way to the FBSDEs driven by Brownian Motion (see Remark 1.2 in [13] and
Corollary 2.1 in [2]).

From (7), it is obvious that, for each ε > 0, uε is uniformly Lipschitz in space;
for some C = C(L, η) > 0 and independent of ε > 0, for all x, y ∈ Rd we have

|uε(t, x) − uε(t, y)| ≤ C|x − y|
|uε(t, x)| ≤ C(1 + |x|).

Using the argument exposed in [19], we have the markovian dependency of the
backward process with respect to the forward one as follows:

uε(t, X
s,Xt,x,ε

s
s ) = uε(s, Xt,x,ε

s ) = Yt,x,ε
s .

Next, it follows the last set of assumptions that will be needed, in order to have
representation formulas for the processes (Zε,δ

s )0∈[0,T ] and (V ε,δ
t )t∈[0,T ] in terms of

the deterministic function uε,δ .

A.3

• The coefficient β is uniformly continuous in x ∈ Rd and there exists a function
ρ : Rl − {0} −→ R+ in L2(E,B(Rl − {0}), ν) such that for all t ∈ [0, T ], x, x̄ ∈
Rd and e ∈ Rl − {0}

|β(x)| ≤ ρ(e)|x|.

• The diffusion matrix σ(t, x, y) is a bounded continuously twice differentiable
function with its derivatives in x and y Hölder continuous.

Under (A.1)–(A.2)–(A.3), similarly to the decoupled case, since the forward jump-
diffusion only depends on the backward process (Y ε

s )t≤s≤T and the property Yt,x,ε
s =

uε(s, Xt,x,ε
s ) decouples the system, it follows that there exists a constant κ > 0, only

depending on L, η, ρ, independent of ε (Theorem 4.3.1 in [14]) such that

| uε(t, x) |≤ κ;
uε ∈ C1,1

b ([0, T ] × Rd);
sup

(t,x)∈[0,T ]×Rd

| ∇xuε(t, x) |≤ κ;

Zt,ε,x
s = √

ε∇xuε(t, Xt,ε,x
s )σ (s, Xt,ε

s , Yt,ε,x
s );

V t,x,ε
s (.) = uε(s, Xt,x,ε

s− + εβ(Xt,x,ε
s− )) − uε(s, Xt,x,ε

s− ).

In a similarway to the decoupled case (see [2]) since the propertyYt,x,ε
s = uε(s, Xt,x,ε

s )

decouples the system, we can state the following result.
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Theorem 1 Under the set of assumptions (A.1), (A.2) and (A.3), uε is a viscosity
solution of the following terminal value problem:

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(∂t + L ε)uε(t, x)

+hε
(

t, x, uε(t, x), σ T (t, x, uε(t, x))∇xuε(t, x),

uε(t, x + εβ(x)) − uε(t, x)
)

= 0

uε(T , x) = g(x),

(8)

where L ε = K ε
1 + K ε

2 is the decomposition of the operator associated to the jump
diffusion in the local and nonlocal components with

K ε
1 ϕ(t, x = 〈b(t, x, ϕ(t, x)),∇xϕ(t, x)〉 + ε

2
tr(a(t, x, ϕ(t, x))∇2ϕ(t, x))

K ε
2 ϕ(t, x) =

∫
Rl−{0}

ϕ(t, x + εβ(x)) − ϕ(t, x) − 〈εβ(x),∇xϕ(t, x)〉
ε

ν(de) (9)

for all ϕ ∈ C1,2
([0, T ] × Rd, Rn

)
.

For sake of completeness, we present the notion of viscosity solution for the terminal
value problem (8). Let us introduce, for every τ > 0, the following integral operator,

Bτ ϕ(t, x) =
∫

Rl−{0}
(ϕ(t, x + εβ(x, e)) − ϕ(t, x))γ τ (e)ν(de).

Definition 2—Viscosity Solution of (8)

(i) The function uε ∈ C([0, T ] × Rd) is a viscosity subsolution of (8) if, for all
1 ≤ i ≤ n, uε

i (T , x) ≤ gi(x), for all x ∈ Rd and if, for any 1 ≤ i ≤ n, for all
ϕ ∈ C1,2([0, T ] × Rd), whenever (t, x) is a point of global maximum of uε

i − ϕ,
it holds

− ∂ϕ

∂t
(t, x) − K ε

1 ϕ(t, x)

− K ε
2,σ (uε, ϕ(t, x)) − hε

i (t, x, ϕ, σ t(t, x, ϕ)∇xϕ, Bτ
σ (uε,ϕ)) ≤ 0,

for any σ > 0, where

K ε
2,σ (uε, ϕ) =

∫
Eσ

ϕ(t, x + εβ(x)) − ϕ(t, x) − 〈β(x),∇xϕ(t, x)〉
ε

ν(de)

+
∫

Ec
σ

uε(t, x + εβ(x)) − uε(t, x) − 〈β(x),∇xϕ(t, x)〉
ε

ν(de),
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and

Bτ
σ (uε, ϕ) =

∫
Eσ

(ϕ(t, x + εβ(x, e)) − ϕ(t, x))γ τ (e)

ε
ν(de)

+
∫

Ec
σ

(uε(t, x + εβ(x, e)) − uε(t, x))γ τ (e)

ε
ν(de),

with Eσ = {e ∈ Rl | |e| < σ }.
(ii) The function uε is a viscosity supersolution of (8) if, for all 1 ≤ i ≤ n,

uε
i (T , x) ≥ gi(x), for all x ∈ Rd , and if, for any 1 ≤ i ≤ n, for all

ϕ ∈ C1,2([0, T ] × Rd), whenever (t, x) is a point of global minimum of uε
i − ϕ

we have

− ∂ϕ

∂t
(t, x) − K ε

1 ϕ(t, x)

− K ε
2,σ (uε, ϕ(t, x)) − hε

i (t, x, ϕ, σ t(t, x, ϕ)∇xϕ, Bτ
σ (uε,ϕ)) ≥ 0,

for any δ > 0.
(iii) The function uε is a viscosity solution of (8) if it is both a viscosity subsolution

and a viscosity supersolution of (8).

3 The Asymptotic Study

We present the asymptotic study of the FBSDE when the noise intensities van-
ish, ε, δ → 0. The process (Xε,δ, Y ε,δ, Zε,δ, V ε,δ) ∈ S 2(t, T , Rd) × S 2(t, T , Rn) ×
M 2(t, T , Rn×d) × K 2

ν,δ(t, T , Rn)t≤s≤T solves the FBSDE system:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xε,δ
s = x +

∫ s

t
b(r, Xε,δ

r , Y ε,δ
r )dr

+√
ε

∫ s

t
σ(r, Xε,δ

r , Y ε,δ
r )dW r + δ

∫ s

t

∫
Rl−{0}

β(Xε,δ
r , e)μ̃

1
δ (de, dr)

Y ε,δ
s = g(Xε,δ

T ) +
∫ T

s
f
(

r, Xε,δ
r , Y ε,δ

r , Zε,δ
r ,

∫
Rl−{0}

V ε,δ
r (e)γ δ(e)

1

δ
ν(de)

)
dr

−
∫ T

s
Zε,δ

r dW r −
∫ T

s

∫
Rl−{0}

V ε,δ
r μ̃

1
δ (de, dr).

(10)

The corresponding PIDE problem is

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

(∂t + L ε,δ)uε,δ(t, x)

+hδ
(

t, x, uε,δ(t, x), εσ T (t, x, uε,δ(t, x))∇xuε,δ(t, x),

uε,δ(t, x + δβ(x)) − uε,δ(t, x)
)

= 0

uε(T , x) = g(x),

(11)
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where L ε = K ε
1 + K δ

2 is

K ε
1 ϕ(t, x) = 〈b(t, x, ϕ(t, x)),∇xϕ(t, x)〉 + ε

2
tr(a(t, x, ϕ(t, x))∇2ϕ(t, x))

K δ
2 ϕ(t, x) =

∫
Rl−{0}

ϕ(t, x + δβ(x)) − ϕ(t, x) − 〈δβ(x),∇xϕ(t, x)〉
δ

ν(de) (12)

for every function ϕ ∈ C1,2
([0, T ] × Rd, Rn

)
, continuously differentiable in t ∈

[0, T ] and twice continuously differentiable in x ∈ Rd , with values in Rn, with

hδ(s, x, y, z, k) = f
(

s, x, y, z,
∫

Rl−{0}
k(e)γ δ(e)

1

δ
ν(de)

)
.

The result of this section is the following.

Theorem 2

(i) Under (A1), (A.2), (A.3), taking ε = δ, the solution (Xε
s , Y ε

s , Zε
s , V ε

s )t≤s≤T

of (10) converges in S 2(t, T , Rd) × S 2(t, T , Rn) × M 2(t, T , Rn×d) ×
K 2

ν,ε(t, T , Rn)t≤s≤T to (X0
s , V 0

s , 0, 0)t≤s≤T , where (X0
s , Y 0

s )t≤s≤T solves the fol-
lowing system of ordinary differential equations, for all t ≤ s ≤ T,

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

∂Xt,x
s

∂s
= b(s, Xt,x

s , Yt,x
s , )

∂Yt,x
s

∂s
= −f (s, Xt,x

s , Yt,x
s , 0, 0),

Xt,x
t = x,

Yt,x
T = g(Xt,x

T )

(13)

(ii) Fixed δ > 0, considering now the convergence when ε → 0,
(Xε,δ

s , Y ε,δ
s , Zε,δ

s , V ε,δ
s )t≤s≤T converges in

S 2(t, T , Rd) × S 2(t, T , Rn) × M 2(t, T , Rn×d) × K 2
ν,δ(t, T , Rn)t≤s≤T to

(X0,δ
s , Y 0,δ

s , 0, V 0,δ
s )t≤s≤T solution of (10) with ε = 0. Moreover, the function

uε,δ(t, x) := Yt,x,ε,δ
t , viscosity solution of (11), converges uniformly in compact

sets of [0, T ] × Rd to u0,δ , viscosity solution of (11) with ε = 0.
(iii) Moreover, fixed ε > 0, if δ → 0, (Xε,δ

s , Y ε,δ
s , Zε,δ

s , V ε,δ
s )t≤s≤T converges in

S 2(t, T , Rd) × S 2(t, T , Rn) × M 2(t, T , Rn×d) × K 2
ν,δ(t, T , Rn)t≤s≤T to

(Xε,0
s , Y ε,0

s , Zε,0
s , 0)t≤s≤T , solution of (10) when δ = 0 and the corresponding

viscosity solution uε,δ of (11) converges to uε,0 viscosity solution of (11) uni-
formly in compact sets of [0, T ] × Rd, when δ = 0.

(iv) When ε, δ → 0, the limit function u(t, x) = Yt,x
t of uε,δ is a viscosity solution

of the first order terminal value problem, for all x ∈ Rd and for all t ∈ [0, T ].
{

∂u
∂t + 〈b,∇u〉 + f (t, x, u(t, x), 0, 0) = 0

uε(T , x) = g(x); (14)
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Furthermore, if u ∈ C1,1
b ([0, T ] × Rd) is a continuous function with continuous

bounded derivatives, then u is the unique classical strong solution of (14).

Proof Let (Xε
s , Y ε

s , Zε
s , V ε

s )t≤s≤T be the solution in S 2(t, T , Rd) × S 2(t, T , Rn) ×
M 2(t, T , Rn×d) × K 2

ν,ε(t, T , Rn)t≤s≤T of

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xt,x,ε
s = x +

∫ s

t
b(r, Xε

r , Y ε
r )dr

+√
ε

∫ s

t
σ(r, Xε

r , Y ε
r )dW r + ε

∫ s

t

∫
Rl−{0}

β(Xε
r , e)μ̃

1
ε (de, dr)

Y ε
s = g(Xε

T ) +
∫ T

s
f
(

r, Xε
r , Y ε

r , Zε
r ,

∫
Rl−{0}

V ε
r (e)

1

ε
γ ε(e)ν(de)

)
dr

−
∫ T

s
Zε

r dW r −
∫ T

s

∫
Rl−{0}

V ε
r μ̃

1
ε (de, dr),

(15)

and respectively (Xε′
s , Y ε′

s , Zε′
s , V ε′

s )t≤s≤T be the solution in S 2(t, T , Rd) ×
S 2(t, T , Rn) × M 2(t, T , Rn×d) × K 2

ν,ε′(t, T , Rn)t≤s≤T of

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xε′
s = x +

∫ s

t
b(r, Xε′

r , Y ε′
r )dr

+√
ε′

∫ s

t
σ(r, Xε′

r , Y ε′
r )dW r + ε′

∫ s

t

∫
Rl−{0}

β(Xε′
r , e)μ̃

1
ε′ (de, dr)

Y ε′
s = g(Xε′

T ) +
∫ T

s
f
(

r, Xε′
r , Y ε′

r , Zε′
r ,

∫
Rl−{0}

V ε′
r (e)γ ε(e)

1

ε′ ν(de)dr
)

−
∫ T

s
Zε′

r dW r −
∫ T

s

∫
Rl−{0}

V ε′
r μ̃

1
ε′ (de, dr).

(16)

Due to condition (A1) and condition (A.2), after applying Itô’s formula, rotine cal-
culations yield to

lim|ε−ε′ |→0
E
[
|Y ε

t − Y ε′
t |2 +

∫ s

t
|Y ε

r − Y ε′
r |2dr

+ |Zε
r − Zε′

r |2dr +
∫

Rl−{0}
|V ε

r − V ε′
r |2 1

ε
ν(de)dr

]
= 0.

Due to the lipschitz nature of the coefficients, we conclude

lim|ε−ε′ |→0
E
[ ∫ T

t
|Xε

r − Xε′
r |2dr

]
= 0.

Using the monotonicity asusmption (A.2) we derive that

lim|ε−ε′ |→0
E
[
|Xε

T − Xε′
T |2

]
= 0.
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Making use of themartingale inequalities for stochastic integrals applying once again
Itô’s formula, we conclude that

lim|ε−ε′ |→0
E
[
sup

t≤s≤T
|Xε

r − Xε′
r |2 + sup

t≤s≤T
|Y ε

r − Y ε′
r |2

]
= 0.

In conclusion, (Xε
s , Y ε

s , Zε
s , V ε

s )t≤s≤T converges in S 2(t, T , Rd) × S 2(t, T , Rn) ×
M 2(t, T , Rn×d) × K 2

ν,ε(t, T , Rn) up to a subsequence. We call the sublimit
(X0

s , Y 0
s , Z0

s , V 0
s )s≤t≤T . Under the assumptions (A.1), (A.2) and (A.3) we have the

following representation formulas

Zt,ε,x
s = √

ε∇xuε(t, Xt,ε,x
s )σ (s, Xt,ε

s , Yt,ε,x
s )

V t,x,ε
s (.) = uε(s, Xt,x,ε

s− + εβ(Xt,x,ε
s− , .)) − uε(s, Xt,x,ε

s− ).

It is assumed in (A.3) that σ is bounded by a constant and β is bounded by a square
integrable function. Hence, we conclude that

E
[ ∫ T

t
|Zε

r |2dr
]

→ 0 as ε → 0

and

E
[ ∫ T

t

∫
Rl−{0}

|V ε
r |2 1

ε
ν(de)dr

]
→ 0 as ε → 0.

Due to the boundedness of σ and β, and using the continuity of b, we can take the
pointwise limit of the forward equation of (15), and conclude that

X0
s = x +

∫ s

s
b(r, X0

r , Y 0
r )dr P − a.s.

As we remarked, as ε → 0, (Zε
s )t≤s≤T → 0 in M 2(t, T , Rn×d) and (

V ε
s
ε

)t≤s≤T → 0
inK 2

ν (t, T , Rn) and since

E
[∣∣∣

∫ T

t
Zε

r dWr

∣∣∣2
]

= E
∫ T

t
|Zε

r |2dr = 0,

E
[∣∣∣

∫ s

t

∫
Rl−{0}

V ε
r μ̃(de, dr)

∣∣∣2 = E
∫ T

t

∫
Rl−{0}

|V ε
r |2 1

ε
ν(de)

]
= 0,

we can take similarly the limit pointwise in the backward equation of (15) and using
the continuity of the functions f and g we conclude P-a.s

Y 0
s = g(XT ) +

∫ T

s
f (r, x0r , Y 0

r , 0, 0),

which proves the statement (i) of the theorem.
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In a similar way of what was done before, when we proved that (Xε
s , Y ε

s , Zε
s ,

1
ε
V ε

s )t≤s≤T , solution of (15), is a Cauchy sequence in Nt , one can easily prove
that when ε → 0, (Xε,δ, Y ε,δ, Zε,δ, V ε,δ)t≤s≤T converges in Nt to (X0,δ, Y 0,δ, 0,
V 0,δ)t≤s≤T which solves (10) with ε = 0. Using Theorem 1, we know that
u0,δ(t, x) := Y 0,δ

t is a viscosity solution of (11) with ε = 0. Similar conclusion holds
when δ → 0.

Let us assume again that ε = δ and study the regularity of the limit function
u(t, x) = Yt,x,0

t . Using the argument of Corollary 1.4 in [13], given t, t′ ∈ [0, T ],
x, x′ ∈ Rd , consider (Xt,x,ε

s , Yt,x,ε
s , Zt,x,ε

s , V t,x,ε
s )t≤s≤T the unique solution of

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xt,x,ε
s = x +

∫ s

t
b(r, Xt,x,ε

r , Yt,x,ε
r )dr

+√
ε

∫ s

t
σ(r, Xt,x,ε

r , Yt,x,ε
r )dW r + ε

∫ s

t

∫
Rl−{0}

β(Xt,x,ε
r , e)μ̃

1
ε (de, dr)

Yt,x,ε,
s = g(Xt,ε,x

T ) +
∫ T

s
f
(

r, Xt,x,ε
r , Yt,x,ε

r , Zt,x,ε
r ,

∫
Rl−{0}

V t,x,ε
r (e)γ ε(e)

1

ε
ν(de)

)
dr

−
∫ T

s
Zt,x,ε

r dW r −
∫ T

s

∫
Rl−{0}

V t,x,ε
r μ̃

1
ε (de, dr)

extended to the whole interval [0, T ] by setting, for all 0 ≤ s ≤ t, Xt,x,ε
s =x, Yt,x,ε

s =
Yt,x,ε

t and Zt,x,ε
s = V t,x,ε

s = 0. Respectively let (Xt′,x′,ε
s , Yt′,x′,ε

s , Zt′,x′,ε
s , V t′,x′,ε

s )t≤s≤T

be the unique solution of

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xt′,x′,ε
s = x′ +

∫ s

t′
b(r, Xt′,x′,ε

r , Yt′,x′,ε
r )dr

+√
ε

∫ s

t′
σ(r, Xt′,x′,ε

r , Yt′,x′,ε
r )dW r + ε

∫ s

t′

∫
Rl−{0}

β(Xt′,x,ε
r , e)μ̃

1
ε (de, dr)

Yt′,x′,ε,
s = g(Xt′,x′,ε

T ) +
∫ T

s
f
(

r, Xt′,x′,ε
r , Yt′,x′,ε

r , Zt′,x′,ε
r ,

∫
Rl−{0}

V t′,x′,ε
r (e)γ ε(e)

1

ε
ν(de)

)
dr −

∫ T

s
Zt′,x′,ε

r dW r

−
∫ T

s

∫
Rl−{0}

V t′,x′,ε
r μ̃

1
ε (de, dr),

extended to the whole interval [0, T ] by setting, for all 0 ≤ s ≤ t′, Xt′,x′,ε
s = x,

Yt′,x′,ε
s = Yt′,x′,ε

t and Zt′,x′,ε
s = V t′,x′,ε

s = 0. Similarly as in Proposition 3.1 in [21],
we can prove that there exists some constants α, β > 0 only depending on L, η, T , ρ

such that

E
[

sup
0≤s≤T

| Xt,x,ε
s − Xt′,x′,ε

s |2
]

+ E sup
0≤s≤T

[
| Yt,x,ε

s − Yt′,x′,ε
s |2

]

+ E
[ ∫ T

0
| Zt,x,ε

s − Zt′,x,ε′
s |2 ds

]
+ E

[ ∫ T

0

∫
Rl−{0}

| V t,x,ε
s (e) − V t′,x,ε′

s (e) |2 1

ε
ν(de)ds

]

≤ α | x − x′ |2 +β(1+ | x |2 ∨ | x′ |2) | t − t′ |2 .
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Hence,

|uε(t, x) − uε(t′, x′)|2 ≤ α | x − x′ |2 +β(1+ | x |2 ∨ | x′ |2) | t − t′ |2, (17)

which proves that (uε)ε>0 is a family of equicontinuous functions on the compact sets
of [0, T ] × Rd . Using Arzelà-Ascoli theorem, up to a subsequence, we conclude the
uniform convergence of uε to u in the compact sets of [0, T ] × Rd . Taking the limit in
(17) we have proven that u is Lipschitz continuous in x and uniformly continuous in t.

A similar proof to the one of Theorem 5.1 of [9] yields to the conclusion that u is
a viscosity solution in [0, T ] × Rd of (14).

Moreover, let v : [0, T ] × Rd → Rk be a C1,1
b ([0, T ], Rk) solution, continuous

Lipschitz in x and uniformly continuous in t of (14). Fixing (t, x) ∈ [0, T ] × Rd , we
take the following function:

ψ : [t, T ] → Rk

ψ(s) := v(s, Xt,x
s ).

Computing its time derivative, it follows that

dψ

ds
(s) = ∂v

∂s
(s, Xt,x

s ) +
d∑

i=1

∂v

∂xi
(s, Xt,x

s )
∂(Xt,x

s )

∂t

= ∂v

∂s
(s, Xt,x

s ) +
d∑

i=1

∂v

∂xi
(s, Xt,x

s )f (s, Xt,x
s , Yt,x

s )

= −g(s, Xt,x
s , v(s, Xt,x

s ), 0)

ψ(T) = v(T , Xt,x
T ) = h(x).

As a consequence, v(t, x) = v(t, Xt,x
t ) = u(t, x), since, under A.1 and A.2, (13) has

a unique continuous solution, which yields to a uniqueness property of solution for
(14) in the class of C1,1

b ([0, T ] × Rd).

4 Statement of a Large Deviations Principle

Large deviations theory (LDT for short) deals with probabilities of rare events in a
exponential scale, under the variation of a parameter. We consider again the FBSDE
(6) and we will state a LDP for the laws of (Xε, Y ε)ε>0. The main property employed
to establish the LDP for (Xε

s , Y ε
s )t≤s≤T is

Yt,x,ε
s = uε(s, Xt,ε,x

s ) P − a.s. (18)

The identity (18) is the key to prove the large deviationprinciple, since it decouples the
FBSDE. To state the LDP to (Xε)ε>0, we need the following integrability condition
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on the measure ν. There exists δ0 > 0 such that for all δ > δ0

∫
Rl−{0}

e−δzν(dz) < ∞ (19)

We use the following result of (LDT), which is a refinement of Theorem 4.3 in [6]
and its proof follows from the same arguments.

Theorem 3 Given t ∈ [0, T ] and x ∈ Rd, consider b : [t, T ] × Rd → Rd, σ : [t, T ]
× Rd → Rd×d and β : Rd × Rl − {0} −→ Rd Lipschitz continuous functions, with
sublinear growth. For each ε > 0, let bε : [t, T ] × Rd → Rd, σ ε : [t, T ] × Rd →
Rd×d and βε : Rd × Rl − {0} −→ Rd be Lipschitz continuous and with sublinear
growth, with the aditional assumption that β satisfies (A.1) and such that

lim
ε→0

| bε − b |= lim
ε→0

| σ ε − σ |= lim
ε→0

|| βε − β ||L2(Rl−{0},B(Rl−{0}),ν)= 0

uniformly in the compact sets of [t, T ] × Rd. We assume the exponential integrability
property of the measure ν (19).

Let us define the product space S = L2([t, T ], Rd) × V , where

V := {g : [0, T ] × Rl − {0} −→ [0,∞) Borel − measurable}.

Then the process (Xε
s )t≤s≤T , unique strong solution of the stochastic differential

equation, that has position x at time t,

dXε
s = bε(s, Xε

s )ds + √
εσ ε(s, Xε

s )dWs + ε

∫
Rl−{0}

βε(Xε
s , e)μ̃

1
ε (de, ds)

satisfies a large deviations principle in Dx([t, T ], Rd), the space of càdlàg functions
endowed with the Skorokhod metric (see [4] for the study of the Skorokhod Space),
ϕ : [t, T ] → Rd starting in x, with the good rate function:

I(Φ) = inf
{1
2

∫ T

t
|f (s)|2ds +

∫ T

t

∫
Rl−{0}

(g(s, e) ln g(s, e) − g(s, e) + 1)ν(de)ds :

(f , g) ∈ S such that : Φs = x +
∫ s

t
b(r, Φr)dr +

∫ s

t
σ(r, Φr)fr

+
∫ T

t

∫
Rl−{0}

β(Φ(r), e)(g(r, e) − 1)ν(de)dr t ≤ s ≤ T
}
.

This means that the level sets of I are compact and

lim sup
ε→0

ε lnP(Xε ∈ F) ≤ − inf
ψ∈F

I(ψ),
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lim inf
ε→0

ε lnP(Xε ∈ G) ≥ − inf
ψ∈G

I(ψ),

for every closed set F ∈ Dx([t, T ], Rd) and for every open set G ∈ Dx([t, T ], Rd)

From this theorem, it follows the large deviations principle for (Xε)ε>0. To establish
the large deviations principle for (Y ε)ε>0, we will use a classical tool to transfer
one large deviations principle from a topologic vector space to a complete separable
metric space, called contraction principle and whose proof can be found in [12].

Theorem 4 (Contraction Principle) Let f : S → T be a continuous mapping from
a topological vector space S to a metric space (T , d). We suppose that the family
of probability measures {με}ε>0 satisfies a large deviations principle with a good
rate function I : X → [0,∞] and that, for each ε > 0, fε : S → T is a continuous
function, uniformly convergent to f in all compact sets of S . Then it follows that
{με ◦ f −1

ε }ε>0 satisfies a large deviation principle with good rate function J(y) =
inf{I(x) : x ∈ X and f (x) = y}.
We are ready to state the large deviations principle for the laws of the family
(Xε, Y ε)ε>0, when ε → 0.

Theorem 5 (A large deviations principle) When ε → 0, (Xε)ε>0 satisfies a LDP in
Dx([t, T ], Rd) with the good rate function

I(Φ) = inf
{1
2

∫ T

t
|f (s)|2ds +

∫ T

t

∫
Rl−{0}

(g(s, e) ln g(s, e) − g(s, e) + 1)ν(de)ds |

(f , g) ∈ S such that Φs = x +
∫ s

t
b(r, Φr)dr +

∫ s

t
σ(r, Φr)fr

+
∫ T

t

∫
Rl−{0}

β(Φ(r), e)(g(r, e) − 1)ν(de)dr t ≤ s ≤ T
}
.

and (Y ε)ε>0 satisfies a LDP D([t, T ], Rn) with the good rate function

J(ψ) = inf
{

I(ϕ) : F(ϕ) = ψ if (f , g) ∈ V
}
,

where F(ϕ)(s) = u(s, ϕs) for all ϕ ∈ D([t, T ], Rd).

Proof Since Yt,ε,x
s = uε(s, Xt,ε,x

s ), the first equation on the FBSDE (6) is in the dif-
ferential form given by (we omit the dependence on the initial condition and initial
time), for all t ≤ s ≤ T ,

dXε
s = bε(s, Xε

s )ds + √
εσ ε(s, Xε

s )dW s + ε

∫
Rl−{0}

β(Xε
s , e)μ̃

1
ε (de, ds),

where we write bε(s, Xε
s )= b(s, Xε

s , uε(s, Xε
s )) and σ ε(s, Xε

s )= σ(s, Xε
s , uε(s, Xε

s )).
We are in conditions to apply Theorem 3 and state that the family (Xε)ε>0 satisfies
a large deviations principle, with the good rate function
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I(Φ) = inf
{1
2

∫ T

t
|f (s)|2ds +

∫ T

t

∫
Rl−{0}

(g(s, e) ln g(s, e) − g(s, e) + 1)ν(de)ds :

(f , g) ∈ V such that Φs = x +
∫ s

t
b(r, Φr)dr +

∫ s

t
σ(r, Φr)fr

+
∫ T

t

∫
Rl−{0}

β(Φ(r), e)(g(r, e) − 1)ν(de)dr, t ≤ s ≤ T .
}
,

for all Φ ∈ Dx([t, T ], Rd).
In what follows, in order to prove a LDP to (Y ε

s )t≤s≤T , we consider the following
family of operators, defined by Fε : D([t, T ], Rd) → D([t, T ], Rn)

Fε(ϕ)(s) = uε(s, ϕs).

We observe that Y ε
s = Fε(Xε

s ) for all s ∈ [t, T ]. The continuity of Fε and the uniform
convergence in the compact sets of C([t, T ], Rd) of Fε to F, when ε → 0, where

F(ϕ)(s) = u(s, ϕs),

for all ϕ ∈ C([t, T ], Rd), follows from the regularity conditions of the solution of
(8). Using the contraction principle in the form presented in Theorem 4 the result
follows.
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Entropy Dissipation Estimates
for the Landau Equation: General
Cross Sections

Laurent Desvillettes

Abstract We present here an extension to the case of general cross sections of the
lower bound obtained in Desvillettes (J Funct Anal 269:1359–1403, 2015, [14]) on
the entropy dissipation of Landau’s collision kernel (in the case of soft potentials,
including the Coulomb potential). We also simplify somewhat the proof of the lower
bound proposed in Desvillettes (J Funct Anal 269:1359–1403, 2015, [14]).

Keywords Landau equation · Landau operator · Entropy dissipation

1 Introduction and Main Result

1.1 Description of the Landau Operator and Equation

We are concerned here with the Landau operator appearing in plasma theory
(cf. [11, 21]), defined by

Qψ( f, f )(v) = ∇v ·
{∫

R3
aψ(v − w)

(
f (w)∇ f (v) − f (v)∇ f (w)

)
dw

}
. (1)

Here, aψ := aψ(z) := (aψ
i j (z))i j (z ∈ R

3) is a (nonnegative symmetric) matrix-
valued function with only one degenerate direction, namely that of z. More precisely,

aψ
i j (z) = Πi j (z)ψ(|z|), (2)
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where ψ is a (scalar valued) nonnegative function, and

Πi j (z) = δi j − zi z j
|z|2 (3)

is the i, j-component of the orthogonal projection Π onto z⊥ := {y / y · z = 0}.
We observe that at the formal level (that is, when both f and ϕ are smooth

functions having a reasonable behavior at infinity), the (symmetric) weak version of
the Landau operator can be defined by the following formula:

∫
R3

Qψ( f, f )(v)ϕ(v) dv (4)

= −1

2

∫∫
R3×R3

f (v) f (w) aψ(v − w)
(∇ f

f
(v) − ∇ f

f
(w)

)

(
∇ϕ(v) − ∇ϕ(w)

)
dvdw,

where the symmetric matrix aψ acts as a bilinear form on two vectors.
Using the test functions ϕ(v) = 1, vi (for i = 1, . . . , 3), |v|2

2 , we see that (still
at the formal level), the Landau operator conserves mass, momentum and kinetic
energy, that is:

∫
R3

Q( f, f )(v)

⎛
⎝

1
vi

|v|2/2

⎞
⎠ dv = 0. (5)

We also get (once again at the formal level) the formula for the entropy dis-
sipation Dψ := Dψ( f ) (defined on functions f from R

3 to R+) by considering
ϕ(v) = ln f (v):

Dψ( f ) := −
∫
R3

Qψ( f, f )(v) ln f (v) dv (6)

= 1

2

∫∫
R3×R3

f (v) f (w)ψ(|v − w|)Π(v − w)

(∇ f

f
(v) − ∇ f

f
(w)

)

(∇ f

f
(v) − ∇ f

f
(w)

)
dvdw ≥ 0.

The most physically relevant function ψ appearing in operator (1), (2) is ψ(z) =
|z|−1. It corresponds to the case when f is the density of charged particles (moving
according to Coulomb interaction) in a plasma, cf. [21]. It also naturally appears
in the so-called weak coupling asymptotics of Boltzmann equation (cf. [6] and the
older reference [7]).
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It is however also interesting, at least from themathematical viewpoint, to consider
more general functions ψ. We refer for example to [13] to see how the Landau kernel
with arbitrary ψ can be obtained from the Boltzmann kernel (with arbitrary cross
section) through a scaling involving the concept of grazing collisions.

We shall use in this paper the terminology of [14], which is very close to that
of [26]. When the dimension of the space is N = 3 (we shall always make that
assumption in the sequel), if ψ is given by a power law, we say that

ψ(|z|) = |z|γ+2 (7)

is coming out of hard potentials when γ ∈]0, 1], Maxwell molecules when γ = 0,
moderately soft potentials when γ ∈ [−2, 0], and very soft potentials when γ ∈
] − 4,−2[. We also shall call general soft potentials the case γ < 0 (that is, γ can
be smaller than −4), and general hard potentials the case γ ∈]0, 2[ (that is, γ can
be larger than 1). Note that the Coulomb case falls within the category of very soft
potentials.

We now introduce the spatially homogeneous Landau equation

∂t f (t, v) = Qψ( f (t, ·), f (t, ·)). (8)

with initial data
f (0, v) = fin(v). (9)

As a consequence of formula (5), the solutions of the Landau equation (8), (9) satisfy
(at least formally) the conservation of mass, momentum and energy, that is

∫
R3

f (t, v)

⎛
⎝ 1

vi
|v|2/2

⎞
⎠ dv =

∫
R3

fin(v)

⎛
⎝ 1

vi
|v|2/2

⎞
⎠ dv. (10)

They also satisfy (at the formal level) the entropy identity (first part of Boltzmann’s
H-theorem)

d

dt
H( f (t, ·)) = −Dψ( f (t, ·)) ≤ 0, (11)

where H := H( f ) is the entropy functional (defined on functions from R
3 to R+):

H( f ) :=
∫
R3

f (v) ln f (v) dv, (12)

and Dψ is the entropy dissipation functional defined in (6).
As stated in detail in [14], identities (10) and (11) naturally furnish an a priori

estimate (when the initial data have a finite mass, energy and entropy): indeed
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sup
t∈[0,T ]

∫
v∈R3

f (t, v)

(
1 + |v|2

2
+ | ln f (t, v)|

)
dv (13)

+
∫ T

0
Dψ( f (t, ·)) dt ≤ C(T,Min),

where the constant C(T,Min) only depends on T and

Min =
∫
v∈R3

fin(v)

(
1 + |v|2

2
+ | ln( fin(v))|

)
dv.

As a consequence (remembering that Dψ( f ) is a nonnegative quantity), any (non-
negative) lower bound of Dψ( f ) will naturally yield an a priori estimate for the
solutions of the Landau equation (when the initial data have a finite mass, energy
and entropy).

One of the first such lower bounds appeared in [17] in the case when ψ is a
so-called “overMaxwellian” cross section, that is ψ(z) ≥ c0 |z|2, for some c0. The
context there was the study of the large time behavior of the Landau equation, and
the lower bound was the relative Fisher information of f .

This result was substantially improved in [14], in order to include soft potentials
including the Coulomb potential, but with the (non relative) Fisher information as a
lower bound. An estimate of the same type but involving the relative Fisher informa-
tion will be provided in a paper in preparation, cf. [10], and is related to Cercignani’s
conjecture (cf. [15] and the references therein).

In the sequel, we denote by L1
p(R

3) the set of functions which have a moment of
order p, that is f (1 + |v|p) in L1(R3), and by L ln L the set of functions such that
f ln f is in L1(R3).
The main theorem of [14] writes (in dimension 3 here, cf. [14] for the same result

in higher dimension).

Theorem 1 Let f := f (v) ≥ 0, belonging to L1
2 ∩ L ln L(R3), be such that

∫
f | ln

f | dv ≤ H̄ , for some H̄ > 0. Let ψ satisfy

∀z ∈ R
3, ψ(z) ≥ c0 inf(1, |z|γ1+2),

for some c0 > 0 and γ1 ≤ 0.
Then, there exists a constant C := C(

∫
f dv,

∫
f v dv,

∫
f |v|2/2 dv, H̄ ,

γ1, c0) > 0 which (explicitly) depends only on the mass, momentum, energy, (an
upper bound of the) entropy and the parameters of the lower bound on ψ (that is, γ1
and c0), such that

∫
R3

|∇√ f (v)|2 (1 + |v|2)inf(γ1/2,−1) dv ≤ C (1 + Dψ( f )),

where Dψ( f ) is defined in (6).
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The inequality in this theorem is an entropy dissipation estimate which enables
to control a weighted H 1(R3) norm of

√
f (that is, a weighted Fisher information)

by the Landau entropy dissipation Dψ of the Landau operator.
It is related to some other results linking smoothness to the dissipation of a Lya-

pounov (entropy) functional. In the case of the Boltzmann equation without cutoff,
such estimates were proven in [1–4, 18–20, 22, 25] (cf. also the older attempts, more
related to the large time behavior of the equation than to the issue of smoothness) in
[8, 9, 12], and used for example in [5] (formula (70) p. 30, Lemma 13, p. 35, and
Remark p. 36).

This theorem can be seen as a mixture of the estimates proven in [2], where the
Boltzmann equation with general cross sections is considered, but where the large
velocities are not part of the estimate, and the estimates proven in [17], in which
the large velocities are treated, but only the Landau operator with overMaxwellian
molecules is considered. It is also related to the Remark p. 36 in [5].

An important feature of Theorem1 is the fact that the constant C appearing in
the estimate only depends on quantities which are known to be controlled in the
evolution of the spatially homogeneous Landau equation (8), (9), provided that they
are initially finite (namely, themass, momentum and (an upper bound of the) entropy,
cf. the a priori estimate (13)). This feature ensures that applying Theorem1 to the
solution at time t of this equation (and with such initial data), we end up with a new
a priori estimate for its solutions. In this way, it was possible to improve in [14]
the existence theory for the Landau equation with very soft potentials (including
the Coulomb case) as well as to recover recent results obtained on moderately soft
potentials by Wu (cf. [26]).

Our goal in this work is to establish an extension of Theorem1 to the case of
more general cross sections ψ (that is which are not moderately soft potentials or
very soft potentials like in [14], and not of Maxwell molecules type like in [17]). We
indeed would like to be able to treat general soft potentials, that is ψ which decay at
infinity like a negative power law (more precisely, cross sections ψ which are such
that ψ(z) ∼ |z|γ+2 when z → 0, for γ < 0), or even ψ which decay very quickly at
infinity (like a negative exponential of a power law, or even a negative exponential of
an exponential of a power law). We would also like to be able to treat cross sections
ψ which are such that ψ(z) ∼ |z|γ+2 when z → 0, for γ ∈]0, 2[, that is, general hard
potentials.

Though those extensions have no direct applications to physics, they enable to
understand the proof of Theorem1more deeply than in [14] (especially the treatment
of the determinant appearing in the denominator ofCramer’s formula, see below), and
provide the occasion of computing explicitly bounds for the constants appearing in
the estimates of Dψ( f ) (something that was done in [14] only for radially symmetric
functions f ).

We propose first an abstract (functional) result, which holds for any cross section
ψ ≥ 0, and will then be used in order to provide estimates for specific cases of ψ.
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Theorem 2 Let f := f (v) ≥ 0, M := M(v) ≥ 0, and φ := φ(|v|2/2) ≥ 0 be func-
tions such that the right-hand side of inequality (14) below is finite.

Then

∫
R3

|∇√ f (v)|2 M(v) dv ≤ 3Δφ( f )
−2

(∫
R3

φ(|w|2/2) f (w) < w >2 dw

)4

(14)

×
{
12

[ ∫
R3

f (v) < v >2 M(v) dv

] [
3

(∫
R3

f (w) < w > φ(|w|2/2) dw
)2

+ 8

(∫
R3

f (w) < w >2 |φ′(|w|2/2)| dw
)2 ]

+ 24 Dψ( f ) sup
v∈R3

M(v)

(∫
R3

f (w)φ2(|w|2/2) |v − w|2
ψ(|v − w|) < w >2 dw

)}
,

where (here and in all the rest of the paper) < v >= (1 + |v|2)1/2, and

Δφ( f ) := Det

(∫
R3

f (w)φ(|w|2/2)
⎡
⎣ 1 wi w j

wi w2
i wi w j

w j wi w j w2
j

⎤
⎦ dw

)
.

This functional estimate leads to the following corollary, which still holds for
any cross section ψ ≥ 0, but can in practice be used only when z 
→ ψ(z)/|z|2 is
bounded below by a strictly positive constant on each bounded set of R3 (typically,
for general soft potentials, but not (general or not) hard potentials).

Corollary 2.1 Let f := f (v) ≥ 0, belonging to L1
2 ∩ L ln L(R3) and such that

Dψ( f ) is finite. We also suppose that M := M(v) ≥ 0 is bounded, and that φ ≥ 0 is
C1, bounded, with φ′ also bounded.

Then ∫
R3

|∇√ f (v)|2 M(v) dv ≤ 72Δφ( f )
−2 ||φ||4∞ E 5

f (15)

×
[
||M ||∞

(
3

2
||φ||2∞ + 4 ||φ′||2∞

)
E 2

f + β Dψ( f )

]
,

where (here and in all the rest of the paper)

E f :=
∫
R3

f (v) (1 + |v|2) dv,
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and β > 0 is any number such that

∀v,w ∈ R
3, M(v)φ2(|w|2/2) ≤ β

ψ(|v − w|)
|v − w|2 . (16)

Note also that in this result and its corollaries below (Corollaries2.2, 2.3 and 2.4),
up to the quantity Δφ( f ) which will be discussed later, the only dependence of the
constants w.r.t. f is that of E f , that is, a dependence through quantities which are
constant in the evolution of the spatially homogeneous Landau equation (8), (9).

This estimate leads in turn to a family of corollaries (Corollaries2.2, 2.3 and 2.4),
which hold for functions ψ satisfying various lower bounds.

We start with the case when ψ satisfies a lower bound corresponding to a nonpos-
itive power law including general soft potentials.

Corollary 2.2 Let f := f (v) ≥ 0, belonging to L1
2 ∩ L ln L(R3), and ψ satisfying

the lower bound ψ(z) ≥ c0 |z|2+γ for some c0 > 0, γ ≤ 0. We assume that Dψ( f ) is
finite.

Then ∫
R3

|∇√ f (v)|2 < v >γ dv ≤ 72Δφ( f )
−2 E 5

f (17)

×
[
(
3

2
+ |γ|2)E 2

f + c−1
0 2sup(0,|γ|−1)+sup(2−|γ|,0) Dψ( f )

]
,

and
φ(z) = (1 + 2z)γ/4.

Note that Corollary2.2 (together with Proposition4 below) gives a completely
explicit estimate in Theorem1 of [14]. Our feeling is that the exponent γ in the
weight appearing in estimate (17) is optimal. This result (like those of Corollar-
ies2.3 and 2.4 below), together with the bound appearing in Proposition4 onΔφ( f ),
enables the building of an existence theory of standard weak solutions (that is, the
concept of H-solutions appearing in [24] is not needed here) for the related spatially
homogeneous Landau equations, provided that ψ has no too strong singularities (for
example singularities at point 0 strictly weaker than ψ(z) ∼ |z|−2 can be handled).
We refer to [14] for that kind of applications to the spatially homogeneous Landau
equation.

Next we turn to the case when ψ can decay much more rapidly at infinity, namely
like an exponential of a power.

Corollary 2.3 Let f := f (v) ≥ 0, belonging to L1
2 ∩ L ln L(R3), and ψ satisfying

the lower bound: ψ(z)
|z|2 ≥ c0 e−c1 |v|δ , for some c0, c1, δ > 0. We assume that Dψ( f ) is

finite.
Then ∫

R3
|∇√ f (v)|2 e−c̃1 |v|δ dv ≤ 72Δφ( f )

−2 e−2c̃1 (18)
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×E 5
f

([
3

2
e−c̃1 + sup

(
4, 4 (c̃1 δ)2−4/δ (2 δ − 2)4/δ e−2+2/δ

) ]
E 2

f + c−1
0 Dψ( f )

)
,

and
φ(z) = e− c̃1

2 (1+2z)δ , c̃1 = c1 2
sup(0,δ−1).

In estimate (18), it is not clear whether the weight e−c1 2sup(δ−1,0) |v|δ is optimal. We
believe however that the optimal weight, if it exists, should be of the same general
shape (that is, an exponential of a power δ), or close to such a shape.

Finally we turn to the case whenψ can decay evenmore rapidly at infinity, namely
like an exponential of an exponential of a power. For this extreme situation, rather
than giving a result concerning all possible decays,we focus on a special case, namely
when ψ(z) ≥ e− e|z|

, for which it is possible to write a quite simple estimate.

Corollary 2.4 Let f := f (v) ≥ 0, belonging to L1
2 ∩ L ln L(R3), and ψ satisfying

the lower bound: ψ(z)
|z|2 ≥ exp (−e|z|). We assume that Dψ( f ) is finite.

Then

∫
R3

|∇√ f (v)|2 e−3 e3 |v|
dv ≤ 72Δφ( f )−2 E 5

f e
−9

(
e−3

(
3

2
e−3 + 81

)
E 2
f + 3 Dψ( f )

)
,

(19)

and

φ(z) = exp(−3

2
e3

√
2z).

As in the previous corollary, one can observe that the weight appearing in the
Fisher information is different from the cross section z 
→ �(|z|)

|z|2 , it is also not optimal.
We then consider the case of cross sections which are not strictly positive at

point 0, so that Corollary2.1 cannot be used, andwe have to come back to Theorem2.
We propose first the following result, which enables to treat as a special case hard
potentials.

Corollary 2.5 Let f := f (v) ≥ 0, belonging to L1
2 ∩ L ln L(R3), and ψ satisfying

the following lower bound: ψ(z) ≥ c0 inf(|z|2, |z|γ+2), with c0 > 0 and γ ∈]0, 3[.
We assume that Dψ( f ) is finite.

Then ∫
R3

|∇√ f (v)|2 dv ≤ 3Δφ( f )
−2 E 4

f

{
132 E 3

f (20)

+ 24 c−1
0 Dψ( f )

(
E f +

(
4π (p − 1)

3 (p − 1) − γ p)

)1−1/p

|| f ||L p

)}
,

for all p > 3
3−γ

, and

φ(z) = (1 + 2z)−1/2.
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In Corollary2.5, we made no effort to obtain a better weight (than 1) in the r.h.s.
of estimate (20). We will discuss this issue in Corollary2.7. Note also that an L p

(with p > 1) norm of f appears in the constants of the estimate. Such a quantity is
not constant in the evolution of the Landau equation, but is sometimes propagated
(or even created), cf. for example [16].

When γ is not too large (that is, for general hard potentials, i.-e. γ < 2), it is
possible to use a Sobolev estimate and an interpolation inequality, in order to get rid
of the L p norm in the result above. The price to pay is the appearance of an exponent
larger than 1 for the entropy dissipation D( f ) appearing in the estimate.

Corollary 2.6 Let f := f (v) ≥ 0, belong to L1
2 ∩ L ln L(R3), and ψ satisfying the

following lower bound: ψ(z) ≥ c0 inf(|z|2, |z|γ+2), with c0 > 0 and γ ∈]0, 2[. We
assume that Dψ( f ) is finite.

Then for any p ∈] 3
3−γ

, 3[,
∫
R3

|∇√ f (v)|2 dv ≤ 792Δφ( f )
−2 E 7

f + 144Δφ( f )
−2 E 5

f c
−1
0 Dψ( f ) (21)

+1441/(1−θ) (1 − θ) θθ/(1−θ)

(
4π (p − 1)

3 (p − 1) − γ p)

) 1−1/p
1−θ

c−1/(1−θ)
0 Cθ/(1−θ)

s E 1+4/(1−θ)
f

×Δφ( f )
−2/(1−θ) Dψ( f )1/(1−θ),

where θ := 3 (p−1)
2p , and Cs is the constant appearing in a Sobolev estimate (cf. proof

of Corollary2.6).

This result, together with the bound appearing in Proposition4 onΔφ( f ), enables
to obtain a new a priori estimate for the solutions f (t, v) of the Landau equation
with (general) hard potentials, when the initial data have a finite mass, energy and

entropy. It gives indeed a bound for

(∫ |∇v
√

f (t, v)|2dv
)1−θ

in L1([0, T ]) for all
T > 0. This result, related to the regularization effect of the Landau equation, is to
be compared with the results of the same kind obtained in [16]. There, much more
informations on the smoothness of the solution are provided, but only under extra
assumptions on the initial data (and on the cross section ψ).

The interpolation procedure used here is reminiscent of those used in [17], or, in
the context of the Boltzmann equation, in [23].

If we now suppose that ψ is growing at infinity at least as fast as | · |γ+2 (like in
general hard potentials), then we can get a slightly better estimate than (20), in which
the weight < · >γ appears. Namely we obtain the

Corollary 2.7 Let f := f (v) ≥ 0, belong to L1
2 ∩ L ln L(R3), and ψ satisfying the

following lower bound: ψ(z) ≥ c0 |z|γ+2, with c0 > 0 and γ ∈]0, 3[. We assume that
Dψ( f ) is finite.
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Then
∫
R3

|∇√ f (v)|2 < v >γ dv ≤ 36Δφ( f )−2 E 4
f

{(
3 + 8

(γ

2
+ 1

)2)
E 2
f

∫
R3

f (w) < w >2+γ dw

(22)

+ 24 c−1
0 Dψ( f )

(
[2 3

2 γ + 2γ]E f + 3γ/2

(
4π (p − 1)

(3 − γ) p − 3)

)1−1/p

|| f ||L p

)}
,

where p > 3
3−γ

, and

φ(z) = (1 + 2z)−
γ
4 − 1

2 .

Note that in this result, themoment
∫

f (w) < w >2+γ dw appears in the estimate
(as well as || f ||L p , which already appeared in estimate (20)). This moment is not
constant in the evolution of the spatially homogeneousLandau equation (with general
hard potentials). It is however sometimes propagated, or even created (cf. [16]).

We now complete the estimates appearing in Corollaries2.1–2.7 by a lower bound
on Δφ( f ). We start with a proposition showing that Δφ( f ) is somehow bounded
below by a quantity which can be equal to 0 only when f is concentrated on a
hyperplane (provided that φ > 0 a.e.).

Proposition 3 Let f := f (v) ≥ 0 belong to L1
2(R

3).
Then, for all i, j ∈ {1, 2, 3} such that i �= j , and ε > 0, R > 0,

Δφ( f ) := Det

⎛
⎝
∫
R3

φ(|v|2/2) f (v)

⎡
⎣ 1 vi v j
vi v2i vi v j
v j vi v j v2j

⎤
⎦ dv

⎞
⎠

≥ ε6 inf
B(0,R)

φ

( | · |2
2

)3 (∫
B(0,R)

f (v) dv (23)

− sup
λ2+μ2+ν2=1

∫
B(0,R)

f (v) 1{|λ+μ vi+ν v j |≤ε} dv
)3

.

With this result in mind, any estimate on f which prevents concentration on
zero-measure sets or at infinity can now be used to bound Δφ( f ) from below. Con-
centration on large velocities will be prevented by using the energy of f (remember
that this quantity is constant during the evolution of Landau’s equation). Concentra-
tion on zero-measure sets can be achieved (with efficiency from the point of view
of numerical constants) if one uses some L p estimate for f (cf. [17]). Though L p

regularity is known to be propagated (or even created) in some cases for the spatially
homogeneous Landau equation, we however prefer to use L ln L regularity, which
is much less efficient (from the point of view of numerical constants), but which can
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be obtained for all solutions of the spatially homogeneous Landau equation, as soon
as the initial mass, energy and entropy are finite.

We provide therefore the following estimate:

Proposition 4 Let f := f (v) ≥ 0 belong to L1
2(R

3), and assume that H( f ) ≤ H̄ .
Then, for all i, j ∈ {1, 2, 3} such that i �= j , we have the estimate

Δφ( f ) ≥
(
1

4

∫
f (v) dv

)3

inf
B(0,sup(1,2 (

∫
f (v) v2 dv/

∫
f (v) dv)1/2))

φ

( | · |2
2

)3

(24)

× inf

[
2−6, 2−42

(∫
f (v) dv

)6
e−24H̄ (

∫
f (v) dv)

−1
sup

(
1, 2−18

( ∫
f (v) dv∫

f (v) v2 dv

)9 )]
.

As can be seen, this estimate can be used (together with Corollaries 2.1–2.6) in
order to yield a priori estimates for the solutions of the spatially homogeneousLandau
equation, since it involves (when φ is strictly positive a.e.) only the mass, energy and
(an upper bound of the) entropy of f , all quantities which are known to be controlled
for those solutions.

We now briefly explain what are the possible extensions of the results presented
in this section.

We first observe that for cross sections ψ which are bounded below (by a strictly
positive constant) on all bounded subsets, it is most probably possible to extend the
results stated in Corollaries2.2, 2.3 and 2.4 to some ψ which are decaying at infinity
even more rapidly than an exponential of exponential. Our feeling is that the more ψ
rapidly decays at infinity, the less optimal the final weight appearing in the estimate
of the entropy dissipation will be, if one uses Corollary2.1. It becomes indeed more
and more difficult to bound from below a function of v − w by a tensor product (that
is, a function of v multiplied by a function of w) when this function tends quickly
towards 0 at infinity.

One can also dealwith functionsψwhich havemore than one point of cancellation,
at least if those points constitute a finite set, and if the cancellation at each point is
not stronger than |z − z0|q , with q < 3. As in Corollary2.5, some L p norm of f will
then appear in the estimate of the entropy dissipation, which can be dealt with as in
Corollary2.6 if q < 2.

Finally, one can in principle deal with functions ψ which both cancel at a finite
number of points, and which have a specific behavior at infinity. When ψ is growing
at infinity more than z 
→ |z|2, we can get results analogous to Corollary2.7, while
if z 
→ ψ(z)/|z|2 is decaying at infinity, one can get an estimate in which some
(decaying) weight appears, and where some L p norm of f also appears (that is,
some mixture of Corollaries2.2, 2.3 and 2.4 with Corollary2.5).

All the results presented in Sect. 1 are proven in Sect. 2.
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2 Proofs of the Theorems

We begin with the

Proof of Theorem 2: We start as in the proof of the corresponding theorem in [14].
We first observe that (for all x, y ∈ R

3)

yT (|x |2 I d − x ⊗ x) y = 1

2

∑
i, j∈{1,2,3}

|xi y j − x j yi |2,

so that

Dψ( f ) = 1

4

∑
i, j∈{1,2,3}

∫ ∫
R3×R3

f (v) f (w)
ψ(|v − w|)
|v − w|2

∣∣∣q f
i j (v,w)

∣∣∣2 dvdw,

where (for i, j ∈ {1, 2, 3}, i �= j),

q f
i j (v,w) := (vi − wi )

(
∂ j f (v)

f (v)
− ∂ j f (w)

f (w)

)
− (v j − wj )

(
∂i f (v)

f (v)
− ∂i f (w)

f (w)

)

=
[
vi

∂ j f (v)

f (v)
− v j

∂i f (v)

f (v)

]
+ wj

∂i f (v)

f (v)
− wi

∂ j f (v)

f (v)

−vi
∂ j f (w)

f (w)
+ v j

∂i f (w)

f (w)
+
[
wi

∂ j f (w)

f (w)
− wj

∂i f (w)

f (w)

]
.

Then, instead of usingw 
→ χ(w) e−λw2
f (w), whereχ is a polynomial of degree 1

as in [14], we use the functions w 
→ χ(w)φ(|w|2/2), where φ is a generic radially
symmetric function. Picking i, j ∈ {1, 2, 3}, i �= j , we see that for χ(w) = 1,

∫
R3

q f
i j (v,w) φ(|w|2/2) f (w) dw =

[
vi

∂ j f (v)

f (v)
− v j

∂i f (v)

f (v)

](∫
R3

φ(|w|2/2) f (w) dw

)

+
(∫

R3
wj φ(|w|2/2) f (w) dw

)
∂i f (v)

f (v)
−
(∫

R3
wi φ(|w|2/2) f (w) dw

)
∂ j f (v)

f (v)

+ vi

(∫
R3

wj φ
′(|w|2/2) f (w) dw

)
− v j

(∫
R3

wi φ
′(|w|2/2) f (w) dw

)
.

Then, for χ(w) = wi ,

∫
R3

q f
i j (v,w)wi φ(|w|2/2) f (w) dw =

[
vi

∂ j f (v)

f (v)
− v j

∂i f (v)

f (v)

](∫
R3

wi φ(|w|2/2) f (w) dw

)
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+
(∫

R3
wj wi φ(|w|2/2) f (w) dw

)
∂i f (v)

f (v)
−
(∫

R3
w2
i φ(|w|2/2) f (w) dw

)
∂ j f (v)

f (v)

+ vi

(∫
R3

wi w j φ
′(|w|2/2) f (w) dw

)
− v j

(∫
R3

(φ(|w|2/2) + w2
i φ′(|w|2/2)) f (w) dw

)

+
∫
R3

wj φ(|w|2/2) f (w) dw.

Exchanging i and j (or, equivalently, taking χ(w) = wj ), we get the identity

∫
R3

q f
i j (v,w)wj φ(|w|2/2) f (w) dw =

[
vi

∂ j f (v)

f (v)
− v j

∂i f (v)

f (v)

](∫
R3

wj φ(|w|2/2) f (w) dw

)

−
(∫

R3
wj wi φ(|w|2/2) f (w) dw

)
∂ j f (v)

f (v)
+
(∫

R3
w2

j φ(|w|2/2) f (w) dw

)
∂i f (v)

f (v)

− v j

(∫
R3

wi w j φ
′(|w|2/2) f (w) dw

)
+ vi

(∫
R3

(φ(|w|2/2) + w2
j φ

′(|w|2/2)) f (w) dw

)

−
∫
R3

wi φ(|w|2/2) f (w) dw.

Considering the above identities as a 3 × 3 system for the unknowns vi
∂ j f (v)
f (v) −

v j
∂i f (v)
f (v) , ∂i f (v)

f (v) and ∂ j f (v)
f (v) , and usingCramer’s formulas, we end upwith the following

formula for ∂i f (v)
f (v) :

∂i f (v)

f (v)
= Δφ( f )

−1

× Det

(∫
R3

φ(|w|2/2) f (w)

⎡
⎢⎣

1 wi q f
i j (v,w) + P1( f )(v,w)

wi w2
i q f

i j (v,w)wi + P2( f )(v,w)

wj wi w j q
f
i j (v,w)wj + P3( f )(v,w)

⎤
⎥⎦ dw

)
,

where

P1( f )(v,w) = v j
wi φ

′(|w|2/2)
φ(|w|2/2) − vi

w j φ
′(|w|2/2)

φ(|w|2/2) ,

P2( f )(v,w) = v j
[φ(|w|2/2) + w2

i φ′(|w|2/2)]
φ(|w|2/2) − vi

wi w j φ
′(|w|2/2)

φ(|w|2/2) − wj ,

P3( f )(v,w) = v j
wi w j φ

′(|w|2/2)
φ(|w|2/2) − vi

[φ(|w|2/2) + w2
j φ

′(|w|2/2)]
φ(|w|2/2) + wi .
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Then, ∣∣∣∣∂i f (v)

f (v)

∣∣∣∣ ≤ 2Δφ( f )
−1

(∫
R3

φ(|w|2/2) f (w) (1 + |w|2) dw
)2

×
(∫

R3
φ(|w|2/2) f (w)

[ 3∑
k=1

|Pk( f )(v,w)| dw + |q f
i j (v,w)| (1 + |wi | + |w j |)

]
dw

)

≤ 2Δφ( f )
−1

(∫
R3

φ(|w|2/2) f (w) (1 + |w|2) dw
)2

×
(

(1 + |vi | + |v j |)
∫
R3

f (w)

[
φ(|w|2/2) (1 + |wi | + |wj |) + |φ′(|w|2/2)| (|wi | + |wj | + 2 |w|2)

]
dw

+
∫
R3

f (w)φ(|w|2/2) |q f
i j (v,w)| (1 + |wi | + |wj |) dw

)

≤ 2Δφ( f )
−1

(∫
R3

φ(|w|2/2) f (w) < w >2 dw

)2

×
(√

3 < v >

∫
R3

f (w)

[√
3 < w > φ(|w|2/2) + 2

√
2 < w >2 |φ′|(|w|2/2)

]
dw

+√
3
∫
R3

f (w)φ(|w|2/2) |q f
i j (v,w)| < w > dw

)
.

Then ∫
R3

f (v)

∣∣∣∣∂i f (v)

f (v)

∣∣∣∣
2

M(v) dv

≤ 4Δφ( f )
−2

(∫
R3

φ(|w|2/2) f (w) < w >2 dw

)4

×
(
6
∫
R3

f (v) < v >2 M(v) dv

×
∣∣∣∣
∫
R3

f (w)

[√
3 < w > φ(|w|2/2) + 2

√
2 < w >2 |φ′|(|w|2/2)

]
dw

∣∣∣∣
2

+ 6
∫
R3

f (v) M(v)

∣∣∣∣
∫
R3

f (w)φ(|w|2/2) |q f
i j (v,w)| < w > dw

∣∣∣∣
2

dv

)

≤ 4Δφ( f )
−2

(∫
R3

φ(|w|2/2) f (w) < w >2 dw

)4
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×
{
12

∫
R3

f (v) < v >2 M(v) dv

[
3

(∫
R3

f (w) < w > φ(|w|2/2) dw
)2

+ 8

(∫
R3

f (w) < w >2 |φ′|(|w|2/2) dw
)2 ]

+ 6
∫
R3

f (v) M(v)

(∫
R3

f (w) |q f
i j (v,w)|2 ψ(|v − w|)

|v − w|2 dw

)

×
(∫

R3
f (w)φ2(|w|2/2) < w >2 |v − w|2

ψ(|v − w|)dw
)}

≤ 4Δφ( f )
−2

(∫
R3

φ(|w|2/2) f (w) < w >2 dw

)4

×
{
12

∫
R3

f (v) < v >2 M(v) dv

[
3

(∫
R3

f (w) < w > φ(|w|2/2) dw
)2

+ 8

(∫
R3

f (w) < w >2 |φ′|(|w|2/2) dw
)2 ]

+ 24 Dψ( f ) sup
v∈R3

M(v)

(∫
R3

f (w)φ2(|w|2/2) |v − w|2
ψ(|v − w|) < w >2 dw

)}
.

We conclude the proof of Theorem2 by noticing that

∫
R3

|∇√ f (v)|2 M(v) dv = 1

4

3∑
i=1

∫
R3

f (v)

∣∣∣∣∂i f (v)

f (v)

∣∣∣∣
2

M(v) dv.

�

We now turn to the proofs of the corollaries of this theorem.

Proof of Corollary 2.1: It is a direct consequence of Theorem 2 and the bounds
assumed on M , φ and ψ. �

Proof of Corollary 2.2: We recall that ψ(z) ≥ c0 |z|γ+2. Using the elementary
inequalities

∀x, y, p ∈ R+, (x + y)p ≤ 2sup(p−1,0) (x p + y p),

∀x, y, p ∈ R+, x p + y p ≤ 2sup(1−p,0) (x + y)p,
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we see that (for any γ < 0, v,w ∈ R
3)

|v − w||γ| ≤ 2sup(|γ|−1,0) (|v||γ| + |w||γ|)

≤ 2sup(|γ|−1,0)+sup(2−|γ|,0) < v >|γ| < w >|γ| .

Then taking
M(v) =< v >γ, φ(z) = (1 + 2z)γ/4,

we see that assumption (16) holds provided that β = c−1
0 2sup(|γ|−1,0)+sup(2−|γ|,0).

Noticing that
||M ||∞ = 1, ||φ||∞ = 1, ||φ′||∞ = γ/2.

and using Corollary2.1, we get Corollary2.2. �

Proof of Corollary 2.3: We recall that ψ(z) ≥ c0 e−c1 |z|δ . Still using the elementary
inequalities used in the proof of Corollary2.2, we see that (for all v,w ∈ R

3)

ec1 |v−w|δ ≤ ec̃1 |v|δ ec̃1 <w>δ

,

with c̃1 = c1 2sup(0,δ−1), so that taking

M(v) = e−c̃1 |v|δ , φ(z) = e− c̃1
2 (1+2z)δ ,

we see that assumption (16) holds provided that β = c−1
0 . We then observe that

||M ||∞ = 1, ||φ||∞ = e− c̃1
2 , ||φ′||∞ ≤ sup

(
1, c̃1 δ

(
2(δ − 1)

c̃1 δ

)2/δ

e−1+1/δ

)
.

Using Corollary2.1, we get Corollary2.3. �

Proof of Corollary 2.4: We recall that ψ(z) ≥ exp(−e|z|). Then

exp(e|v−w|) ≤ exp(e|v| e|w|)

≤ 1 + e|v| e|w| +
∞∑
k=2

1

k (k − 1)

ek|v|

[(k − 2)!]1/2
ek|w|

[(k − 2)!]1/2 .

If we introduce

uk := ek|v|

[(k − 2)!]1/2 ,

we see that
uk+1 ≤ uk ⇐⇒ k ≥ 1 + e2 |v|.
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Then, the sequence uk reaches its maximum when k = [2 + e2 |v|], so that (for all
k ≥ 2)

uk ≤ exp(|v| (2 + e2 |v|))
([e2 |v|]!)1/2 ,

and finally

exp(e|v−w|) ≤ 1 + e|v| e|w| +
( ∞∑
k=2

1

k (k − 1)

)
exp(|v| (2 + e2 |v|))

([e2 |v|]!)1/2
exp(|w| (2 + e2 |w|))

([e2 |w|]!)1/2
(25)

≤ 1 + e|v| e|w| + exp(|v| (2 + e2 |v|)) exp(|w| (2 + e2 |w|))

≤ 3 exp(3 e3 |v|) exp(3 e3<w>).

We then introduce

M(v) := exp(−3 e3 |v|), φ(z) = exp

(
−3

2
e3

√
1+2z

)
,

so that

φ′(z) = − exp

(
−3

2
e3

√
1+2z

)
9

2

√
1

1 + 2z
e3

√
1+2z .

We see that

||M ||∞ = e−3, ||φ||∞ = e− 3
2 , ||φ′||∞ ≤ 9

2
.

Using estimate (25), we obtain the estimate

M(v)φ(|w|2/2) ≤ 3 exp(−e|v−w|)

≤ β
ψ(|v − w|2)

|v − w|2 ,

with β = 3. Using Corollary2.1, we end up with the statement of Corollary2.4. �

Proof of Corollary 2.5: We introduce

M(v) = 1, φ(z) = (1 + 2z)−1/2,

so that
φ′(z) = −(1 + 2z)−3/2.
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Then, using Theorem2, we see that

∫
R3

|∇√ f (v)|2 dv ≤ 3Δφ( f )
−2 E 4

f

{
132 E 3

f

+ 24 c−1
0 Dψ( f ) sup

v∈R3

∫
f (w) sup(1, |v − w|−γ) dw

}
.

We now observe that

sup
v∈R3

∫
f (w) sup(1, |v − w|−γ) dw ≤ E f + || f ∗ | · |−γ 1{|·|≤1}||L∞ .

Then, Young’s inequality for convolutions ensures that, for any p > 3
3−γ

,

|| f ∗ | · |−γ 1{|·|≤1}||L∞ ≤ || f ||L p

(
4π(p − 1)

(3 − γ) p − 3

)1−1/p

.

This concludes the proof of Corollary2.5. �

Proof of Corollary 2.6:We first write on
√

f the Sobolev inequality corresponding
to the Sobolev embedding H 1(R3) ⊂ L6(R3), that is

|| f ||L3 ≤ Cs ||∇√ f ||2L2 , (26)

where Cs > 0 is the (best) constant appearing in the Sobolev inequality.
Denoting

a := 396Δφ( f )
−2 E 7

f ,

b := 72Δφ( f )
−2 E 5

f c
−1
0 ,

c := 72Δφ( f )
−2 E 4

f c
−1
0

(
4π (p − 1)

3 (p − 1) − γ p)

)1−1/p

,

we see thanks to Corollary2.5, Hölder’s inequality, and the Sobolev inequality (26)
that ∫

R3
|∇√ f (v)|2 dv ≤ a + Dψ( f ) (b + c || f ||L p )

≤ a + Dψ( f ) (b + c || f ||θL3 E
1−θ
f )

≤ a + Dψ( f )

[
b + c Cθ

s E
1−θ
f

(∫
R3

|∇√ f (v)|2 dv
)θ ]

,
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where θ = 3 (p−1)
2p ∈]0, 1[ for some p ∈] 3

3−γ
, 3[ small enough (remember that γ ∈

]0, 2[, so that such a choice is possible).
Then, denoting q = ∫

R3 |∇√
f (v)|2 dv, we end up with the inequality

q ≤ a + Dψ( f )

[
b + c Cθ

s E
1−θ
f qθ

]
.

Thanks to Young’s inequality (applied with conjugate numbers 1/θ and 1/(1 − θ)),
we get for any d > 0

qθ ≤ θ d q + (1 − θ) d−θ/(1−θ).

As a consequence,

q ≤ a + Dψ( f ) b + c E 1−θ
f Cθ

s Dψ( f ) θ d q + c E 1−θ
f Cθ

s Dψ( f ) (1 − θ) d−θ/(1−θ).

Selecting d = 1
2 c

−1 E θ−1
f C−θ

s Dψ( f )−1 θ−1, in such a way that

c E 1−θ
f Cθ

s Dψ( f ) θ d q = q/2,

we end up with the estimate

q ≤ 2a + 2 Dψ( f ) b + c1/(1−θ) E f C
θ/(1−θ)
s (1 − θ) θθ/(1−θ) 21/(1−θ) Dψ( f )1/(1−θ).

Recalling the definition of a, b, c, q, θ, we obtain Corollary2.6. �
Proof of Corollary 2.7: We introduce

M(v) =< v >γ, φ(z) = (1 + 2z)−
γ
4 − 1

2 ,

so that
||φ||∞ ≤ 1, ||φ′||∞ ≤ γ

2
+ 1.

Then, using Theorem2, we see that

∫
|∇√ f (v)|2 < v >γ dv ≤ 36Δφ( f )−2 E 4

f

{(
3 + 8

(γ

2
+ 1

)2)
E 2
f

∫
f (w) < w >2+γ dw

+ 24 c−1
0 Dψ( f ) sup

v∈R3

< v >γ

∫
f (w) < w >−γ |v − w|−γ dw

}
.

We now estimate

sup
v∈R3

< v >γ

∫
f (w) < w >−γ |v − w|−γ dw



140 L. Desvillettes

≤ 3γ/2 sup
v∈R3

∫
f (w) < w >γ < w >−γ |v − w|−γ 1{|v−w|≤1} dw

+ sup
v∈R3

< v >γ

∫
f (w) < w >−γ |v − w|−γ 1{|v−w|≥1} 1{|w|≤|v|/2} dw

+ sup
v∈R3

< v >γ

∫
f (w) < w >−γ |v − w|−γ 1{|v−w|≥1} 1{|w|≥|v|/2} dw

≤ 3γ/2 || f ∗ | · |−γ 1{|·|≤1}||L∞ + sup
v∈R3

2γ < v >γ

sup(1, |v|γ) || f ||L1

+ sup
v∈R3

< v >γ < v/2 >−γ || f ||L1

≤ 3γ/2 || f ||L p

(
4π(p − 1)

(3 − γ) p − 3

)1−1/p

+ (23γ/2 + 2γ) || f ||L1 .

Using this estimate and the previous one, we get the statement of Corollary2.7

Proof of Proposition 3: Observing that Δφ( f ) is a Grad determinant, we see that
(for all ε > 0, R > 0),

Δφ( f ) ≥
[

inf
λ2+μ2+ν2=1

∫
R3

φ(|v|2/2) f (v) |λ + μ vi + ν v j |2 dv
]3

≥ ε6
[

inf
λ2+μ2+ν2=1

∫
B(0,R)

φ(|v|2/2) f (v) 1{|λ+μ vi+ν v j |≥ε} dv
]3

≥ ε6 inf
B(0,R)

φ

( | · |2
2

)3 (∫
B(0,R)

f (v) dv − sup
λ2+μ2+ν2=1

∫
B(0,R)

f (v) 1{|λ+μ vi+ν v j |≤ε} dv
)3

.

�

Proof of Proposition 4 : Thanks to Proposition3, we know that for all R > 1, ε ∈
]0, 1/2[, A > 1,

Δφ( f ) ≥ ε6 inf
B(0,R)

φ

( | · |2
2

)3 (∫
B(0,R)

f (v) dv − sup
λ2+μ2+ν2=1

∫
B(0,R)

f (v) 1{|λ+μ vi+ν v j |≤ε} dv
)3

.

≥ ε6 inf
B(0,R)

φ

( | · |2
2

)3 (∫
R3

f (v) dv − R−2
∫
R3

f (v) |v|2 dv − H̄ (ln A)−1 − A sup
λ2+μ2+ν2=1

Y{λ,μ,ν,R,ε}
)3

,
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where Y{λ,μ,ν,R,ε} is the Lebesgue measure of the set

{v ∈ R
3, |λ + μ vi + ν v j | ≤ ε} ∩ B(0, R),

and H̄ is any constant larger than
∫

f (v) | ln f (v)| dv.
Using a rotation, we see that supλ2+μ2+ν2=1 Y{λ,μ,ν,R,ε} = supλ2+μ2=1 Z{λ,μ,R,ε},

where Z{λ,μ,R,ε} is the Lebesgue measure of the set

{v ∈ R
3, |λ + μ v1| ≤ ε} ∩ B(0, R).

Then Z{λ,μ,R,ε} ≤ 4 R2 W{λ,μ,R,ε}, where W{λ,μ,R,ε} is the one-dimensional Lebesgue
measure of the set

{v1 ∈ R, |λ + μ v1| ≤ ε} ∩ B(0, R).

As a consequence, for any μ0 > 0, and |μ| ≤ μ0, |v1| ≤ R, λ, μ such that λ2 +
μ2 = 1,

|λ + μ v1| ≥ |λ| − |μ0| R

≥
√
1 − μ2

0 − μ0 R

≥ 1 − μ0 − μ0 R

≥ 1 − 2R μ0.

Taking μ0 = 1−ε
2R , we see that W{λ,μ,R,ε} = 0 if |μ| ≤ μ0.

Then, for |μ| ≥ μ0, W{λ,μ,R,ε} ≤ 2ε
μ0
, so that finally

W{λ,μ,R,ε} ≤ 4ε R

1 − ε
≤ 8ε R,

and
Z{λ,μ,R,ε} ≤ 32 R3 ε.

Taking

R = sup

(
1, 2

(∫
f (v) v2 dv∫
f (v) dv

)1/2
)

,

we see that

R−2
∫

f (v) v2 dv ≤ 1

4

∫
f (v) dv.

Then choosing

A = exp

(
4 H̄∫
f (v) dv

)
,
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we also see that
H̄

ln A
= 1

4

∫
f (v) dv.

Finally, considering

ε = inf

[
2−1, 2−7

∫
f (v) dv exp

(
− 4H̄∫

f (v) dv

)
sup

(
1, 2−3

( ∫
f (v) dv∫

f (v) v2 dv

)3/2
)]

,

we obtain the inequality

32 R3 ε A ≤ 1

4

∫
f (v) dv.

We end up with estimate (24).
This ends the proof of Proposition4. �
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The Boltzmann Equation over RD:
Dispersion Versus Dissipation

François Golse

Abstract The Boltzmann equation of the kinetic theory of gases involves two com-
peting processes. Dissipation—or entropy production—due to the collisions between
gas molecules drives the gas towards local thermodynamic (Maxwellian) equilib-
rium. If the spatial domain is the Euclidean space RD, the ballistic transport of gas
molecules between collisions results in a dispersion effect which enhances the rar-
efaction of the gas, and offsets the effect of dissipation. The competition between
these two effects leads to a scattering regime for theBoltzmann equation overRD with
molecular interaction satisfying Grad’s angular cutoff assumption. The present paper
reports on results in this direction obtained in collaboration with Bardos, Gamba and
Levermore [arxiv:1409.1430] and discusses a fewopen questions related to thiswork.

Keywords Boltzmann equation · Global Maxwellian · Boltzmann collision inte-
gral ·Boltzmann H Theorem · Free transport · Large time limit · Scattering operator

1 The Boltzmann Dynamics over R
D: Two Competing

Processes

The kinetic theory of gases finds its origins in the works of Maxwell and Boltzmann,
published in the second half of the 19th century.

In this theory, the state of a monatomic gas at time t is described by its distribution
function, henceforth denoted F ≡ F(v, x, t) ≥ 0, which is the number density of
gas molecules with velocity v ∈ R

D at the position x ∈ R
D at time t .

An important example of distribution function is

Mρ,u,θ (v) := ρ

(2πθ)
D
2

e− |v−u|2
2θ ,

F. Golse (B)
CMLS, École polytechnique, CNRS, Université Paris-Saclay,
91128 Palaiseau Cedex, France
e-mail: francois.golse@polytechnique.edu

© Springer International Publishing Switzerland 2016
P. Gonçalves and A.J. Soares (eds.), From Particle Systems to Partial
Differential Equations III, Springer Proceedings in Mathematics & Statistics 162,
DOI 10.1007/978-3-319-32144-8_7

145

http://arxiv.org/abs/1409.1430


146 F. Golse

known as theMaxwellianwith density ρ ≥ 0,mean velocity u ∈ R
D and temperature

θ > 0.When the parameters ρ, u, θ are functions of t and x , this distribution function
is referred to as a “local Maxwellian”, whereas the same distribution is called a
“uniform Maxwellian”—or an absolute Maxwellian—if the parameters ρ, u, θ are
independent of t and x .

If the effect of external forces (such as gravity) can be neglected, the dynamics of
gas molecules involves two different physical processes

• collisions between pairs of gas molecules, and
• inertial motion of gas molecules between collisions.

The first process, i.e. the collisions involving pairs of gas molecules, is purely
local and instantaneous, and leads to discontinuities in time in the velocity of gas
molecules. It is described by an integral operator, known as the Boltzmann collision
integral, acting on the v variable only in the distribution function F . The second
process mixes the dependence of the distribution function F in the velocity and
space variables, and is described by the advection (or free transport) operator. The
evolution of the distribution function F is governed by the Boltzmann equation,
which takes the form

∂t F + v · ∇x F︸ ︷︷ ︸
Advection

= B(F, F)︸ ︷︷ ︸
Collision

.

The left hand side of theBoltzmann equation involves the advection (or free transport)
operator describing the ballistic transport of gas molecules between collisions, while
the right hand side is the Boltzmann collision integral.

1.1 Dissipation Effect of Collisions

In order to focus on the collision process and its dynamical implications on the
distribution function, we consider the space homogeneous Boltzmann equation.
Equivalenty, we specialize the Boltzmann equation to distribution functions that are
independent of the position variable x . In other words, we seek distribution functions
of the form F ≡ F(v, t) satisfying

∂t F = B(F, F).

A first important property of the Boltzmann collision integral is the identity

∫
RD

B( f, f )(v)

⎛
⎝ 1

v
1
2 |v|2

⎞
⎠ dv = 0
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satisfied by all measurable functions f ≡ f (v) rapidly decaying as |v| → ∞. Solu-
tions of the space homogeneousBoltzmann equation satisfying this decay assumption
must therefore verify the conservation laws of mass, momentum and energy, i.e.

d

dt

∫
RD

⎛
⎝ 1

v
1
2 |v|2

⎞
⎠ F(v, t) dv = 0.

A second fundamental property of the Boltzmann collision integral is the inequality

∫
RD

B( f, f )(v) ln f (v) dv ≤ 0

satisfied by all measurable functions f ≡ f (v) rapidly decaying as |v| → ∞, and
such that ln f has at most polynomial growth as |v| → ∞. (Any function of the form
f (v) = P(|v|)e−|v|2 where P is a polynomial obviously satisfies this assumption.)
In addition, the inequality above is an equality if and only if f is a Maxwellian.
This second property is known as “Boltzmann’s H Theorem” and has the following
implication. For each nonnegative measurable function F such that

∫
RD

F(v, t)(1 + |v|2) dv < ∞,

define its H -function:

H [F](t) :=
∫
RD

F(v, t) ln F(v, t) dv ∈ R ∪ {+∞}.

Each solution F of the space homogeneous Boltzmann equation satisfying the decay
assumptions mentioned above is such that the function

t 
→ H [F](t) is nonincreasing.

The dissipation of the H -function associated to solutions of the Boltzmann equa-
tion is analogous to the increase of entropy in closed systems, as postulated by the
second principle of thermodynamics. Indeed, the entropy of some amount of an ideal
gas is equal to minus the H -function of its distribution function. There is however
an important difference between the second principle of thermodynamics and Boltz-
mann’s H Theorem. While the former is postulated and of universal bearing, the
latter is rigorously derived from the Boltzmann equation, and therefore applies only
to the dynamics of ideal monatomic gases. Another difference is that Boltzmann’s
H Theorem gives an explicit expression for the entropy production rate, at variance
with the second principle.



148 F. Golse

An important consequence of Boltzmann’s H Theorem is the convergence of solu-
tions of the space homogeneous Boltzmann equation to a Maxwellian equilibrium
in the long time limit, which can be stated as follows. Let F in ≡ F in(v) satisfy

F in ≥ 0 ,

∫
RD

⎛
⎝ 1

v
1
2 |v|2

⎞
⎠ F in(v) dv =

⎛
⎝ ρ∞

ρ∞u∞
1
2ρ

∞(|u∞|2 + 3θ∞)

⎞
⎠

where ρ∞ ≥ 0, u∞ ∈ R
D and θ∞ > 0. Then

F(v, t) → Mρ∞,u∞,θ∞(v) as t → +∞.

In fact, Mρ∞,u∞,θ∞(v) is the minimum point of H [F] as F runs through the set of
nonnegative measurable functions on RD such that

∫
RD

⎛
⎝ 1

v
1
2 |v|2

⎞
⎠ F(v) dv =

⎛
⎝ ρ∞

ρ∞u∞
1
2ρ

∞(|u∞|2 + 3θ∞)

⎞
⎠ .

In other words, the dynamics defined by the space homogeneous Boltzmann equation
is similar to the gradient flow of F 
→ H [F] restricted to the set of distribution
functions satisfying the conservation laws definedby the initial data.With appropriate
decay assumptions on F in, one can prove that F(v, t) converges to Mρ∞,u∞,θ∞(v)
exponentially fast: see [25].

Consider now the (space inhomogeneous) Boltzmann equation set in the spatial
domain T

D = R
D/ZD:

(∂t + v · ∇x )F = B(F, F) , F
∣∣∣
t=0

= F in , v ∈ R
D , x ∈ T

D.

Define

ρ∞ :=
∫∫

RD×TD
F indvdx , u∞ := 1

ρ∞

∫∫
RD×TD

vF indvdx ,

and

θ∞ := 1

ρ∞

∫∫
RD×TD

1
D |v − u∞|2F indvdx .

Desvillettes and Villani [10] have proved that, in the limit as t → ∞, and under
additional assumptions on the initial distribution function F in and on the solution of
the Cauchy problem for the Boltzmann equation, one has

‖F(t) − Mρ∞,u∞,θ∞‖L1(RD×TD) = O(t−m) for all m ≥ 0.
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1.2 Dispersion Effect of Advection in R
D

The dispersion effect of the advection (or free transport) equation set on a spatial
domain that is the Euclidean space RD can be formulated as follows—in its simplest
possible variant.

Let f ≡ f (v, x, t) be the solution of the advection (free transport) equation

∂t f + v · ∇x f = 0 , f
∣∣
t=0 = f in.

Assume that f in ∈ L1(RD
x ; L∞(RD

v)): in other words, for some φ ∈ L1(RD), one
has

0 ≤ f in(v, x) ≤ φ(x) for a.e. (v, x) ∈ R
D× R

D.

Then, for each t > 0 and a.e. x ∈ R
D,

0 ≤ ρ(x, t) :=
∫
RD

f (v, x, t) dv ≤
∫
RD

φ(x − tv) dv

= 1

tD

∫
RD

φ(y) dy = 1

tD
‖φ‖L1 .

1.3 Two Competing Mechanisms

Because of dispersion, the macroscopic density of the gas, i.e.

ρ(x, t) :=
∫
RD

F(v, x, t) dv

is expected to decay to 0 as t → +∞. Thus, dispersion increases the degree of
rarefaction of the gas, and therefore offsets the dissipative effect of collisions.

On the other hand, the discussion above suggests that dissipation occurs at a much
faster rate—specifically, at an exponential rate for space homogeneous distribution
functions—than dispersion. It is therefore conceivable that, in the limit as t → +∞,
solutions of the Boltzmann equation set in the spatial domain R

D should approach
some distribution function E ≡ E(v, x, t) satisfying both

(∂t + v · ∇x )E(v, x, t) = 0 and B(E, E)(v, x, t) = 0 on R
D× R

D× R.

The distribution functions satisfying both these conditions are studied in the next
section.
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The results presented in this work, reported in Sects. 3–5, have been obtained
in collaboration with Bardos, Gamba and Levermore [4]. The next section (Sect. 2)
summarizes an independent result by Levermore [16] which is used repeatedly in the
following sections. Section6 formulates and discusses in detail four open problems,
suggested by the main results reported in Sects. 3–5. These problems offer a new and
broader prospective on the results presented here, complementing the conclusions
in [4].

2 Global Maxwellians

Definition 2.1 A global Maxwellian is a distribution function M ≡ M (v, x, t)
such that

(∂t + v · ∇x )M = B(M ,M ) = 0 , (v, x, t) ∈ R
D× R

D× R.

An obvious example of global Maxwellian is

M (v, x, t) := e−|x−tv|2 .

Any global Maxwellian M must be a local Maxwellian, which means that there
exist functions ρ ≡ ρ(x, t) ≥ 0 on R

D× R and θ ≡ θ(x, t) > 0 on R
D× R, and a

vector field u ≡ u(x, t) ∈ R
D such that

M (v, x, t) = Mρ(x,t),u(x,t),θ(x,t)(v).

This follows from the equality case in Boltzmann’s H Theorem, since

B(M ,M ) = 0 implies that
∫
RD

B(M ,M ) lnM dv = 0.

That (∂t + v · ∇x )M = 0 implies additional constraints on the (x, t) dependence in
ρ, u, θ .

Theorem 2.2 (Levermore [16]) Any global MaxwelliansM such thatM (v, x, t) ∈
L1(RD× R

D) for all t ∈ R is of the form

M (v, x, t) = m

(2π)D

√
det(Q) exp(−q(v − v0, x − tv − x0)) ,

where m ≥ 0, and

q(w, y) := 1
2 (c|w|2 + a|y|2 + 2by · w + 2w · By)
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with a, c > 0, b ∈ R, and B = −BT ∈ MD(R) such that the symmetric matrix

Q := (ac − b2)I + B2 is definite positive.

Notation: Henceforth Ω designates the set of (a, b, c, B) ∈ R × R × R × MD(R)

such that
a, c > 0 , B = −BT , and (ac − b2)I + B2 > 0.

Interestingly, there is a variational characterization of global Maxwellians—in
fact, this is the main result in [16].

Theorem 2.3 (Levermore [16]) For each distribution function f ≡ f (v, x) satisfy-
ing

f (v, x) ≥ 0 a.e. on R
D× R

D and
∫∫

RD×RD
f (v, x)(1 + |x |2 + |v|2) dvdx < ∞ ,

there exists a unique global Maxwellian denoted M f such that

∫∫
RD×RD

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
M f (v, x, 0) dvdx =

∫∫
RD×RD

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

f (v, x) dvdx ,

where a ∧ b := a ⊗ b − b ⊗ a for each a, b ∈ R
D. Moreover

H [ f ] :=
∫∫

RD×RD
f (v, x) ln f (v, x) dvdx ≥ H [M f ].

Themain difficulty in the proof of this theorem is to solve the realizability problem
for moments of global Maxwellians (i.e. the first statement). Once the first statement
is proved, the inequality involving the Boltzmann H -function is equivalent to the
inequality

∫∫
RD×RD

(
f (v, x) ln

f (v, x)

M f (v, x, 0)
− f (v, x) + M f (v, x, 0)

)
dvdx ≥ 0 ,

which is obvious since the integrand is a.e. nonnegative onRD× R
D, as a consequence

of the elementary inequality ln z ≤ z − 1, valid for all z > 0.
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The last statement in the Theorem above can be formulated as follows. LetM be
a global Maxwellian on R

D× R
D× R with finite total mass, and set

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0
a1
a2
b1
b2
s2
w2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

:=
∫∫

RD×RD

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
M f (v, x, 0) dvdx .

Then M (v, x, 0) is the unique minimum point of the variational problem

inf

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

H [ f ] s.t.
∫∫

RD×RD

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

f (v, x) dvdx =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

a0
a1
a2
b1
b2
s2
w2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

See [16] for the proofs of the theorems above.

3 The Cauchy Problem for the Boltzmann Equation in R
D

We briefly recall the main features of the Boltzmann equation, and introduce some
elements of notation used in the sequel.

3.1 The Boltzmann Collision Integral

The Boltzmann collision integral is given by the formula

B(F, F)(v, x, t) :=
∫∫

SD−1×RD
(F ′F ′

∗ − FF∗)b(v − v∗, ω)dωdv∗.

The notation F , F∗, F ′ and F ′∗ designates the values of the distribution function F
at the same time and position, but at different values of the velocity variable, corre-
sponding to the pre- or post-collision state of a pair of gas molecules. Specifically,

F = F(v, x, t) , F∗ = F(v∗, x, t) , F ′ = F(v′, x, t) , and F ′
∗ = F(v′

∗, x, t) ,
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O
vv

*

*

Fig. 1 The velocities v, v∗, v′, v′∗ and the unit vector ω

where

v′ ≡ v′(v, v∗, ω) := v − (v − v∗) · ωω , v′
∗ ≡ v′

∗(v, v∗, ω) := v + (v − v∗) · ωω.

As the unit vector ω runs through the unit sphere SD−1, the pair of velocity vectors
(v′(v, v∗, ω), v′∗(v, v∗, ω)) runs through the set of all possible pre-collision velocities
leading to the velocities (v, v∗) immediately after an elastic collision between iden-
tical point particles. See Fig. 1 for the geometry of pre- and post-collision velocities.

Because the molecular radius is negligeable in the kinetic theory of gases, the unit
vector ω, defining the direction of the line joining the centers of two colliding gas
molecules, is distributed on the unit sphere instead of being uniquely determined by
the positions of the molecules at the instant of collision. The distribution of ω on
S
D−1 for collisions leading to post-collisions velocities v and v∗ is defined in terms

of the collision kernel b(v − v∗, ω) > 0.
We shall henceforth assume that the collision kernel has separated form, i.e. for

a.e. (ω, z) ∈ S
D−1× R

D

0 < b(z, ω) = |z|β b̂
(
ω · z

|z|
)

, −D < β ≤ 2 , (1)

and satisfies the weak angular cutoff condition

0 < b :=
∫
SD−1

b̂(ω · n) dω < ∞.
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An example of collision kernel satisfying these assumptions is

b(z, ω) = 1
2d

2|z ·ω|

in the case of elastic collisions between hard spheres of diameter d > 0 in space
dimension D = 3.

3.2 The Time-Averaged Collision Frequency

Given a distribution function F ≡ F(v, x, t), we denote byA (F) the corresponding
collision frequency, i.e.

A (F)(v, x, t) :=
∫∫

SD−1×RD
F(v∗, x, t)b(v − v∗, ω) dωdv∗.

Lemma 3.1 Let 1 − D < β ≤ 1 and M be a global Maxwellian. Then

ν(M ) := sup
(v,x,t)∈RD×RD×R

∣∣∣∣
∫
R

A (M )(v, x − tv + sv, s) ds

∣∣∣∣

≤ mb

(2π)D− 1
2
√
a

(
(2πa)D/2 + |SD−1|√det Q

β + D − 1

)
.

Because M is a global Maxwellian, it satisfies the free transport equation

(∂t + v · ∇x )M = 0 ,

and because A (M ) is an average of M in the velocity variable, the dispersion
effect of advection leads to a gain of one power of |v| by integrating first in the time
variable before taking the sup in (v, x, t). This observation is the core of the work of
Illner-Shinbrot [14], which gave the first global existence and uniqueness result for
the Boltzmann equation in the near-vacuum regime. The lemma above extends the
validity of the Illner-Shinbrot estimate to the most general global Maxwellian with
finite total mass, including solid rotation (i.e. for B �= 0).

3.3 Existence and Uniqueness for the Cauchy Problem

To each global Maxwellian M , one associates the Banach spaces

XM := M L∞(RD× R
D× R) with norm‖F‖M := ‖F/M ‖ L∞(RD×RD×R)

YM (0) :=M (0)L∞(RD× R
D) with norm‖ f ‖M (0) :=‖ f/M (0)‖L∞(RD×RD)
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Theorem 3.2 (Bardos-Gamba-Golse-Levermore [4]) Assume β ∈ (1 − D, 1] and
pick a global Maxwellian satisfying the condition ν(M ) < 1

4 .
(a) For each F in ∈ YM (0) such that

|F in − M (0)|M (0) < (1−4ν(M ))2

8ν(M )
,

there exists a unique mild solution F ∈ XM of the Boltzmann equation s.t.

F(0) = F in and ‖F − M ‖M ≤ r(M ) ,

with

r(M ) :=
(

1
4ν(M )

− 1
) (

1 −
√
1 − 8ν(M )|F in−M (0)|M(0)

(1−4ν(M ))2

)
.

(b) Moreover, if
1
2 ≤ 4ν(M ) < 1 ,

or if
0 < 4ν(M ) < 1

2 and |F in − M (0)|M (0) ≤ 1 − 6ν(M ) ,

then r(M ) ≤ 1, and therefore

0 ≤ (1 − r)M ≤ F ≤ (1 + r)M a.e. on R
D× R

D× R.

The proof of this theorem is based on a fixed point argument for the integral
equation

F(v, x, t) = F in(v, x − tv) +
∫ t

0
B(F, F)(v, x − (t − s)v, s) ds

equivalent to the Boltzmann equation (i.e. the definition of mild solutions of the
Boltzmann equation) in a suitable closed ball of XM . This method of construction
does not guarantee that solutions of the Boltzmann equation obtained in this way
are nonnegative in general. For this reason, the theorem above involves two small-
ness conditions on the data of the Cauchy problem. The first smallness condition is
ν(M ) < 1

4 and bears on the global Maxwellian M only; this condition implies the
stability of some appropriate ball inXM , and the contraction property for the integral
equation formulation of the Boltzmann equation. The second smallness condition in
part (b) of the theorem above involves both the initial data F in and M , and implies
the positivity of the solution F . In other words, the theorem above bears on solutions
of the Boltzmann equation which remain uniformly close to a global MaxwellianM
for which ν(M ) is small enough. If the initial data F in is sufficiently close to M ,
the corresponding solution of the Boltzmann equation remains positive.
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Part (a) of the theorem above had been already proved byHamdache [12] for a less
general class of global Maxwellians—specifically, for global Maxwellians without
solid rotation, i.e. B = 0.

4 Large Time Dynamics for the Boltzmann Equation in R
D

From now on, we denote by A the advection operator A = v · ∇x .
We begin with the following elementary observation.

Theorem 4.1 (Bardos-Gamba-Golse-Levemore [4]) Assume β ∈ (1 − D, 2]. Let
F ≡ F(v, x, t) be a solution of the Boltzmann equation on RD× R

D × (t0,+∞) for
some t0 ∈ R. Assume that, for some global Maxwellian M ,

0 ≤ F ≤ M a.e. on R
D× R

D × (t0,+∞). (2)

Then there exists a unique F+∞ ≡ F+∞(v, x) s.t.

‖F(t) − etAF+∞‖L1(RD×RD) → 0 as t → +∞.

Assume for simplicity that t0 = 0. The idea of the proof is to write the integral
equation equivalent to the Boltzmann equation

F(t) = e−tAF in +
∫ t

0
e−(t−s)AB(F, F)(s) ds

in the form

etAF(t) = F in +
∫ t

0
esAB(F, F)(s) ds.

Then the condition 0 ≤ F ≤ M implies that

|B(F, F)(s)| ≤ 2A (M )(v, x, s)M (v, x, s)

so that

|et2AF(t2) − et1AF(t1)| ≤ 2
∫ t2

t1

A (M )(v, x + sv, s)M (v, x + sv, s) ds.

Hence for each t2 > t1, one has

‖et2AF(t2) − et1AF(t1)‖L1(RD×RD)

≤ 2
∫ t2

t1

∫∫
RD×RD

A (M )(v, x + sv, s)M (v, x + sv, s) dvdxds
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= 2
∫ t2

t1

∫∫
RD×RD

A (M )(v, y, s)M (v, y, s) dvdyds

≤ Const.
∫ t2

t1

θ(t)
D+β

2 dt,

wherewe recall that θ ≡ θ(t) is the temperature corresponding toM . In other words,
we recall that

M (v, x, t) = Mρ(x,t),u(x,t),θ(t)(v).

That the temperature field θ is independent of x follows from elementary computa-
tions, together with the fact that

∫
R

θ(t)
D+β

2 dt < ∞.

The estimate above and Cauchy’s criterion show that

etAF(t) → F+∞ := F in +
∫ +∞

0
esAB(F, F)(s) ds

in L1(RD× R
D) as t → +∞.

Remark. By the same token, if F is a solution on RD× R
D × (−∞, t0), there exists

a unique F−∞ s.t. F(t) − etAF−∞ → 0 as t → −∞.

Henceforth, we denote
T ±F in := F±∞

when either of these limits exists.

By analogy with the large time behavior of solutions of the Boltzmann equation
set in the periodic box TD (see the work of Desvillettes-Villani [10] recalled above),
the result in the theorem above raises the following question.

Question: Is F+∞ of the form F+∞(v, x) = M (v, x, 0), where M is a global
Maxwellian?

If F in satisfies the assumptions of Theorem 3.2, there exists a unique solution of
the Boltzmann equation defined on RD× R

D× R, i.e. for all t ∈ R, and this solution
satisfies the domination condition (2). According to Theorem 4.1, there exist two
distribution functions F+∞ and F−∞ such that

‖F(t) − etAF±∞‖L1(RD×RD) → 0 as t → ±∞.

http://dx.doi.org/10.1007/978-3-319-32144-8_3
http://dx.doi.org/10.1007/978-3-319-32144-8_4
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Since the fundamental conservation laws of the Boltzmann equation imply that

∫∫
RD×RD

F(v, x + tv, t)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

dvdx =
∫∫

RD×RD
F in(v, x)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

dvdx ,

the only possibility for F+∞, were Problem 1 to be answered in the affirmative,
would be F+∞ = MF in

∣∣
t=0. Much less would be known about F−∞: Boltzmann’s

H Theorem implies that

H [F−∞] ≥ H [F in] ≥ H [F+∞]. (3)

Since the limits for t → ±∞ appear as quite identical in Theorem 3.2, the lack of
information on F−∞ casts some doubt as to whether F+∞ = MF in

∣∣
t=0.

If the inequalities (3) above are equalities, then

H [F](t) = H [F in] for all t ∈ R ,

so that ∫
R

∫∫
RD×RD

B(F, F)(v, x, s) ln F(v, x, s) dvdxds = 0.

In that case,

F−∞ = F+∞ = MF in

∣∣
t=0 , and F = M is a global Maxwellian.

In fact, the question above is answered in the negative. Indeed,T + is locally onto
in the vicinity of global Maxwellians satisfying the same smallness condition as in
Theorem 3.2, as shown by the following theorem.

Theorem 4.2 (Bardos-Gamba-Golse-Levemore [4]) Assume β ∈ (1 − D, 1]. Let
M be a global Maxwellian s.t.

ν(M ) < 1
4 .

For each F+∞ ≡ F+∞(v, x) s.t.

|F+∞ − M (0)|M (0) ≤ (1−4ν(M ))2

8ν(M )
,

there exists a unique F in satisfying

|F in
+ − M (0)|M (0) ≤ r(M ) and T +F in := F+∞ ,

http://dx.doi.org/10.1007/978-3-319-32144-8_3
http://dx.doi.org/10.1007/978-3-319-32144-8_3


The Boltzmann Equation over RD: Dispersion Versus Dissipation 159

where we recall that

r(M ) :=
(

1
4ν(M )

− 1
) (

1 −
√
1 − 8ν(M )|F in−M (0)|M(0)

(1−4ν(M ))2

)
.

Observe that the smallness condition on M is the same in Theorems 3.2 and
4.2. Likewise, the neighborhood ofM (0) included in the range of T + according to
Theorem 4.2 is exactly the same as the set of initial data F in nearM (0) for which a
unique global solution of the Cauchy problem for the Boltzmann equation is obtained
according to Theorem 3.2.

In fact, this observation reflects the similarities between the proofs of both
Theorems 3.2 and 4.2. In other words, the problem of solving for F in the equation

T +F in = F+∞

is embedded in a Cauchy problem for the Boltzmann equation where the “initial”
time is t = +∞. What makes this possible is the fact that the dispersion effect of
the advection operator quenches the dissipation effect of collisions in the Boltzmann
equation.

5 Scattering Theory for the Boltzmann Equation in R
D

The operators T ± can be thought of as being analogous to the so-called “wave
operators” in the Lax-Phillips scattering theory for the wave equation [15]. On the
basis of this analogy, we define a scattering operator for the Boltzmann equation in
R

D, as follows.

Definition 5.1 The scattering operator for the Boltzmann equation is defined by the
formula

S := T + ◦ (T −)−1.

While Theorem 4.2 bears on T +, it obviously can be adapted without change
for T −. In particular (T −)−1 is defined near M (0), provided that M satisfies the
smallness condition ν(M ) < 1

4 . With this definition of the scattering operator, one
sees immediatly that S is defined on some neighborhood of M (0).

There is however a slightly more convenient way of thinking of the scattering
operator S . If F is a solution of the Boltzmann equation defined on R

D× R
D× R

and satisfying the domination condition (2) in Theorem 4.1, one hasT −F in = F−∞
and T +F in = F+∞ with F in = F

∣∣
t=0, so that

S F−∞ = T +T −1F−∞ = T +F in = F+∞.

http://dx.doi.org/10.1007/978-3-319-32144-8_3
http://dx.doi.org/10.1007/978-3-319-32144-8_4
http://dx.doi.org/10.1007/978-3-319-32144-8_4
http://dx.doi.org/10.1007/978-3-319-32144-8_3
http://dx.doi.org/10.1007/978-3-319-32144-8_3
http://dx.doi.org/10.1007/978-3-319-32144-8_4
http://dx.doi.org/10.1007/978-3-319-32144-8_4
http://dx.doi.org/10.1007/978-3-319-32144-8_4
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Henceforth, we think ofS as the operator mapping F−∞ to F+∞ for each solution
of the Boltzmann equation defined on R

D× R
D× R for which the limits

lim
t→±∞ F(v, x + tv, t) = F±∞(v, x)

exist. By the argument as in the remark following Theorem 4.2, one can solve the
Cauchy problem for the Boltzmann equation along the characteristic lines of the
advection operator, starting from t = −∞ as the initial time, and with initial data
F−∞. Then S F−∞ = F+∞ is obtained as the final state of this Cauchy problem,
exactly as in Theorem 4.1.

This alternative definition of the scattering operator has at least one advantage:
the set of data F−∞ in the past over which the scattering operator can be defined in
this way is larger than the set of F−∞ such that (T −)−1F−∞ belongs to the domain
of definition of T + (see statement (a) in the next theorem).

Theorem 5.2 (Bardos-Gamba-Golse-Levemore [4]) Assume β ∈ (1 − D, 1], and
letM be a global Maxwellian s.t. ν(M ) < 1

4 . Set

η := (1−4ν(M ))2

8ν(M )
, r :=

(
1

4ν(M )
− 1

) (
1 −

√
1 − |F in−M (0)|M(0)

η

)
.

(a) The scattering operatorS : BYM(0) (M (0), η) → BYM(0) (M (0), r) is Lipschitz
continuous in YM (0), with Lipschitz constant

L = 1

1 − 8ν(2r + 1)
.

(b) One has
SM (0) = M (0).

(c) The scattering operator S satisfies the global conservation laws

∫∫
RD×RD

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
S f (v, x) dvdx =

∫∫
RD×RD

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
v

|v|2
x

|x |2
x · v
x ∧ v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

f (v, x)dvdx .

(d) The scattering operator S decreases the Boltzmann H function:

∫∫
RD×RD

S f (v, x) lnS f (v, x)dxdv ≤
∫∫

RD×RD
f (v, x) ln f (v, x)dxdv ,

http://dx.doi.org/10.1007/978-3-319-32144-8_4
http://dx.doi.org/10.1007/978-3-319-32144-8_4
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with equality iff there exists a global Maxwellian M s.t.

f = M (0).

Several comments are in order after stating Theorem 5.2.
First, the existence of the “wave operators” T ± was already known for discrete

velocitymodels of the Boltzmann equation: see the works of Tartar [21], Beale [6, 7],
and of Bony [8]. However, the case of discrete velocity models is noticeably different
from the Boltzmann equation itself. For instance, the wave operators are known to
be discontinuous in the discrete velocity case (see Sect. 5.6 in [8]), whereas it is
rather elementary to prove that the operatorsT ± are locally Lipschitz continuous in
YM (0) near M (0) (see Theorem 2.7 in [4]). Another important difference between
theBoltzmann equation and the discrete velocitymodels is that there is no analogue of
the notion of global Maxwellian in the discrete velocity case. Finally, the existence
of wave operators has been obtained by Hamdache (Theorem 4.3 in [12]), in the
vicinity of global Maxwellians without solid rotation.

6 Some Open Problems

Weconclude this brief presentation of a scattering regime for the Boltzmann equation
in R

D in the case of cutoff molecular interaction with a few comments and a list of
open problems.

6.1 Problem 1: The BGK Model

The BGK equation is a simple relaxation model for the Boltzmann equation intro-
duced by Bhatnagar, Gross and Krook in [5]. It has many essential features in com-
mon with the Boltzmann equation, especially the local conservation laws of mass,
momentum and energy and the H Theorem. It has the same equilibrium solutions
as the Boltzmann equation, and essentially the same fluid dynamic limits. The BGK
equation is

(∂t + v · ∇x )F = ν[F](MF − F) ,

where
MF := M[ρF , uF , θF ] ,

with

ρF :=
∫
RD

Fdv , uF := 1

ρF

∫
RD

vF dv , θF := 1

ρF

∫
RD

1
D |v − uF |2F dv.

http://dx.doi.org/10.1007/978-3-319-32144-8_5
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The collision frequency ν[F] in the original BGK model is

ν[F] = ν0ρF , where ν0 > 0 is a constant.

With this choice, the “BGKcollision operator” F 
→ ν[F](MF−F) is homogeneous
of degree 2 in F , exactly as the map F 
→ B(F, F), whereB(F) is the Boltzmann
collision integral.

In the mathematical literature, one finds very often the alternate choice ν[F] = ν0
(see [19, 20]). With this choice, the existence and uniqueness of solutions of the
Cauchy problem for the BGK equation is known: see [19, 20]. However, the choice
of a constant collision frequency is physically questionable. On the contrary, one
would expect the collision frequency to increase with the density of the gas. The
choice ν[F] = ν0ρF is thereforemore satisfying on physical grounds. Unfortunately,
this choice seems to complicate seriously the analysis of the Cauchy problem for the
BGK model, and we are not aware of mathematical results in this direction at the
time of this writing.

6.1.1 Dispersion and Global in Time Solutions of the BGK Equation

The analysis in the present paper suggests the idea that the dispersion effect of the
advection operator should offset the dependence of the collision frequency in the local
density ρF . In other words, can one use dispersion in order to prove the existence
of a solution of the Cauchy problem for the BGK model with collision frequency
ν[F] = ν0ρF in the vicinity of global Maxwellians satisfying some appropriate
smallness condition? One obvious difficulty in this problem is that the “gain part”
of the BGK collision operator, i.e. F 
→ MF , is not order-preserving in general—in
other words, 0 < F(v) ≤ G(v) a.e. on RD does not imply in general thatMF ≤ MG

a.e. onRD. This is a striking difference with the gain part of the Boltzmann collision
integral

B+(F, F)(v) :=
∫∫

SD−1×RD
F ′F ′

∗b(v − v∗, ω) dωdv∗ ,

which is obviously order-preserving since b > 0 a.e. on S
D−1× R

D.

6.2 Problem 2: Scattering and Cercignani’s Conjecture

By Theorem 5.2(c), (d), any (measurable) distribution function f ≡ f (v, x) ≥ 0
a.e. with finite H -function and second order moments, i.e. such that

∫∫
RD×RD

(1 + |x |2 + |v|2 + | ln f (v, x)|) f (v, x) dvdx < ∞ ,

http://dx.doi.org/10.1007/978-3-319-32144-8_5
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satisfies
0 ≤ H( f ) − H(S f ) ≤ H( f ) − H(M f (0)).

Moreover, if any one of these two inequalities is an equality, then f = M f (0) a.e.,
and both inequalities are equalities.

This suggests that the quantities H( f )−H(S f ) and H( f )−H(M f (0)) appear-
ing in the inequality above may in fact be comparable in some sense. More precisely,
does there exists C > 0 and α ≥ 1 such that

C(H( f ) − H(M f (0))
α ≤ H( f ) − H(S f )

for all distribution functions f ≡ f (v, x) satisfying the assumptions above and in
the vicinity of M f (0)?

This question canbe seen as the analogueofCercignani’s conjecture [9] on entropy
production in the context of the Boltzmann equation set overRD and in the scattering
regime. Cercignani’s conjecture on entropy production for the Boltzmann equation
is the following statement: there exists a positive constant C such that

C(H [ f ] − H [M[1, 0, 1]]) ≤ −
∫
RD

B( f, f ) ln f dv

for each f ≡ f (v) ≥ 0 a.e. on RD such that

∫
RD

f (v) dv = 1 ,

∫
RD

v f (v) dv = 0 ,

∫
RD

|v|2 f (v) dv = D.

See [23] for a discussion of the conjecture (which, in Villani’s own words, is “always
almost true and sometimes true”).

The sought inequality falls in the class of “entropy-entropy production inequali-
ties” [24], of the form

Θ(H( f ) − H(M f (0))) ≤ −
∫
R

∫∫
RD×RD

B(F, F) ln F(v, x, t) dvdxdt

for each solution F of the Boltzmann equation such that

T − (
F

∣∣
t=0

) = f ,

where Θ : R+ → R+ is a continuous increasing function (independent of F)
satisfying the condition Θ(0) = 0.

A natural way of approaching this problem is to consider the linearization of
the Boltzmann equation about some global Maxwellian. In this regime, the problem
stated above can be reduced to the existence of a spectral gap near the eigenvalue 1
for the linearized scattering operator. This question has been studied by Zakrevskiy
[26].
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6.3 Problem 3: Non Cutoff Molecular Interactions

The analysis in the present paper relies very heavily on the weak angular cutoff
assumption on the collision kernel. However, we feel that some of the questions
considered here should be of interest in the case of collision kernels having the same
separated form as before in space dimension D = 3, with

1
C ϑ−1−2s ≤ b̂(cosϑ) sin ϑ ≤ Cϑ−1−2s , ϑ ∈ (0, π

2 )

for some constantC > 1 and s ∈ (0, 1), while the exponent β in formula (1) satisfies
β > −1 − 2s. These conditions hold for all of the collision kernels arising from an
inverse power law intermolecular potential.

Existence and uniqueness of the solution of the Cauchy problem near uniform
Maxwellians for the solution of the Boltzmann equation with such molecular inter-
actions has been studied in [1, 11], and it would be useful to check whether the same
proof applies in the vicinity of global, non-uniform Maxwellians.

In the affirmative, the asymptotic behavior of such solutions as t → +∞ would
be an interesting object of study, and should lead to results rather different from the
ones which hold in the cutoff case. For instance, the proof of Theorem 4.1 relies on
the decomposition of the Boltzmann collision integral in its gain term B+ and its
loss termB− = B+−B, and on the fact that bothB+ andB− are order-preserving.
This decomposition is known to be impossible in the case of non cutoff molecular
interactions.

Another striking difference lies with Theorem 4.2. In the case of a non cutoff
molecular interaction, the evolution semigroup associated to the Boltzmann equa-
tion, defined in the vicinity of uniform Maxwellians (see Theorem 1 in [11]) has
regularizing properties: see for instance [17] and Sect. 3 in [1]. These regularizing
properties suggest the following question: does one have

T +F in ∈ C∞(RD× R
D)

for all initial data F in such thatT +F in exists? If so, it is clear that not all distribution
functions in the vicinity of M (0) in the space YM (0) are asymptotic states F+∞
of solutions F of the Boltzmann equation in the case of a non cutoff molecular
interaction.

In short, it seems dubious that a scattering regime can be established for the
Boltzmann equation in the case of a non cutoff molecular interaction. Studying the
linearization of the non cutoff Boltzmann equation about a global Maxwellian might
shed some light on this problem.

http://dx.doi.org/10.1007/978-3-319-32144-8_4
http://dx.doi.org/10.1007/978-3-319-32144-8_4
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6.4 Problem 4: Scattering and Boltzmann-Grad Limit

Consider a set of N identical balls moving freely in the Euclidean space R
3, and

interacting through elastic collisions. Sinai asked whether the total number of colli-
sions in such a system is finite over the infinite time interval. This question has been
answered in the affirmative by Vasershtein [22]—see also [13] for a simplified proof
of this result. In other words, there exists some finite time T such that the motion of
the N balls is free over the time interval (T,+∞).

Since a system of N balls interacting through elastic collisions is mechanically
reversible, by the same token there exists some finite time T ′ < T such that all the
collisions take place in the time interval [T ′, T ], and the motion of the N balls is free
for all times belonging to (−∞, T ′) ∪ (T,+∞). In particular, there is a scattering
regime for such a system of N balls in R3 interacting through elastic collisions.

This suggests the following question: is the scattering regime for the Boltzmann
equation described in the present paper the limit of the scattering regime for a system
of N hard balls of radius r in theBoltzmann-Grad scaling, i.e. for N → ∞ and r → 0
with Nr2 converging to some positive constant?

Vasershtein’s result is based on an inequality showing that collisions tend to speed
up the alignment of the vector of the N positions (x1(t), . . . , xN (t)) of the ball centers
with the vector (v1(t), . . . , vN (t)) of their N velocities in (R3)N : see Lemma 1.4 in
[13]. It would be interesting to understand whether there is some analogous property
at the level of the Boltzmann equation.
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The Gradient Flow Approach
to Hydrodynamic Limits for the Simple
Exclusion Process

Max Fathi and Marielle Simon

Abstract We present a new approach to prove the macroscopic hydrodynamic
behaviour for interacting particle systems, and as an example we treat the well-
known case of the symmetric simple exclusion process (SSEP). More precisely, we
characterize any possible limit of its empirical density measures as solutions to the
heat equation by passing to the limit in the gradient flow structure of the particle
system.

Keywords Hydrodynamic limits · Gradient flows structure · Diffusive heat equa-
tion · Reversible markov chains

1 Introduction

The aim of this work is to show how one can use gradient flow structures to prove
convergence to the hydrodynamic limit for interacting particle systems. The exposi-
tion is focused on the case of the symmetric simple exclusion process on the discrete
d-dimensional torus, but the strategy can be adapted to other reversible particle sys-
tems, such as zero-range processes (see [11] for the definitions of these models).
Gradient flows are ordinary differential equations of the form

ẋ(t) = −∇V (x(t)),

where ∇V denotes the gradient of the function V . De Giorgi and his collaborators
showed in [5] how to give a meaning to solutions to such equations in the setting of
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metric spaces: these solutions are called minimizing-movement solutions, or curves
of maximal slope. When considering the case of spaces of probability measures, one
can use this notion to rewrite the partial differential equations governing the time
evolution of the laws of diffusion processes, such as the heat equation, as gradient
flows, forwhichV is the entropywith respect to the optimal transport (orWasserstein)
distance. We refer to [3] for more details. This framework can be adapted to the case
of reversibleMarkov chains on finite spaces. This was proven independently byMaas
[13] and Mielke [16], who both developed a discrete counterpart to the Lott-Sturm-
Villani theory of lower bounds on Ricci curvature for metric spaces.

These gradient flow structures are a powerful tool to study convergence of
sequences of dynamics to some limit. Two main strategies have already been devel-
oped. One of them consists in using the discrete (in time) approximation schemes
suggested by the gradient flow structure (see for example [4]). The second one,
which we shall use here, consists in characterizing gradient flows in terms of a rela-
tion between the energy function and its variations, and passing to the limit in this
characterization. It was first developed by Sandier and Serfaty in [18], and then gen-
eralized in [19]. This strategy can be combined with the gradient flow structure of
[13, 16] to prove convergence to some scaling limit for interacting particle sys-
tems. This was recently done for chemical reaction equations in [14] and mean-field
interacting particle systems on graphs in [6].

Gradient flow structures are also related to large deviations, at least when consid-
ering diffusion processes, see [1, 8].While we only present here the case of the SSEP,
the technique is fairly general, and can be adapted to other reversible interacting par-
ticle systems. For example, the adaptation of the proof to the case of a zero-range
process on the lattice (with nice rates) is quite straightforward. It would be very
interesting to apply this method to obtain other PDEs, more degenerate than the heat
equation, as hydrodynamic limits of some interacting particle system: for instance,
porous medium and fast diffusion equations (see [17, 20]) also have a gradient flow
structure, and are not directly solvable by standard techniques.

The plan of the sequel is as follows: in Sect. 2, we present the gradient flow
framework for Markov chains on discrete spaces developed in [13, 16]. In Sect. 3,
we expose the setup for proving convergence of gradient flows. Finally, in Sect. 4,
we investigate the symmetric simple exclusion process, and reprove the convergence
to its hydrodynamic limit.

2 Gradient Flow Structure for Reversible Markov Chains

2.1 Framework

We start by describing the gradient flow framework for Markov chains on discrete
spaces. The presentation we use here is the one of [13]. We consider an irreducible
continuous time reversible Markov chain on a finite spaceX with kernel K : X ×
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X → R+ and invariant probability measure ν. Let P(X ) (resp. P+(X )) be the
set of probability densities (resp. positive) with respect to ν. The probability law ρtν

of the Markov chain at time t satisfies the evolution equation

ρ̇t (x) +
∑
y∈X

(ρt (x) − ρt (y))K (x, y) = 0, for all x ∈ X . (1)

Hereafter we denote by ρ̇t (x) the derivative with respect to time of the function
(t, x) �→ ρt (x). Given a function ψ : X → R, we define ∇ψ(x, y) := ψ(y) −
ψ(x). The discrete divergence of a function Φ : X × X −→ R is defined as

div(Φ)(x) := 1

2

∑
y∈X

(Φ(x, y) − Φ(y, x))K (x, y).

With these definitions, we have the integration by parts formula

∑
x,y∈X

∇ψ(x, y)Φ(x, y)K (x, y)ν(x) = −
∑
x∈X

ψ(x) div(Φ)(x)ν(x). (2)

Let us introduce three notions we shall use to define the gradient flow structure:

Definition 2.1 1. The relative entropy with respect to ν is defined as

Entν(ρ) :=
∑
x∈X

ν(x)ρ(x) log ρ(x), for ρ ∈ P(X ),

with the convention that ρ(x) log ρ(x) = 0 if ρ(x) = 0. We sometimes denote
H (ρ) := Entν(ρ), whenever ν is fixed and no confusion arises.

2. The symmetric Dirichlet form is given for two real-valued functions φ,ψ by

E (φ,ψ) := 1

2

∑
x,y∈X

(φ(y) − φ(x))(ψ(y) − ψ(x))K (x, y)ν(x),

3. The Fisher information (or entropy production) writes asI (ρ) := E (ρ, log ρ).

Notice that Entν is the mathematical entropy, and not the physical entropy. It
decreases along solutions of (1), so in physical terms it plays the role of a free
energy. We call I the entropy production since along solutions of (1) we have

d

dt
Entν(ρt ) = −I (ρt ).
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2.2 Continuity Equation

We introduce the logarithmic mean Λ(a, b) of two non-negative numbers a, b as

Λ(a, b) =
∫ 1

0
asb1−sds = b − a

log(b) − log(a)
if a �= b, a > 0, b > 0,

and Λ(a, a) = a, and also Λ(a, b) = 0 if a = 0 or b = 0. The mean Λ satisfies:

√
ab ≤ Λ(a, b) ≤ (a + b)/2, for all a ≥ 0, b ≥ 0. (3)

Let us now define, for ρ ∈ P+(X ), its logarithmic mean ρ̂ defined onX × X as

ρ̂(x, y) := Λ(ρ(x), ρ(y)). (4)

In order to define a suitable metric onP(X ), we need a representation of curves as
solving a continuity equation:

Lemma 2.1 Given a smooth flow of positive probability densities {ρt }t≥0 on X ,
there exists a function (t, x) �→ ψt (x) such that the following continuity equation
holds for any t ≥ 0 and x ∈ X :

ρ̇t (x) +
∑
y∈X

(ψt (y) − ψt (x))K (x, y)ρ̂t (x, y) = 0. (5)

Moreover, for any t ≥ 0, ψt (·) is unique up to an additive constant.

We refer to [13, Sect. 3] for the proof.

Definition 2.2 Given ρ ∈ P(X ) and ψ : X → R, we define the action

A (ρ, ψ) := 1

2

∑
x,y∈X

(ψ(y) − ψ(x))2 ρ̂(x, y)K (x, y)ν(x) ≥ 0.

A distance between two probability densities (ρ0, ρ1) could then be defined as the
infimum of the action of all curves {ρt , ψt }t∈[0,1] linking these densities, as was done
in [13]. However, we do not need to introduce that metric here, since we shall only
use the formulation of gradient flows as minimizing-movement curves, as follows:

Proposition 2.2 Let {ρt }t≥0 be a smooth flow of probability densities onX , and let
{ψt }t≥0 be such that the continuity equation (5) holds. Then, for any T > 0,

Entν(ρT ) − Entν(ρ0) + 1

2

∫ T

0
I (ρt )dt + 1

2

∫ T

0
A (ρt , ψt )dt ≥ 0, (6)

with equality if and only if {ρt }t≥0 is the flow of theMarkov process onX with kernel
K and invariant measure ν, solution to (1).
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This is the analogue of the characterization of solutions to ẋt = −∇V (xt ) on Rd

as the only curves for which the non-negative functional

V (xT ) − V (x0) + 1

2

∫ T

0
|∇V (xt )|2dt + 1

2

∫ T

0
|ẋt |2dt

cancels. Hence in the framework of Markov chains, Entν plays the role of V , and the
entropy production I plays the role of |∇V |2.
Proof (of Proposition 2.2) Denote H (ρ) = Entν(ρ). We have

H (ρT ) − H (ρ0) =
∫ T

0

d

dt

(
H (ρt )

)
dt =

∫ T

0

∑
x∈X

ν(x)
d

dt

(
ρt (x) log ρt (x)

)
dt

=
∫ T

0

∑
x∈X

ν(x)ρ̇t (x) log ρt (x)dt .

Using the reversibility of the invariant measure ν, we write

H (ρT ) − H (ρ0) = −
∫ T

0

∑
x,y∈X

ν(x)(ψt (y) − ψt (x))K (x, y)ρ̂t (x, y) log ρt (x) dt

=
∫ T

0

1

2

∑
x,y∈X

(ψt (y) − ψt (x))(log ρt (y) − log ρt (x))ρ̂t (x, y)K (x, y)ν(x) dt

≥ −1

4

∫ T

0

∑
x,y∈X

(ψt (x) − ψt (y))
2ρ̂t (x, y)K (x, y)ν(x) dt

− 1

4

∫ T

0

∑
x,y∈X

(log ρt (x) − log ρt (y))
2ρ̂t (x, y)K (x, y)ν(x) dt

= −1

2

∫ T

0
A (ρt , ψt ) dt − 1

2

∫ T

0
I (ρt ) dt

with equality if and only if, for all x, y ∈ X and almost every t ∈ [0, T ], we have

ψt (x) − ψt (y) = log ρt (y) − log ρt (x)

which is equivalent to saying that for almost every t and for every x we have

ρ̇t (x) +
∑
y∈X

(log ρt (x) − log ρt (y))ρ̂t (x, y)K (x, y) = 0.
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3 Scaling Limits and Gradient Flows

With the formulation of Proposition 2.2, we can use the approach of Sandier and
Serfaty [19] to study convergence of sequences of Markov chains to a scaling limit.
Let (Kn) be a sequence of reversible Markov kernels on finite spaces Xn , and let
(νn) be the sequence of invariant measures on Xn . Since we wish to investigate
the asymptotic behaviour of the sequence of random processes, it is much more
convenient to work in a single space X that contains all the Xn . Hence we shall
assume thatwe are given a spaceX and a collection of embeddingspn : Xn −→ X .
In practice, the choice ofX and pn is suggested by the model under investigation. In
the next section, which is focused on the simple exclusion process on the torus, the
embeddings will map a configuration η onto the associated empirical measure πn(η)

(see (12), Sect. 4.1). Such embeddings immediately define embeddings of P(Xn)

intoP(X ).
In order to simplify the exposition below, we adopt the following convention:

whenever we say that a sequence (xn) of elements of Xn converges to x ∈ X ,
we shall mean that pn(xn) −→ x as n goes to infinity. In particular, the topology
used for convergence is implicitly the topology of X , which is assumed to be a
separable complete metric space. The strategy is to characterize possible candidates
for the limit as gradient flows. For that purpose we give a definition of minimizing-
movement curves in the metric setting:

Definition 3.1 Let (X , d) be a complete metric space. The gradient flows of an
energy functionalH : X → R with respect to the metric d are the curves {mt } s.t.

H (mT ) − H (m0) + 1

2

∫ T

0
g(mt)dt + 1

2

∫ T

0
|ṁt |2dt = 0,

where g is the local slope for H , defined as

g(m) := lim sup
m̃→m

H (m) − H (m̃)

d(m, m̃)
and |ṁt | = lim sup

h→0

d(mt ,mt+h)

h
.

Remark 3.1 This is not a complete definition. Tomake it correct,we should introduce
the notion of absolutely continuous curves, whose slopes are well defined. This is
not a real issue here, since we shall only use it for reversible Markov chains (for
which the notions have already been well defined previously for curves of strictly
positive probability measures) and the heat equation, for which smooth curves of
strictly positive functions do not cause any issue (see the next example). We refer to
[3, 19] for a more rigorous discussion of the issues in the metric setting.

Example 3.1 (Heat equation) Let us consider the parabolic PDE

∂m

∂t
= ∂2m

∂θ2
, t ≥ 0, θ ∈ (0, 1). (7)
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We know from [2] that (7) is associated to a gradient flow, since we have:

∫ 1

0
h(m(T, θ))dθ −

∫ 1

0
h(m(0, θ))dθ

+ 1

2

∫ T

0

∫ 1

0
m(1 − m)

(∂(h′(m))

∂θ

)2
dθdt + 1

2

∫ T

0

∥∥∥∂m

∂t

∥∥∥2

−1,m
dt = 0,

with h(x) = x log x + (1 − x) log(1 − x) and, given u : [0, 1] → R,

||u||2−1,m := sup
J

{
2

∫ 1

0
J (θ)u(θ)dθ −

∫ 1

0
m(1 − m)

(
J ′(θ)

)2
dθ

}
,

where the supremum is over all smooth test functions J .

We now state the main result of that section. Hereafter, when we assert that a
sequence of curves of probability measures (in P(Xn) ↪→ P(X )) converges to
a deterministic curve {mt } (in X ), we mean that it converges to a curve of Dirac
measures {δmt }. Definition 4.1 below gives a more precise meaning in the case of
particle systems. It is important to stress that we study convergence of probability
measures, which are deterministic objects.

Theorem 3.1 Let (an) be an increasing diverging sequence of positive numbers. We
first assume that the topology on P(X ) has the following property:

(P) For any sequence (ρn
t νn) of smooth curves of positive probability measures

that converges to some deterministic curve {mt }, the following inequalities
hold:

lim inf
n→∞

1

an
Entνn (ρ

n
T ) ≥ H (mT ) (8)

lim inf
n→∞

1

an

∫ T

0
In(ρ

n
t )dt ≥

∫ T

0
g(mt)dt (9)

lim inf
n→∞

1

an

∫ T

0
An(ρ

n
t , ψ

n
t )dt ≥

∫ T

0
|ṁt |2dt, (10)

where ψn
t is such that (ρn

t , ψ
n
t ) solves (5).

Now consider a sequence (ρn
t νn) of gradient flows (so that there is equality in (6)),

assume that the initial sequence (ρn
0νn) does converge in distribution to some m0,

and that moreover

lim
n→∞

1

an
Entνn (ρ

n
0 ) = H (m0).
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Then, any possible weak limit {mt } of (ρn
t νn) is almost surely a gradient flow of the

energy H , starting from m0. In particular, if gradient flows starting from a given
initial data are unique, (ρn

t νn) weakly converges to a Dirac measure concentrated
on the unique gradient flow of H starting from m0.

Moreover, for any t ∈ [0, T ], we have
1

an
Entνn (ρ

n
t ) −−−→

n→∞ H (mt ).

Above (an) is a sequence of weights that corresponds to the correct scaling of
the system. For particle systems on the discrete torus of length n in dimension d
under diffusive scaling, we would take an = nd . This result is a slight variation of
the abstract method developed in [19], to which we refer for more details. The main
difference (apart from the setting which is restricted to gradient flows in spaces of
probability measures arising from reversible Markov chains) is that we consider
curves of probability measures that converge to a deterministic curve, rather than
any possible limit.

One of the interesting features of this technique is that it does not require an
assumption of uniform semi-convexity on the sequence of relative entropies, which
can be hard to establish for interacting particle systems (see [7] for the general theory
of geodesic convexity of the entropy for Markov chains, and [9] for the study of this
property for interacting particle systems on the complete graph). Such an assumption
of semi-convexity is known as a lower bound onRicci curvature for theMarkov chain,
by analogy with the situation for Brownian motion on a Riemannian manifold. For
the simple exclusion on the discrete torus, it seems reasonable to conjecture that
curvature is non-negative, but this is still an unsolved problem.

Proof First of all, for any weak limitQ of the laws of the trajectories, we also have

lim inf
n→∞

1

an

∫ T

0
E (ρn

t , log ρn
t )dt ≥ Q

[∫ T

0
g(mt)dt

]

and

lim inf
n→∞

1

an

∫ T

0
A (ρn

t , ψ
n
t )dt ≥ Q

[∫ T

0
|ṁt |2dt

]
,

wherewedenote by {mt } a random trajectorywith lawQ. This is a direct consequence
of the following lemma (whose proof is given below):

Lemma 3.2 Let ( fn) be a sequence of real-valued, non-negative functions on a
space (Ω,P), and assume that there exists a function f such that for any sequence
of random variables (Xn) that converges in law to a deterministic limit x, we have

lim inf
n→∞ E[ fn(Xn)] ≥ f (x).
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Then, for any sequence (Xn) of random variables that converges in law to a random
variable X∞, we have

lim inf
n→∞ E[ fn(Xn)] ≥ E[ f (X∞)].

We now use Proposition 2.2 with the gradient flows {ρn
t νn}, and pass to the limit in

1

an

(
Entνn (ρ

n
T ) − Entνn (ρ

n
0 ) + 1

2

∫ T

0
E (ρn

t , log ρn
t )dt + 1

2

∫ T

0
A (ρn

t , ψ
n
t )dt

)
=0,

and therefore

Q[H (mT )] − H (m0) + 1

2
Q

[∫ T

0
g(mt)dt

]
+ 1

2
Q

[∫ T

0
|ṁt |2dt

]
≤ 0. (11)

Since the above quantity is an expectation of a non-negative functional, we see that

H (mT ) − H (m0) + 1

2

∫ T

0
g(mt)dt + 1

2

∫ T

0
|ṁt |2dt = 0, Q-almost surely.

This means that Q-almost surely, {mt } is a gradient flow of H . If uniqueness of
gradient flows with initial condition m0 holds, convergence immediately follows.

Convergence of the relative entropy at time T necessarily holds, since otherwise
it would contradict (11). Finally, it also holds at any other time t ∈ [0, T ], since one
can rewrite the same result on the time-interval [0, t].

We still have to prove Lemma 3.2. This proof is taken from [6].

Proof (of Lemma 3.2) Consider a sequence (Xn) that converges in law to a random
variable X∞. Using the almost-sure representation theorem, there exists a sequence
(Yn) such that for any n, Yn has the same law as Xn , and (Yn) almost surely converges
to Y∞. If we condition the whole sequence on the event {Y∞ = y}, then (Yn) almost
surely converges to y. Then we have, using Fatou’s lemma

lim inf
n→∞ E[ fn(Xn)] = lim inf

n→∞ E[ fn(Yn)] = lim inf
n→∞ EY∞

[
E[ fn(Yn)|Y∞]]

≥ EY∞

[
lim inf
n→∞ E[ fn(Yn)|Y∞]

]
≥ EY∞ [ f (Y∞)] = E[ f (X∞)].

4 Symmetric Simple Exclusion Process (SSEP)

4.1 Model: Definitions and Notations

To make notations easier we consider the interacting particle systems on the one-
dimensional torus Tn = {0, . . . , n − 1}, but the result is valid in any dimension
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d ≥ 1. Let us define Xn := {0, 1}Tn , X := {0, 1}Z, and T = [0, 1) the continu-
ous torus, We create a Markov process {ηn

t ; t ≥ 0} on the state space Xn , which
satisfies for any η ∈ Xn:

• η(i) = 1 if there is a particle at site i ∈ Tn ,
• η(i) = 0 if the site i is empty,
• any particle waits independently an exponential time and then jumps to one of its
neighbouring sites with probability 1/2, provided that the chosen site is empty.

We are looking at the evolution of the Markov process in the diffusive time scale,
meaning that time is accelerated by n2. The generator is given for f : Xn → R by

Ln( f )(η) := n2
∑
i∈Tn

η(i)(1 − η(i + 1))( f (ηi,i+1) − f (η)),

where ηi, j is the configuration obtained from η exchanging the occupation variables
η(i) and η( j). The hydrodynamics behavior of the SSEP is well-known, and we refer
the reader to [11] for a survey. Let νn

α be the Bernoulli product measure of parameter
α ∈ (0, 1), the invariantmeasures for the dynamics.Under νn

α , the variables {η(i)}i∈Tn

are independent with marginals given by

νn
α{η(i) = 1} = α = 1 − νn

α{η(i) = 0}.

Let us fix once and for all α ∈ (0, 1) and denote by ρn
t the probability density of the

law of ηn
t (whose time evolution is generated by n2Ln) with respect to νn

α.

To prove convergence, we need to embed our particle configurations in a sin-
gle metric space. For each configuration η ∈ Xn , we construct a measure on X
associated to η, denoted by πn(η). We do it here through the empirical measures:

πn
t (dθ) := πn(ηn

t )(dθ) = n−1
∑
i∈Tn

ηn
t (i)δi/n(dθ), (12)

where δθ stands for theDiracmeasure concentrated on θ ∈ T. Let us denote byM+ =
M+(X ) the spaceoffinite positivemeasures onX endowedwith theweak topology.
Assume moreover that, for each n, πn : Xn → M+ is a continuous function. Our
goal is to prove the convergence of the flow of measures (πn(ηn

t )). In particular, π
n

inherits the Markov property from ηn .
We start by defining properly two notions of convergence. For any function G :

X → R and any measure π on X , we denote by 〈π,G〉 the integral of G with
respect to the measure π . In the following T > 0 is fixed.

Definition 4.1 Let (πn
t ) be a sequence of flows ofmeasures, each element belonging

to the Skorokhod spaceD([0, T ],M+). For each n, letQn be the probabilitymeasure
on D([0, T ],M+) corresponding to {πn

t ; t ∈ [0, T ]}.
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1. We say that the sequence (πn
t ) converges to the deterministic flow {πt } if the

probability measureQn converges to the Dirac probability measure concentrated
on the deterministic flow {πt }.

2. Fix t ∈ [0, T ]. We say that (πn
t ) converges in probability to the deterministic

measure πt ∈ M+ if, for all smooth test functions G : X → R, and all δ > 0,

Qn

[∣∣〈πn
t ,G

〉 − 〈
πt ,G

〉∣∣ > δ
]

−−−→
n→∞ 0. (13)

The next proposition gives the equivalence between the two notions above.

Proposition 4.1 Let (πn
t ) be a sequence of flows of measures which converges to

a deterministic flow {πt }. Assume that t ∈ [0, T ] �→ πt ∈ M+ is continuous (with
respect to the weak topology). Then, for any t ∈ [0, T ] fixed, (πn

t ) converges in
probability to πt ∈ M+.

Proof By assumption, the limiting probabilitymeasure onD([0, T ],M+) is concen-
trated onweakly continuous trajectories. Therefore, the limiting flow is almost surely
continuous, and the map {πt ; t ∈ [0, T ]} �→ πt is continuous fromD([0, T ],M+)

to M+. Then, for t ∈ [0, T ], (πn
t ) converges in distribution to πt . Since the latter is

deterministic, this induces convergence in probability.

We recall here the main result, that we are going to prove in a different way. Recall
that πn

t is the empirical measure defined in (12) and Qn is the probability measure
on D([0, T ],M+) corresponding to the flow {πn

t }.
Theorem 4.2 (Hydrodynamic limits for the SSEP) Fix a density profile m0 : T →
[0, 1] and let (μn) be a sequence of probability measures such that, under μn, the
sequence (πn

0 (dθ)) converges in probability to m0(θ)dθ . In other words,

lim sup
n→∞

μn

[∣∣∣n−1
∑
i∈Tn

G(i/n)η(i) −
∫
T

G(θ)m0(θ)dθ

∣∣∣ > δ

]
= 0,

for any δ > 0 and any smooth function G : T → R. Assumemoreover that this initial
data is well-prepared, in the sense that:

lim
n→∞

1

n
Entνn

α
(μn) =

∫
T

h(m0(θ))dθ − h
( ∫

T

m0(θ)dθ
)
, (14)

where h has been defined in Example 3.1. Then, for any t > 0, the sequence {πn
t }n∈N

converges in probability to the deterministic measure πt (dθ) = m(t, θ)dθ where m
is solution to the heat equation (7) on R+ × T. The entropy also converges:

lim
n→∞

1

n
Entνn

α
(μn

t ) =
∫
T

h(m(t, θ))dθ − h
( ∫

T

m(t, θ)dθ
)
.
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Note that
∫
m(t, θ)dθ is actually a constant, given by the fixed density of particles.

The convergence of the entropy is equivalent to the local Gibbs behavior (see [12]).
Hence, the assumptions and conclusions are those obtained with the relative entropy
method of [21]. However, the techniques and restrictions are the same as for the
entropy method of [10]: we do not use smoothness of solutions to the hydrodynamic
PDE, butwe use the replacement lemma (see Sect. 4.3), which relies on the two-block
estimate, rather than the one-block estimate alone as in [21].

4.2 The Gradient Flow Approach to Theorem 4.2

We are going to apply Theorem 3.1 to obtain Theorem 4.2. The main steps are as
follows:

1. We first need to prove that the sequence (Qn) is relatively compact, so that there
exists a converging subsequence. Such an argumentwas alreadypart of the entropy
method of [10]. We refer to [11][Chap.4, Sect. 2] for the proof in the context of
the simple exclusion process.

2. In order to prove (8), we have to investigate the convergence of the relative entropy
with respect to the invariant measure νn

α towards the free energy associated to the
limiting PDE (7), which in our case reads as

H (m) =
∫
T

h(m(θ))dθ − h
( ∫

T

m(θ)dθ
)
.

This result is actually equivalent to the large deviation principle for νn
α (see for

example [15]), and is standard (see [11]). Moreover, if our initial data is close
(in relative entropy) to a slowly varying Bernoulli product measure1 associated to
m, which satisfies νn

ρ(·){η(i) = 1} = m(i/n), then its relative entropywith respect
to νn

α converges to the limiting free energy, so that we can easily have (14).
3. We prove the lower bound for the entropy production along curves (9) and the

lower bound for the slopes (10) in Sect. 4.3.
4. When passing to the limit, we obtain that for any weak limitQ of (Qn),

Q

[ ∫
T

h(m(T, θ))dθ −
∫
T

h(m(0, θ))dθ+
1

2

∫ T

0

∫
T

m(1 − m)
(∂(h′(m))

∂θ

)2
dθdt + 1

2

∫ T

0
‖ṁt‖2−1,m dt

]
≤ 0.

1This is also the assumption used to make Yau’s relative entropy method work, see [21].
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Since the expression inside the expectation is the characterization of solutions to
the heat equation as minimizing-movement curves, it is non-negative, and almost
surely m is a solution to the heat equation. Uniqueness of solutions starting from
m0 allows us to conclude.

4.3 Bounds and Convergence

Herewe prove that (9) and (10) are satisfied for the densityρn
t of the SSEP accelerated

in time, assuming that the empirical measure (πn
t (dθ)) converges to a deterministic

curve mt (θ)dθ . Let us start with (10). The argument is based on a duality argument
(Proposition 4.3) and on the replacement lemma (Lemma 4.4) which is commonly
used in the literature (see for example [11]).

Proposition 4.3 Consider a couple (ρt , ψt ) satisfying the continuity equation (5)
for almost every t ≥ 0. For any smooth (in time) function J : [0, T ] × X → R,

∫ T

0
A (ρt , ψt )dt ≥ 2

∑
x∈X

J (T, x)ρT (x)ν(x) − 2
∑
x∈X

J (0, x)ρ0(x)ν(x)

− 2
∫ T

0

∑
x∈X

∂t J (t, x)ρt (x)ν(x)dt −
∫ T

0

∑
x,y

(J (t, x) − J (t, y))2ρ̂t (x, y)K (x, y)ν(x)dt .

Proof From the continuity equation (5), we have

∑
x∈X

J (T, x)ρT (x)ν(x) −
∑
x∈X

J (0, x)ρ0(x)ν(x)

=
∫ T

0

∑
x∈X

∂t J (t, x)ρt (x)ν(x) + J (t, x)ρ̇t (x)ν(x)dt =
∫ T

0

∑
x∈X

∂t J (t, x)ρt (x)ν(x)dt

−
∫ T

0

∑
x,y∈X

J (t, x)(ψt (y) − ψt (x))ρ̂t (x, y)K (x, y)ν(x)dt .

We symmetrize in x and y the last term, and get

2
∑
x∈X

J (T, x)ρT (x)ν(x) − 2
∑
x∈X

J (0, x)ρ0(x)ν(x) = 2
∫ T

0

∑
x∈X

∂t J (t, x)ρt (x)ν(x)dt

−
∫ T

0

∑
x,y∈X

(J (t, x) − J (t, y))(ψt (y) − ψt (x))ρ̂t (x, y)K (x, y)ν(x)dt,
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and therefore

1

2n

∫ T

0
A (ρt , ψt )dt ≥ 1

n

∑
x∈X

J (T, x)ρT (x)ν(x) − 1

n

∑
x∈X

J (0, x)ρ0(x)ν(x)

− 1

n

∫ T

0

∑
x∈X

∂t J (t, x)ρt (x)ν(x)dt − 1

2n

∫ T

0

∑
x,y

(J (t, x) − J (t, y))2ρ̂t (x, y)K (x, y)ν(x)dt.

To apply Proposition 4.3 to the SSEP, we consider observables of the form

J (t, η) =
∑
i∈Tn

G
(
t,

i

n

)
η(i) (15)

for smooth functions G : [0, T ] × T → R. For any � ∈ N and i ∈ Tn , we denote by
η�(i) the empirical density of particles in a box of size 2� + 1 centered at i :

η�(i) := 1

2� + 1

∑
| j−i |≤�

η(i).

Hereafter we also denote by τx the translated operator that acts on local functions
g : {0, 1}Z → R as (τx g)(η) := g(τxη), and τxη is the configuration obtained from η

by shifting: (τxη)y = ηx+y . The main tool that we are going to use is the well-known
replacement lemma, which is a consequence of the averaging properties of the SSEP.
We recall the main statement and refer the reader to [10, 11] for a proof:

Lemma 4.4 (Replacement Lemma) Denote by Pμn the probability measure on the
Skorokhod spaceD([0, T ],Xn) induced by theMarkov process {ηn

t }t≥0 starting from
μn. Then, for every δ > 0 and every local function g,

lim sup
ε→0

lim sup
n→∞

Pμn

[ ∫ T

0
n−1

∑
x∈Tn

τx Vεn(ηs)ds ≥ δ

]
= 0,

where

V�(η) =
∣∣∣∣ 1

2� + 1

∑
|y|≤�

τyg(η) − g̃(η�(0))

∣∣∣∣

and g̃ : (0, 1) → R corresponds to the expected value: g̃(α) := ∫
g(η)dνα(η).

We are now able to conclude the proof. We treat separately the terms in the right-
hand side of Proposition 4.3, taking J as in (15). Since, for any fixed t , (πn

t (dθ))

converges in probability to πt (dθ) = mt (θ)dθ we have

1

n

∑
η∈Xn

J (T, η)ρn
T (η)νn

α(η) = Qn
[〈πn

T ,G〉] −−−→
n→∞

∫
T

G(T, θ)mT (θ)dθ.
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And the same happens at initial time for ρn
0 . Similarly,

1

n

∫ T

0

∑
η∈Xn

∂ J

∂t
(t, η)ρn

t (η)νn
α(η)dt −→

∫ T

0

∫
T

∂G

∂t
(t, θ)mt (θ)dθdt .

Then, we write

∫ T

0

1

n

∑
η,η′∈Xn

(J (t, η) − J (t, η′))2 ρ̂nt (η, η′)Kn(η, η′)νnα(η)dt

= n2

n

∫ T

0

∑
η,i

[
G

(
t,

i

n

)
− G

(
t,
i + 1

n

)]2
η(i)(1 − η(i + 1)) ρ̂nt (η, ηi,i+1)νnα(η)dt.

We now use the logarithmic inequality (3) and write that the latter is smaller than

n
∫ T

0

∑
η,i

[
G

(
t,

i

n

)
− G

(
t,
i + 1

n

)]2
η(i)(1 − η(i + 1))

ρnt (η) + ρnt (ηi,i+1)

2
νnα(η)dt.

From the invariance property of νn
α with respect to the change of variablesη → ηi,i+1,

and from the smoothness of G we get that the above quantity is equal to

1

n

∫ T

0

∑
η∈Xn

∑
i∈Tn

[
G ′

(
t,

i

n

)]2
η(i)(1 − η(i + 1)) ρn

t (η)νn
α(η)dt + o

(1
n

)
, (16)

where G ′ denotes the space derivative of G.
Above we want to replace η(i)(1 − η(i + 1)) bym(i/n)(1 − m(i/n)). For ε > 0

we define the approximation of the identity iε(u) = (2ε)−11{|u| ≤ ε}. With that
notation, ηεn

t (0) is very close to 〈πn
t , iε〉. Let us denote h(η) := η(0)(1 − η(1)).

Since G is a smooth function, (16) equals

1

n

∫ T

0

∑
η∈Xn

∑
i∈Tn

1

2εn + 1

∑
| j−i |≤εn

[
G ′

(
t,

j

n

)]2
τi h(η)ρn

t (η)νn
α(η)dt + O(ε2).

A summation by parts shows that the previous term can be written as

1

n

∫ T

0

∑
η∈Xn

∑
i∈Tn

[
G ′

(
t,

i

n

)]2 1

2εn + 1

∑
| j−i |≤εn

τ j h(η)ρn
t (η)νn

α(η)dt + O(ε2).

By Lemma 4.4, this expression is then equal to

1

n

∫ T

0

∑
η∈Xn

∑
i∈Tn

[
G ′

(
t,

i

n

)]2
τi h̃

(〈πn
t (η), iε〉

)
νn

α(η)dt + Rn,ε,T ,
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where Rn,ε,T vanishes in probability as n goes to infinity and then ε goes to 0. From
the convergence in probability of (πn

t ), the last expression converges to

∫ T

0

∫
T

mt (θ)(1 − mt (θ))(G ′(t, θ))2 dθdt.

As a result, since the convergences above are valid for any smooth function G,

lim inf
n→∞

1

n

∫ T

0
A (ρnt , ψn

t )dt ≥
∫ T

0
sup
G

{
2

∫
T

G ṁt dθ −
∫
T

mt (1 − mt )(G
′)2dθ

}
dt

=
∫ T

0
‖ṁt ‖2−1,m dt .

In the same way, we need to prove

lim inf
n→∞

1

n

∫ T

0
E (ρn

t , log ρn
t )dt ≥

∫ T

0

∫
T

m(1 − m)
(∂(h′(m))

∂θ

)2
dθdt .

Since the arguments are essentially the same as for the slopes, we shall be more brief
in the exposition. We denote

∇nG
(
t,

i

n

)
= n

[
G

(
t,
i + 1

n

)
− G

(
t,

i

n

)]
.

By duality, we have

1

2n

∫ T

0
E (ρnt , log ρnt )dt

≥
∫ T

0

∑
η,i

(log ρnt (ηi,i+1) − log ρnt (η))∇nG
(
t,

i

n

)
ηi (1 − ηi+1)ρ̂

n
t (η, ηi,i+1)νnα(η)dt

− 1

2n

∫ T

0

∑
η,i

[
∇nG

(
t,

i

n

)]2
ηi (1 − ηi+1)ρ̂

n
t (η, ηi,i+1)νnα(η)dt

≥
∫ T

0

∑
η,i

(ρnt (ηi,i+1) − ρnt (η))∇nG
(
t,

i

n

)
ηi (1 − ηi+1)ν

n
α(η)dt

− 1

2n

∫ T

0

∑
η,i

[
∇nG

(
t,

i

n

)]2
ηi (1 − ηi+1)ρ

n
t (η)νnα(η)dt

= −
∫ T

0

∑
η,i

ρnt (η)
[
∇nG

(
t,

i

n

)
− ∇nG

(
t,
i − 1

n

)]
ηiν

n
α(η)dt

− 1

2n

∫ T

0

∑
η,i

[
∇nG

(
t,

i

n

)]2
ηi (1 − ηi+1)ρ

n
t (η)νnα(η)dt
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Using the replacement lemma, passing to the supremum in G, and to the limit,

lim inf
n→∞

1

n

∫ T

0
E (ρn

t , log ρn
t )dt

≥ sup
G

{
− 2

∫ T

0

∫
T

G ′′mt dθdt −
∫ T

0

∫
T

mt (1 − mt )(G
′)2dθdt

}

= sup
G

{
− 2

∫ T

0

∫
T

G ′′mt (1 − mt )h
′′(mt )dθdt −

∫ T

0

∫
T

mt (1 − mt )(G
′)2dθdt

}

=
∫ T

0

∫
T

mt (1 − mt )
(∂h′(mt )

∂θ

)2
dθdt,

and this is exactly what we were seeking to prove.
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Symmetries and Martingales in a Stochastic
Model for the Navier-Stokes Equation
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Abstract A stochastic description of solutions of the Navier-Stokes equation is
investigated. These solutions are represented by laws of finite dimensional semi-
martingales and characterized by a weak Euler-Lagrange condition. A least action
principle, related to the relative entropy, is provided. Within this stochastic frame-
work, by assuming further symmetries, the corresponding invariances are expressed
by martingales, stemming from a weak Noether’s theorem.

Keywords Stochastic analysis · Stochastic control · Navier-Stokes equation
Mathematics Subject Classification: 93E20 · 60H30

Several stochastic models for the Navier-Stokes equation have been proposed in the
literature. Some refer to random perturbations of the fluid velocity. This is not the
case here: we are interested in stochastic Lagrangian paths whose (mean) velocity, or
drift, represent the deterministic velocity of the fluid. Different studies of stochastic
Lagrangian paths in fluid dynamics and in particular in turbulence can be found
in a collection of works, from which we refer to [2, 15] and [16] as examples.
Also representation formulae in terms of different random processes were given in
[5, 6, 8], among others.

Concerning the derivation of solutions of Navier-Stokes equations from (stochas-
tic) variational principles, after the early articles [17] and [20], such principles were
developed in [3] and subsequent works, for instance see [4]. We mention also [11]
and [9] for different, unrelated approaches to the same kind of problems.
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In [7] and [13] a weak description of a stochastic deformation of mechanics has
been investigated: the Euler-Lagrange condition extends as a condition on laws of
stochastic processes [13]. The associated calculus of variations is developed in [7].
As a by product, the latter provides the underlying geometry to primal dynamical
Schrödinger problems of [19] and [21]. It also applies to stochastic kinematics unre-
lated to martingales ; specific martingales merely appearing in the dynamics. In par-
ticular, it allows to define consistent perturbations of statistical mixture of paths, the
associated variations of functionals, and Euler-Lagrange conditions, by considering
convex combinations of Dirac measures concentrated on smooth enough trajecto-
ries. The main originality of this approach, with respect to other weak deformations
of mechanics, is to handle problems in a functional-analytic framework, in a full
consistency with the deterministic case.

In this paper, within the framework of [7] and [13], we develop a specific case,
from an example of [7], which provides a stochastic description for solutions to the
Navier-Stokes equation. Then we investigate several symmetries, whose associated
invariances correspond in this setup to martingales.

Section1fixes the framework and notations of the paper; theweakEuler-Lagrange
condition of [13] and [7] is recalled. Under conditions, in Sect. 2, a map

P : u → Pu,

associates laws ofRd -valued semi-martingales to divergence free vector fields. Solu-
tions of the Navier-Stokes equation are shown to be divergence free vector fields u,
whose associated probability Pu satisfies aweakEuler-Lagrange condition (Proposi-
tion 1); Proposition 2 characterizes those solutions as critical points of the stochastic
action

S p(ν) := Eν

[∫ 1

0

( |vν
t |2
2

− p(1 − t,Wt )

)
dt

]
,

where ν denotes the law of specific continuous semi-martingales, and (vν
t ) the char-

acteristic drift of ν, as stated accurately below. The function p is a smooth pressure
field which is assumed to be given.

The action functional above is related to the relative entropy with respect to a
reference law μp induced by the pressure field.

Finally, within this stochastic model, Sect. 3 investigates invariances, stemming
from symmetries, by the weakNoether’s theorem of [7]; within this stochastic frame-
work martingales on the canonical space play the rôle of constants of motion in
classical mechanics.
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1 The Weak Stochastic Euler-Lagrange Condition

The weak stochastic Euler-Lagrange condition, recalled below, was introduced in
[7, 13]. It embeds in probability measures, specifically in a set of laws of semi-
martingales, the classical condition. Thus, it provides a functional analytic approach
to tackle stochastic variational problems; in particular, in contrast with usual dif-
fusion approaches, it canonically extends the classical, not-stochastic, approach. In
this context the extension ofNoether’s theorem becomes natural. Moreover, as stated
in [7], another specificity of this framework is that it provides critical conditions to
semi-martingale optimal transportation problems. The latter, introduced in [18], cor-
respond to a relaxation of a specific dynamical Schrödinger problems (see [14]) by
allowing, in particular, the characteristic dispersion to be not-trivial. Finally, as it is
expected of optimization over a subset of Borel probabilities on a Polish space, one
crucial advantage of this framework is that compactness is rather simple to obtain.

1.1 Admissible Trajectories

Trajectories of infinitely small passive tracers in fluids can be described by elements
in the space W := C([0, 1],Rd), namely the set of continuous R

d -valued paths
(where we consider the norm |.|W of uniform convergence), endowed with the Borel
sigma-fieldB(W ). In particular, trajectories of finite energy can be described by the
subset

H :=
{
h ∈ W, h :=

∫ .

0
ḣsds,

∫ 1

0
|ḣs |2Rd ds < ∞

}
,

of absolutely continuous paths with square integrable derivatives.
Let (Wt )t∈[0,1] denote the evaluation process

(t, ω) ∈ [0, 1] × W → Wt (ω) := ω(t) ∈ R
d .

We consider (F 0
t ) the natural (past) filtration and denote by PW the set of Borel

probabilities on W .

1.2 A Weak Description of Random Trajectories

In order to avoid measurability issues, we consider (F ν
t ), the ν-usual augmentation

of the filtration (F 0
t ) under ν ∈ PW . The latter naturallymodels random trajectories,

since any ν ∈ PW is the law of the evaluation process, on the completed probability
space (W,B(W )ν, ν). We define S to be the subset of ν ∈ PW such that there exists
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a (F ν
t )-martingale (Mν

t ) on (W,B(W )ν, ν), which satisfies

Wt = W0 + Mν
t +

∫ t

0
vν
s ds,

for all t ∈ [0, 1], ν − a.s., where (vν
s ) is a (F ν

t )-predictable process on the same
space, and where the predicable covariation process of (Mν) is of the specific form

< (Mν
t )

i , (Mν
t )

j >=
∫ .

0
(αν

s )
i j ds,

for a predictable process (αν
s ); subsequently, by abuseof language,we refer to (vν

t , α
ν
t )

as the characteristics of ν. In the whole paper, notations are those of [7].

1.3 A Weak Euler-Lagrange Condition

Given a smooth Lagrangian function

L : (t, x, v, a) ∈ [0, 1] × R
d × R

d × (Rd ⊗ R
d) → Lt (x, v, a) ∈ R, (1)

the classical Euler-Lagrange condition naturally extends to S (see [13]). A semi-
martingale ν ∈ S satisfies the Euler-Lagrange condition if there exists a (F ν

t ) càd-làg
martingale (N ν

t ), such that

∂vLt (Wt , v
ν
t , α

ν
t ) −

∫ t

0
∂qLs(Ws, v

ν
s , α

ν
s )ds = N ν

t λ ⊗ ν − a.e., (2)

∂qL and ∂vLt denoting the respective gradients (in the first and in the second vari-
ables, respectively).

Remark 1 Similar conditions were considered in [1] for arbitrary semi-martingales
U on abstract stochastic basis (Ω,A , (At ),P). On the contrary, condition (2)
imposes constraints on laws of processes. A semi-martingale U on an arbitrary sto-
chastic basis whose law satisfies (2) exhibits very precise properties, depending on
the Lagrangian; for instance, in a specific case, it is associated to systems of coupled
stochastic differential equations; the latter are not satisfied, in general, when U ver-
ifies the critical condition of [1]. Moreover, the associated variational principles of
[1] do not contain the optimum criticality for semi-martingale optimal transportation
problems either.
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2 Navier-Stokes Equation and the Weak Euler-Lagrange
Condition

Henceforth, and until the end of the paper, p denotes a smooth map

p : (t, x) ∈ [0, 1] × R
d → p(t, x) ∈ R

+, (3)

which is further assumed to be bounded, with bounded derivatives; p models the
pressure field. This map being given, we provide a stochastic model for solutions of
the equation

∂t u + (u.∇)u = −∇ p + Δu

2
; div u = 0. (4)

For sake of clarity, we focus on the case where the divergence free velocity vector
field, involved in the Navier-Stokes equation, belongs to

C1,2
b,div([0, 1] × R

d) := {u ∈ C1,2([0, 1] × R
d;Rd) ∩ Cb([0, 1] × R

d;Rd) :
div u(t, .) = 0, for all t ∈ [0, 1]}.

2.1 Description of Dissipative Flows by Laws
of Semi-martingales

Given u ∈ C1,2
b,div([0, 1] × R

d), we define Pu to be the probability measure, which
is equivalent with respect to the Wiener measure μ ∈ PW (the law of standard
Brownian motion), with density defined by

dPu
dμ

:= exp

(
−

∫ 1

0
u(1 − t,Wt )dWt − 1

2

∫ 1

0
|u(1 − t,Wt )|2dt

)
.

By the Girsanov theorem (see for example [10]), we obtain a map

P : u ∈ C1,2
b,div([0, 1] × R

d) → Pu ∈ S, (5)

such thatλ ⊗ Pu a.e., αPu
s = IRd , and vPut = −u(1 − t,Wt ), λ denoting theLebesgue

measure. Itô’s formula yields the following:

Proposition 1 A time-dependent vector field u ∈ C1,2
b,div([0, 1] × R

d) satisfies the
Navier-Stokes equation (4) if and only if Pu satisfies (2) for

L p
t (x, v, a) := |v|2

2
− p(1 − t, x). (6)
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2.2 Stochastic Action and Relative Entropy

Define the stochastic action associated to the Lagrangian L p of (6) by

S p : ν ∈ S → S p(ν) := Eν

[∫ 1

0
L p

s (Ws, v
ν
s , α

ν
s )ds

]
∈ R ∪ {+∞}. (7)

AsL p and Pu satisfy the assumptions of Theorem 5.1 of [7], for all p as above and
u ∈ C1,2

b,div([0, 1] × R
d), theS-functionalS p is differentiable in the sense considered

in [7]. Thus, we obtain the following result:

Proposition 2 A vector field u ∈ C1,2
b,div([0, 1] × R

d) is a solution of the Eq. (4) if
and only if

δSPu [h] = 0,

for all (F Pu
t )-adapted process (ht ) of finite energy, such that

h0 = h1 = 0 Pu − a.s.,

where Pu ∈ S is given by (5) and δSPu denotes the S-differential of [7] at Pu.

Remark 2 In particular, taking the pullback with the map (5), a stochastic action on
C1,2
b,div([0, 1] × R

d) is given by

S : u ∈ C1,2
b,div([0, 1] × R

d) → Su = EPu

[∫ 1

0

|u(1 − t,Wt )|2
2

− p(1 − t,Wt )dt

]
.

(8)

2.3 Least Action Principle and Relative Entropy

Subsequently, assuming ν ∈ PW to be absolutely continuous with respect to a ref-
erence law η ∈ PW , the relative entropy of ν w.r.t. η is defined as

H (ν|η) := Eν

[
ln

dν

dη

]
.

By the representation formula in [12], we obtain

S p(Pu) = H (Pu |μp) + ln Z p, (9)

for all u ∈ C1,2([0, 1] × R
d), where Pu is defined by (5), and where μp is the

absolutely continuous probability with respect to the standard Wiener measure
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(W0 = 0, μ − a.s.), whose density is given by

dμp

dμ
:=

exp
(∫ 1

0 p(1 − s,Ws)ds
)

Z p
,

with Z p a normalization constant. Whence we obtain the following ersatz of
Proposition 2:

Proposition 3 A time-dependent vector field u ∈ C1,2
b,div([0, 1] × R

d) is a solution
of the Eq. (4) if and only if

δH (.|μp)Pu [h] = 0

for all (F ν
t )-adapted process (ht ) of finite energy, such that

h0 = h1 = 0 Pu − a.s..

3 Invariances and the Stochastic Noether Theorem

Within this section we consider the case d = 3 and we denote by (e1, e2, e3) the
canonical orthogonal basis of R3. We further assume that u ∈ C1,2

b,div([0, 1] × R
3) is

a solution of (4) for a given smooth function p. By Proposition 1, the associated law
of the continuous semi-martingale Pu (c.f. (5)) satisfies (2) forL p defined by (6).

The next subsections investigate different symmetries and compute the related
local martingales, stemming from the weak Noether Theorem 6.1. of [7]. In each
particular case considered below the symmetries are expressed through a condition
on the pressure field p. Given the associated family of transformations (hε), subse-
quently, the symmetry condition on p yields that (hε) is a smooth family ofS-invariant
transformations for L p, in the sense considered in [7].

We recall this symmetry condition on S. First, by setting

Γ ε : ω ∈ W → Γ ε(ω) ∈ W,

where

Γ ε
t (ω) := hε(t, ω(t)),

for all t ∈ [0, 1], ω ∈ W , (hε) induces a family (Γ ε) of transformations of W .
Given η ∈ S, for all ε, (Γ ε

t ) defines a stochastic process on the probability space
(W,B(W )η, η). Thus, by Itô’s formula on the probability space (W,B(W )η, η),
for all ε ∈ R, the transformation hε of the state spaceR3 is lifted to a transformation

η ∈ S → Γ ε

 η ∈ S
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of S, by pushforward. The symmetry condition considered in [7] consists in the
relation

L p
t (Wt , v

η
t , α

η
t ) = L p

t (Γ ε
t , v

Γ ε

 η

t ◦ Γ ε, α
Γ ε


 η
t ◦ Γ ε), (10)

holding a.e., for all η ∈ S in the domain of the map defined in (7), and for all ε ∈ R.
Here ◦ denotes the pullback of the (Γ ε


 η—equivalence class of) map(s) vΓ ε

 η

t : W →
R

3 with the (η—equivalence class of) map(s) Γ ε : W → W .
Consider a smooth LagrangianL and assume that ν ∈ S satisfies the weak Euler-

Lagrange condition for this Lagrangian. The stochastic weak Noether’s Theorem in
[7] associates to a family (hε) of S-invariant transformations ofL local martingales
on the probability space (W,B(W )ν, ν). These local martingales, that we denote by
(It )t∈[0,1), are in fact explicitly given:

It :=<
d

dε
|ε=0h

ε
t (Wt ), φ

ν
t >Rd −

∑
i

[
d

dε
|ε=0h

ε
. (W.)

i
, φν

.
i
]
t

+
∫ t

0
θsds (11)

where [., .] stands for the quadratic co-variation process of càd-làg semi-martingales,
(φν

t ) denotes a càdlàg modification of the process ∂vLt (Wt , vν
t , α

ν
t ), and

θs :=
∑
i, j

κ i, j
s

∂L

∂αi, j
(Ws, v

ν
s , α

ν
s ), (12)

where (κs(ω)) is the Md(R)-valued process defined by

κs(ω) := αν
s .

((
∇ d

dε
hε|ε=0

)
(s,Ws)

)†

+
((

∇ d

dε
hε|ε=0

)
(s,Ws)

)
αν
s . (13)

3.1 Symmetry by Translation and the Momentum Process

Assume the symmetry by translation along e3 of the pressure, that is

p(t, x + ae3) = p(t, x),

for all a ∈ R, t ∈ [0, 1], x ∈ R
3. To check that Noether’s theorem yields the expected

result, set

hε : (t, x) ∈ [0, 1] × R
3 → hε(t, x) := x + εe3 ∈ R

3.

By proposition 3.2. of [7], (10) is trivially satisfied, so that, by Theorem 6.1 of [7],
we obtain (< vPut , ez >), as the related (F Pu

t )-local martingale.
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3.2 Symmetry by Rotation and the Kinetic Momentum
Process

Assume the symmetry by rotation along the axis e3 of the pressure; that is,

p(t, Rεx) = p(t, x), (14)

for all (t, x) ∈ [0, 1] × R
3 and ε ∈ R, where Rε : R3 → R

3 denotes the operator of
rotation, along the axis e3, with angle ε. We consider the family of space transfor-
mations

hε : (t, x) ∈ [0, 1] × R
3 → hε(t, x) := Rεx ∈ R

3. (15)

Applying Lemma 3.2. of [7], with hε given by (15), we compute the characteristics
of Γ ε


 η and we obtain the relation

|vΓ ε

 η ◦ Γ ε|R3 = |vη|R3 λ ⊗ η − a.e.,

for any ε ∈ R. Whence, the symmetry condition (10) is satisfied, from (14). Define
the stochastic process (lt ), on the complete probability space (W,B(W )Pu , Pu), by

lt :=< Wt , e1 >R3< vPut , e2 >R3 − < Wt , e2 >R3< vPut , e1 >R3

for t ∈ [0, 1], the stochastic counterpart to the kinetic momentum along e3. Further
denoting by

rot ut : R3 → R
3,

the rotational of u(t, .), the weak Noether Theorem 6.1 of [7] implies that the corre-
sponding process (It ), defined by

It := lt +
∫ t

0
< rot u1−s(Ws), e3 > ds,

is the local martingale associated to this symmetry by rotation. The latter expresses
the dissipation, modeled through the martingale part of Pu , which is involved in the
covariation process in the expression of It .
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a Sobolev Norm
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Abstract In this paperwedevelop anewmartingalemethod to show the convergence
of the regularized empirical measure of many particle systems in probability under
a Sobolev norm to the corresponding mean field PDE. Our method works well for
the simple case of Fokker Planck equation and we can estimate a lower bound of the
rate of convergence. This method can be generalized to more complicated systems
with interactions.
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1 Introduction

We are considering the stochastic processes {Xi(t)}Ni=1 in R
d of the following SDE

dXi(t) = F (Xi(t), t) dt + dBi(t), i = 1, 2, . . . ,N (1)

with an initial conditionXi(0) and a sequence of independent d-dimensional standard
Brownianmotions {Bi(t)}Ni=1.We show the system converges to the followingFokker-
Planck equation
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∂ρ

∂t
(x, t) = 1

2
�ρ(x, t) − ∇ · (ρ(x, t)F(x, t)) (2)

with boundary condition ρ(x, 0) ∈ L2(Rd), in the L∞(L2) ∩ L2(H1) norm and in
probability, and we estimate the convergence rate. The motivation of developing this
kind of estimates is hoping that it can be adapted in the analysis of the propagation
of chaos and the mean field limit for some interacting many particle systems

dXi(t) = 1

N

N∑
j �=i

F0
(
Xi(t) − Xj(t)

)
dt + σdBi

t, i = 1, . . . ,N . (3)

For the simplified model (1) and (2), we show in Theorem 1 that the regularized
empirical measure:

ρε,N (x, t) = 1

N

N∑
i=1

ϕε (x − Xi(t)) , ϕε(x) = 1

εd
ϕ(

x

ε
), ε = N−1/3d (4)

has a rate of convergence to the mean field solution ρ in the Sobolev space
L∞(0,T;L2(Rd)

) ∩ L2
(
0,T;H1(Rd)

)
, for any T > 0,

P
(

sup
s∈[0,T ]

(‖(ρ − ρε,N )(·, s)‖2 +
∫ T

0
‖∇(ρ − ρε,N )(·, s)‖2 ds)

≥ CT
(‖(ρ − ρε,N )(·, 0)‖2 + N−1/6d)) ≤ CT N

−1/6d

(5)

for some function CT that depends only on T , ||ρ0||L2 and the Lipschitz constant
of F. Thus the free energy-dissipation inequality for the difference between the
regularized empirical measure ρε,N and the mean field density ρ holds with high
probability. The second term in (5) is the dissipation term and it is contributed from
the Brownianmotion. In the usual couplingmethod, the contribution of the Brownian
motion is removed in the estimation and hence the dissipation term is lost. When
the interaction kernel F(x) is Lipschitz continuous, the propagation of chaos can be
directly justified by the McKean’s coupling method [13, 17]. In some physically
important systems such as two dimensional Navier-Stokes equation [6, 7, 11, 12,
15] and the Keller-Segel equation [10, 16], the interaction is given by the gradient
or the curl of the Newtonian potential. The free energy-dissipation inequality plays a
curial role in analyze such kind of systems, particularly, mathematical justifications
of the propagation of chaos and mean field limit.

Recently, we have shown that the new martingale method developed in this paper
can be generalized to prove the convergence under first order Sobolev norm when
interactions are introduced in the particle system. Let {Xi(t)}Ni=1 be the N-particles
system defined in (3), where F0 is a bounded function and Lipschitz continuous
against x with Lipschitz constant LF for all t ≥ 0, and the deterministic PDE model
be as follows:



Convergence of Diffusion-Drift Many Particle Systems … 197

⎧⎪⎪⎨
⎪⎪⎩

∂ρ

∂t
(x, t) = 1

2
�ρ − ∇ · (ρF(x, t))

F(x, t) =
∫
Rd

F0(x − y)ρ(y, t)dy.
(6)

To show the regularized empirical measure converges to the solution of the PDE
above, we first introduce an intermediate self-consistent system {X̂i(t)}Ni=1, which is
defined by the following SDE

dX̂i(t) = F
(
X̂i(t), t

)
dt + dBi(t), i = 1, 2, . . . ,N (7)

where

F(x, t) =
∫
Rd

F0(x − y)ρ(y, t)dy. (8)

According to previous study, we are able to control the distance between X̂i(t) and
Xi(t). And we can use the similar martingale method as in this paper to control the
distance between the self-consistent system {X̂i(t)}Ni=1 and the deterministic PDE
model. The details of the proof will be presented in a separate paper.

The use of the regularized empirical measure is important in computation and the
regularized kernel ϕ is known as a blob function in the vortex method. Pioneered
by Chorin in 1973 [2], the random vertex blob method is one of the most successful
computational methods for fluid dynamics and other related fields. The success of
the method is exemplified by the accurate computation of flow past a cylinder at the
Reynolds numbers up to 9500 in the 1990s [9]. The convergence analysis for the
random vortex method for the Navier-Stokes equation is given by [7, 11, 12] in the
1980s. We refer to the book [3] for theoretical and practical use of vortex methods,
refer to Goodman [7] and Long [11] for the convergence analysis of the random
vortex method to the Navier-Stokes equation. We also hoped that the estimation (5)
can be adapted to do numerical analysis.

2 Convergence in L∞(L2) ∩ L2(H1) Norm

As described in Introduction, in this section we will show that the regularized empir-
ical measure of the many particle system defined in (1) converge to the solution of
the Fokker Planck equation (2) in probability under L∞(L2) ∩ L2(H1) norm. In this
paper, we will denote the L2(Rd) norm as ‖ · ‖. To show this, we need to make some
assumption of the initial state to make sure that the particles are not too close to each
other. In the following work, we show that our convergence result holds under either
of the following 2 assumptions:

Assumption 1 There is some constant C < ∞ independent to N , such that for any
N and i �= j, m, n ≤ N , and δi,j = Xi(0) − Xj(0), we always have |δi,j| ≥ 2CN−1/d .
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Assumption 2 (X1(0), . . . ,XN (0)) has a joint distribution such that there is some
constant C < ∞ independent to N , such that for any N and i �= j, i, j ≤ N , δi,j has a
density function fi,j,N and it satisfies ‖fi,j,N‖∞ ≤ C.

Remark A special case of Assumption 2 is that X1(0),X2(0), . . . ,XN (0) are i.i.d.
with density ρ(x, 0), since that for any i, j, Xi(0) − Xj(0) has density function

fi,j,N (a) =
∫
Rd

ρ(x, 0)ρ(x + a, 0) dx ≤ ‖ρ(x, 0)‖2 < ∞.

For any N , we consider the regularized empirical measure:

ρε,N (x, t) = 1

N

N∑
i=1

ϕε (x − Xi(t)). (9)

To show that ρε,N (x, t) converges to ρ, we have theorem as follows:

Theorem 1 Let Xi(t), i = 1, . . . ,N be solutions of stochastic differential equation
(1) with initial data Xi(0) satisfying either Assumption 1 or Assumption 2 and ρε,N

be the constructed regularized empirical measure (9) with regularized parameter
εN = N−1/3d. Let ρ be the solution of the corresponding mean field equation (2) with
initial density ρ0 ∈ L2(Rd). Then, there is a positive function c(t), t > 0 (will be
specified in (83)) dependent only on t, ϕ, and ||ρ0||, such that

P
(

sup
s∈[0,t]

(‖(ρ − ρεN ,N )(·, s)‖2 +
∫ s

0
‖∇(ρ − ρεN ,N )(·, h)‖2 dh)

< 2eC0 t
(‖(ρ − ρεN ,N )(·, 0)‖2 + c(t)N−1/6d

)) ≥ 1 − c(t)N−1/6d .

(10)
where C0 = 2dLF and LF is the Lipschitz constant of F.

The proof of this theorem is divided into one proposition (Proposition 1) and four
lemmas (Lemmas 1–4). We will give the proof of this theorem after the proof of
these preliminary results.

Proposition 1 For the difference between the PDE density ρ and the empirical
measure ρε,N , we have

‖(ρ − ρε,N )(·, t)‖2 = ‖(ρ − ρε,N )(·, 0)‖2 −
∫ t

0
‖∇(ρ − ρε,N )(·, s)‖2 ds

−
∫ t

0

∫
Rd

∇ · F(x, s)
(
(ρ − ρε,N )(x, s)

)2
dxds

+ Res(t) + M̃t + Mt + t

N
‖∇ϕε‖22

(11)
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where Mt is defined by Mt = ∑N
i=1 M

i
t with

Mi
t = 2

N

∫ t

0

∫
Rd

ρ(x, s)∇ϕε (x − Xi(s)) dx · dBi(s), (12)

and

M̃t =
N∑

n=1

M̃i
t (13)

with M̃i
t equals to

2

N2

∫ t

0

∫
Rd

ϕε(x)

⎛
⎝ i−1∑

j=1

∇ϕε

(
x + Bi(s) − Bj(s)

)−
N∑

j=i+1

∇ϕε

(
x + Bj(s) − Bi(s)

)
⎞
⎠ dx · dBi(s)

(14)

and

Res(t) = 2
∫ t

0

∫
Rd

1

N

N∑
i=1

ϕε (x − Xi(s)) (F(x, s) − F (Xi(s), s)) · ∇(ρ − ρε,N )(x, s) dxds.

(15)

Proof To prove the proposition, first note that for any ε and N ,

‖(ρ − ρε,N )(·, t)‖2 = ‖ρ(·, t)‖2 − 2
∫
Rd

ρ(x, t)ρε,N (x, t) dx + ‖ρε,N (·, t)‖2.

First for the deterministic part of ‖ρ(·, t)‖2, we have
∫
Rd

ρ(x, t)2 dx =
∫
Rd

ρ(x, 0)2 dx +
∫ t

0

∫
Rd

ρ(x, s) (�ρ(x, s) − 2∇ · (ρF)(x, s)) dxds

=
∫
Rd

ρ(x, 0)2 dx −
∫ t

0
‖∇ρ‖2 ds + 2

∫ t

0

∫
Rd

ρ(x, s)F(x, s) · ∇ρ(x, s) dxds.

(16)

Then for the second part which equals to

− 2

N

∫
Rd

ρ(x, t)
N∑
i=1

ϕε (x − Xi(t)) dx,
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note that for each i, by Ito’s formula, we have

ρ(x, t)ϕε (x − Xi(t)) = ρ(x, 0)ϕε (x − Xn(0)) +
∫ t

0

∂ρ(x, s)

∂t
ϕε (x − Xi(s)) ds

−
∫ t

0
ρ(x, s)∇ϕε (x − Xi(s)) · F (Xi(s), s) ds

−
∫ t

0
ρ(x, s)∇ϕε (x − Xi(s)) · dBi(s)

+ 1

2

∫ t

0
ρ(x, s)�ϕε (x − Xi(s)) ds.

(17)

Note that for the second term of the sum above, according to the definition of the
Fokker-Planck’s PDE,

∫ t

0

∂ρ(x, s)

∂t
ϕε (x − Xi(s)) ds =

∫ t

0

(
1

2
�ρ(x, s) − ∇ · (ρ(x, s)F(x, s)

))
ϕε (x − Xi(s)) ds.

Then integrate it over x ∈ Rd , we have

∫ t

0

∫
Rd

∂ρ(x, s)

∂t
ϕε (x − Xi(s)) dxds

= − 1

2

∫ t

0

∫
Rd

∇ρ(x, s) · ∇ϕε (x − Xi(s)) dxds

+
∫ t

0

∫
Rd

ρ(x, s)F(x, s) · ∇ϕε (x − Xi(s)) dxds.

(18)

�

Remark Here we can also apply Ito’s formula on the integration itself and it is more
rigorous since we do not need to change the order of integrations. However, since all
the calculations are the same, we will use the followings notations for simplicity.

Then integrating the third term in (17) over x ∈ Rd we have by divergence theorem
that

−
∫ t

0

∫
Rd

ρ(x, s)∇ϕε (x − Xi(s)) · F (Xi(s), s) dxds

=
∫ t

0

∫
Rd

ϕε (x − Xi(s))F(Xi(s), s) · ∇ρ(x, s) dxds.

(19)
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Combining (17), (18) and (19) we have
∫
Rd

ρ(x, t)ϕε (x − Xi(t)) dx

=
∫
Rd

ρ(x, 0)ϕε (x − Xi(0)) dx

−
∫ t

0

∫
Rd

∇ρ(x, s) · ∇ϕε (x − Xi(s)) dxds

+
∫ t

0

∫
Rd

ρ(x, s)F(x, s) · ∇ϕε (x − Xi(s)) dxds

+
∫ t

0

∫
Rd

ϕε (x − Xi(s))F(Xi(s), s) · ∇ρ(x, s)dxds − N

2
Mi

t

(20)

where Mi
t is

Mi
t = 2

N

∫ t

0

∫
Rd

ρ(x, s)∇ϕε (x − Xi(s)) dx · dBi(s).

Summing up over i = 1, 2, . . . ,N we have

−2
∫
Rd

ρε,N (x, t)ρ(x, t) dx

= − 2
∫
Rd

ρε,N (x, 0)ρ(x, 0) dx + 2
∫ t

0

∫
Rd

∇ρ(x, s) · ∇ρε,N (x, s) dx ds

− 2
∫ t

0

∫
Rd

ρ(x, s)F(x, s) · ∇ρε,N (x, s) dx ds

− 2
∫ t

0

∫
Rd

1

N

N∑
i=1

ϕε (x − Xi(s))F(Xi(s), s) · ∇ρ(x, s) dx ds

+ Mt

(21)

where Mt is the first martingale term in (11) defined in (12). I.e.,

Mt = 2
∫ t

0

∫
Rd

ρ(x, s)
1

N

N∑
i=1

∇ϕε (x − Xi(s)) dx · dBi(s).

Lastly, for the part of
∫
Rd ρε,N (x, t)ρε,N (x, t) dx which equals to

1

N2

N∑
i=1

∫
Rd

ϕε (x − Xi(t))
2 dx + 2

N2

∑
i<j

∫
Rd

ϕε

(
x − Xj(t)

)
ϕε (x − Xi(t)) dx

= 1

N
‖ϕε‖22 + 2

N2

∑
i<j

∫
Rd

ϕε

(
x − Xj(t)

)
ϕε (x − Xi(t)) dx.

(22)
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And for each i < j,

∫
Rd

ϕε

(
x − Xj(t)

)
ϕε (x − Xi(t)) dx =

∫
Rd

ϕε (x)ϕε

(
x + Xj(t) − Xi(t)

)
dx.

Then we can again apply the Ito’s formula on ϕε

(
x + Xj(t) − Xi(t)

)
:

ϕε

(
x + Xj(0) − Xi(0)

)+
∫ t

0
�ϕε

(
x + Xj(s) − Xi(s)

)
ds

+
∫ t

0
∇ϕε

(
x + Xj(s) − Xi(s)

) · (F (Xj(s), s
)− F (Xi(s), s)

)
ds

+
∫ t

0
∇ϕε

(
x + Xj(s) − Xi(s)

) · (dBj(t) − dBi(t)
)
.

(23)

Integrating the first and second terms over x, we have

∫
Rd

ϕε(x)ϕε

(
x + Xj(0) − Xi(0)

)
dx =

∫
Rd

ϕε

(
x − Xj(0)

)
ϕε (x − Xi(0)) dx

and

∫ t

0

∫
Rd

ϕε (x) �ϕε

(
x + Xj(s) − Xi(s)

)
dxds = −

∫ t

0

∫
Rd

∇ϕε

(
x − Xj(s)

) · ∇ϕε (x − Xi(s)) dxds.

Moreover for the third term, we have

∫ t

0

∫
Rd

ϕε(x)∇ϕε

(
x + Xj(s) − Xi(s)

) · F (Xj(s), s
)
dxdt

=
∫ t

0

∫
Rd

ϕε

(
x − Xj(s)

)
F
(
Xj(s), s

) · ∇ϕε (x − Xi(s)) dxds

and

∫ t

0

∫
Rd

ϕε(x)∇ϕε

(
x + Xj(s) − Xi(s)

) · F (Xi(s), s) dxdt

= −
∫ t

0

∫
Rd

ϕε (x − Xi(s))F (Xi(s), s) · ∇ϕε

(
x − Xj(s)

)
dxds.

So after we sum up over all m, n, we have
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‖ρε,N (·, t)‖2 =‖ρε,N (·, 0)‖2 −
∫ t

0
‖∇ρε,N (·, s)‖2 ds

+ 2
∫ t

0

∫
Rd

[
1

N

N∑
i=1

ϕε (x − Xi(s))F (Xi(s), s)

]
· ∇ρε,N (x, s) dxds

+ M̃t + t

N
‖∇ϕε‖22

(24)

where M̃t is the second martingale term in (11), which is defined in (13) and (14).
I.e.,

M̃t =
N∑
i=1

M̃i
t

with M̃i
t equals to

2

N2

∫ t

0

∫
Rd

ϕε(x)

⎛
⎝ i−1∑

j=1

∇ϕε

(
x + Bi(s) − Bj(s)

)−
N∑

j=i+1

∇ϕε

(
x + Bj(s) − Bi(s)

)
⎞
⎠ dx · dBi(s).

Then combine (16), (21) and (24) we have

‖(ρ−ρε,N )(·, t)‖2 = ‖(ρ − ρε,N )(·, 0)‖2 −
∫ t

0
‖∇(ρ − ρε,N )(·, s)‖2 ds

+ 2
∫ t

0

∫
Rd

(
ρ(x, s)F(x, s) − 1

N

N∑
i=1

ϕε (x − Xi(s))F (Xi(s), s)

)
· ∇(ρ − ρε,N )(x, s) dxds

+ M̃t + Mt + t

N
‖∇ϕε‖22.

(25)

Then plus andminus the term of− 1
N

∑N
i=1 ϕε (x − Xi(s))F (x, s) · ∇(ρ − ρε,N )(x, s)

we have

‖(ρ−ρε,N )(·, t)‖2 = ‖(ρ − ρε,N )(·, 0)‖2 −
∫ t

0
‖∇(ρ − ρε,N )(·, s)‖2 ds

+ 2
∫ t

0

∫
Rd

(ρ − ρε,N )(x, s)F(x, s) · ∇(ρ − ρε,N )(x, s) dxds

+ 2
∫ t

0

∫
Rd

1

N

N∑
i=1

ϕε (x − Xi(s)) (F(x, s) − F (Xi(s), s)) · ∇(ρ − ρε,N )(x, s) dxds

+ M̃t + Mt + t

N
‖∇ϕε‖22.

(26)
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Applying Green’s identity on the third term of Eq. (26) and recalling the definition
of Res(t) in (15) we have

‖(ρ − ρε,N )(·, t)‖2 = ‖(ρ − ρε,N )(·, 0)‖2 −
∫ t

0
‖∇(ρ − ρε,N )(·, s)‖2 ds

−
∫ t

0

∫
Rd

∇ · F(x, s)
(
(ρ − ρε,N )(x, s)

)2
dxds

+ Res(t) + M̃t + Mt + t

N
‖∇ϕε‖22.

(27)

Thus, the proof of Proposition 1 is complete.

Lemma 1 For all t ≥ 0, we have the second moment control

E
(
M2

t

) ≤ 4

Nεd+2
‖∇ϕ‖2

∫ t

0
‖ρ(x, s)‖2ds. (28)

Proof Here and in Lemma2,wewill use the natural filtrationFN
t , which is generated

by the Brownian motions B1(t), . . .BN (t). Note that Mt = ∑N
i=1 M

i
t where

Mi
t = 2

N

∫ t

0

∫
Rd

ρ(x, s)∇ϕε (x − Xi(s)) dx · dBi(s) =
d∑

k=1

Mi,k
t ,

and

Mi,k
t = 2

N

∫ t

0

∫
Rd

ρ(x, s)
∂ϕε (x − Xi(s))

∂xk
dx dB(k)

i (s).

The B(k)
i (s) in the equation above is the kth coordinate of the Brownian motion Bi(t)

and it is itself a one dimension Brownian motion and a square integrable martingale
under filtration FN

t noting that B(k)
i (s) is independent to B(h)

j (s) for all h �= k, or
i �= j. For each i and k we have the integrand

Yi,k(s) =
∫
Rd

ρ(x, s)
∂ϕε (x − Xi(s))

∂xk
dx

continuous and adapted to filtration FN
s . Moreover

|Yi,k(s)| =
∣∣∣∣
∫
Rd

ρ(x, s)
∂ϕε (x − Xi(s))

∂xk
dx

∣∣∣∣ ≤
∥∥∥∥∂ϕε

∂xk

∥∥∥∥× ‖ρ(·, s)‖ < ∞.

Thus by Theorem 5.2.3 in [5], for all i ∈ {1, 2, . . . ,N} and k ∈ {1, 2, . . . , d},Mi,k
t is

a square integrable martingale with
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E[(Mi,k
t )2] = 4

N2
E

(∫ t

0
Yi,k(s)

2ds

)
≤ 4

N2

∥∥∥∥∂ϕε

∂xk

∥∥∥∥
2 ∫ t

0
‖ρ(·, s)‖2ds. (29)

And for all (i, k) �= (j, h) we have that

〈Mi,k
t ,Mj,h

t 〉 = 〈Yi,k · B(k)
i (t),Yi,h · B(h)

j (t)〉
=
∫ t

0
Yi,k(s) · Yj,h(s) d〈B(k)

i (t),B(h)
j (t)〉

=
∫ t

0
Yi,k(s) · Yj,h(s) d0 = 0,

(30)

since 〈B(k)
i (t),B(h)

j (t)〉 ≡ 0 for two independent Brownian motions, where 〈Xt,Yt〉 is
the quadratic covariance between the two processes Xt and Yt , defined by

〈Xt,Yt〉 = 1

2
(〈Xt + Yt〉 − 〈Xt〉 − 〈Yt〉).

Noting that Mi,k
t and Mj,h

t are both square integrable martingales, (30) implies that

E
(
Mi,k

t Mj,h
t

)
≡ 0. (31)

Combining (29) and (31) immediately gives us

E[(Mi
t )
2] =

d∑
k=1

E[(Mi,k
t )2] ≤ 4

N2
‖∇ϕε‖2

∫ t

0
‖ρ(·, s)‖2 ds.

and
E(Mi

tM
j
t ) = 0

which implies that

E
(
(Mt)

2) =
N∑
i=1

E[(Mi
t )
2] ≤ 4

N
‖∇ϕε‖2

∫ t

0
‖ρ(·, s)‖2 ds = 4

Nεd+2
‖∇ϕ‖2

∫ t

0
‖ρ(·, s)‖2 ds.

(32)
�

Lemma 2 For all t ≥ 0, we have the second moment control

E
(
(M̃t)

2
) ≤ 4

Nε2d+2
‖ϕ‖2‖∇ϕ‖2t. (33)
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Proof Again note that M̃t = ∑N
i=1 M̃

i
t with

M̃i
t =

d∑
k=1

M̃i,k
t

where

M̃i,k
t =

∫ t

0
Zi,k(s)dB

(k)
i (s)

and

Zi,k(t) = 2

N2

∫
Rd

ϕε(x)
i−1∑
j=1

∂ϕε

(
x + Bi(s) − Bj(s)

)
∂xk

dx

− 2

N2

∫
Rd

ϕε(x)
N∑

j=i+1

∂ϕε

(
x + Bj(s) − Bi(s)

)
∂xk

dx.

(34)

It is easy to see that the integrand Zi,k(t) is continuous and adapted toFN
t and that

|Zi,k(t)| ≤ 2

N
‖ϕε‖ ·

∥∥∥∥∂ϕε

∂xk

∥∥∥∥ (35)

Then again accordion to Theorem 5.2.3 in [5] we have for all i ∈ {1, 2, . . . ,N} and
k ∈ {1, 2, . . . , d}, Mi,k

t is a square integrable martingale with that

E[(M̃i,k
t )2] = E

(∫ t

0
Zi,k(s)

2ds

)
≤ 4t

N2
‖ϕε‖2 ·

∥∥∥∥∂ϕε

∂xk

∥∥∥∥
2

(36)

and that for all (i, k) �= (j, h) we have that

〈M̃i,k
t , M̃j,h

t 〉 = 〈Zi,k · B(k)
i (t),Zi,h · B(h)

j (t)〉
=
∫ t

0
Zi,k(s) · Zj,h(s) d〈B(k)

i (t),B(h)
j (t)〉

=
∫ t

0
Zi,k(s) · Zj,h(s) d0 = 0,

(37)

which implies that

E
(
M̃i,k

t M̃j,h
t

)
≡ 0. (38)

Thus we immediately have

E[(M̃i
t )
2] ≤ 4t

N2
‖ϕε‖2 · ‖∇ϕε‖2
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and E
(
M̃i

t M̃
j
t

) = 0 for all i �= j. Thus

E
(
(M̃t)

2
) =

N∑
i=1

E
(
(M̃i

t )
2
) ≤ 4t

N
‖ϕε‖2‖∇ϕε‖2 = 4t

Nε2d+2
‖ϕ‖2‖∇ϕ‖2. (39)

�

With the martingale partsMt and M̃t both controlled, our last step is to bound the
“residue” part Res(t). First, we again apply Cauchy Schwarz inequality and have

|Res(t)| ≤ 1

2

∫ t

0
‖∇(ρ − ρε,N )(·, s)‖2ds

+ 2

N2

∫ t

0

∫
Rd

∣∣∣∣∣
N∑
i=1

ϕε (x − Xi(s)) (F(x, s) − F (Xi(s), s))

∣∣∣∣∣
2

dxds.

(40)

It is easy to see that we can rewrite the integrand in the second term as follows:

∣∣∣∣∣
N∑
i=1

ϕε (x − Xi(s)) (F(x, s) − F (Xi(s), s))

∣∣∣∣∣
2

=
∑
i,j≤N

Ri,j(x, s)

where

Ri,j(x, s) = ϕε (x − Xi(s))ϕε
(
x − Xj(s)

)
(F(x, s) − F (Xi(s), s)) · (F(x, s) − F

(
Xj(s), s

))
.

Note that for any i, j ≤ N , Ri,j(x, s) = 0 when |Xj(s) − Xi(s)| > 2ε. And when
|Xi(s) − Xj(s)| ≤ 2ε, noting that F is Lipschitz continuous with the Lipschitz con-
stant less than or equal to LF ,

∣∣Ri,j(x, s)
∣∣ ≤ L2

Fε2
∣∣ϕε (x − Xi(s))ϕε

(
x − Xj(s)

)∣∣ .
Thus for all i, j ≤ N , we have the spatial integral

∫
Rd

|Ri,j(x, s)| dx ≤ ε2−dL2
F‖ϕ‖2 �|Xi(s)−Xj(s)|≤2ε. (41)

Combining (40) and (41) we have

|Res(t)| ≤ 1

2

∫ t

0
‖∇(ρ − ρε,N )(·, s)‖2 ds + R∗(t) (42)

where

R∗(t) = 2L2
F‖ϕ‖2

N2εd−2

∑
i,j≤N

∫ t

0
�|Xi(s)−Xj(s)|≤2ε ds. (43)
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By definition, R∗(t) is monotonically increasing over t. So if we want to control
sups≤t |Res(s)|, it is sufficient to control R∗(t). Noting that �|Xi−Xi|≤2ε ≡ 1, we can
take expectation on (43) and have

E[R∗(t)] =2L2
F‖ϕ‖2t
Nεd−2

+ 2L2
F‖ϕ‖2

N2εd−2

∑
i,j≤N :i �=j

E

(∫ t

0
�|Xi(s)−Xj(s)|≤2ε ds

)
. (44)

Noting that Xi(s) − Xj(s) is continuous and adaptable to FN
t (which implies pro-

gressive), �|Xi(s)−Xj(s)|≤2ε × �0≤s≤t is measurable on [0, t] × � and bounded and
thus integrable. By Fubini’s Theorem,

E[R∗(t)] = 2L2
F‖ϕ‖2t
Nεd−2

+ 2L2
F‖ϕ‖2

N2εd−2

∑
i,j≤N :i �=j

∫ t

0
P
(|Xi(s) − Xj(s)| ≤ 2ε

)
ds. (45)

At this point, we have reduced the problem of controlling |Res(s)| to controlling the
upper bounds for the probabilities of P(|Xi(s) − Xj(s)| ≤ 2ε), i �= j ≤ N . We show
this under Assumption 1 and 2 respectively. However, since the proofs are similar,
we will only show the proof of the more complicated case under Assumption 1. One
can proof the same result under Assumption 2 followings exact the same steps but
the calculations are easier since the sums will be replaced by integrals in that case.

Under Assumption 1, for j = 1, . . . ,N , let

Ej(t) = 1

N

∑
i≤N :i �=j

∫ t

0
P(|Xi(s) − Xj(s)| ≤ 2ε) ds (46)

which implies that

E[R∗(t)] = 2L2
F‖ϕ‖2t
Nεd−2

+ 2L2
F‖ϕ‖2
εd−2

⎛
⎝ 1

N

N∑
j=1

Ej(t)

⎞
⎠ .

We have the following Lemma.

Lemma 3 Under Assumption 1, for any t ≥ 0, there exist some constant C1(t) and
C2(t) depends only on t such that

Ej(t) ≤ C1(t)ε
d−1 + C2(t)

1

Nε
(47)

for all j = 1, 2, . . . ,N, when ε is sufficiently small.

Proof For any N and j. Fix i �= j, i ≤ N , and let {�,F i,j
t ,P} be our probability mea-

sure space where ,F
i,j
t is the natural filtration generated by B∗

i,j(t) = [Bi(t),Bj(t)],
which is a 2d-dimensionalBrownianmotion.Let θi,j(s)=− (F(Xi(s), s),F(Xj(s), s)

)
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be the integrand and consider the adapted measurable process

�s =
∫ s

0
θi,j(h) · dB∗

i,j(h). (48)

Note that for any s ≥ 0,
|θi,j(s)|2 ≤ 2d ‖F‖2∞. (49)

Thus the Novikov condition (see page 198 of [14] for details) is satisfied, i.e.,

E

[
exp

(
1

2

∫ s

0
|θi,j(h)|2 dh

)]
≤ exp(sd ‖F‖2∞) < ∞,

by Girsanov Theorem (see Theorem 3.5.1 of [14]) we can define a probability mea-
sure Q in our probability space with Radon-Nikodym derivative

dQi,j

dP

∣∣∣∣Ft = Et = exp

[
�t − 1

2

∫ s

0
|θi,j(h)|2 dh

]
. (50)

Then we have

[
Xi(t) − Xi(0)
Xj(t) − Xj(0)

]
=
[
Bi(t) + ∫ t

0 F(Xi(s), s)ds
Bj(t) + ∫ t

0 F(Xj(s), s)ds

]
= B∗

i,j(t) − 〈�,B∗
i,j〉t

is a standard 2d-dimensional Brownianmotion under probabilitymeasureQi,j , where
〈�,B∗

i,j〉t is again the quadratic covariance between �t and B∗
i,j(t). Thus by Radon-

Nikodym Theorem we have

∫
|Xi(t)−Xj(t)|≤2ε

EtdP = P
(|Bi(t) − Bj(t) + δi,j| ≤ 2ε

)
. (51)

Moreover,

P
(|Xi(t) − Xj(t)| ≤ 2ε

) ≤ P(Et < ε1/2) + P
(|Xi(t) − Xj(t)| ≤ 2ε ∩ Et ≥ ε1/2

)

and for the first part we have,

P(Et < ε1/2) ≤ P

(
exp

[∫ t

0
(−θi,j(s)) · dB∗

i,j(s)

]
> ε−1/2 exp(−td ‖F‖2∞)

)
. (52)

To control the right had side of the inequality above, we consider the L4d norm:

E

[(
exp

[∫ t

0
(−θi,j(s)) · dB∗

i,j(s)

])4d
]

= E

(
exp

[∫ t

0
(−4d θi,j(s)) · dB∗

i,j(s)

])

(53)
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and note that again by Girsanov Theorem,

E ′
t = exp

[∫ t

0
(−4dθi,j(s)) · dB∗

i,j(s)

]
exp

(
−8d2

∫ t

0
|θi,j(s)|2 ds

)

is again a Radon-Nikodym derivative. Thus we have

E(E ′
t ) = 1

which combining with (49), implies

E

(
exp

[∫ t

0
(−4dθi,j(s)) · dB∗

i,j(s)

])
≤ exp(16d3t ‖F‖2∞) < ∞. (54)

Combining (52), (54) and Chebyshev’s Inequality gives us

P(Et < ε1/2) ≤ ε2d exp
(
(4d2 + 16d3)t ‖F‖2∞

)
. (55)

Then for the second part, according to (51) we have

∫
|Xi(t)−Xj(t)|≤2ε ∩Et≥ε1/2

EtdP ≤ P
(|Bi(t) − Bj(t) + δi,j| ≤ 2ε

)
.

and thus
P
(|Xi(t) − Xj(t)| ≤ 2ε ∩ Et ≥ ε1/2

)
≤ ε−1/2P

(|Bi(t) − Bj(t) + δi,j| ≤ 2ε
)
.

(56)

Combining the two inequalities above, we have

P
(|Xi(t) − Xj(t)| ≤ 2ε

) ≤ ε2d exp
(
(4d2 + 16d3)t ‖F‖2∞

)
+ ε−1/2P

(|Bi(t) − Bj(t) + δi,j| ≤ 2ε
) (57)

for any t ≥ 0. Integrating (57) on [0, t] and averaging over all i �= j, i ≤ N , we have

Ej(t) ≤ ε2d

(4d2 + 16d3) ‖F‖2∞
exp

(
(4d2 + 16d3)t ‖F‖2∞

)

+ 1

Nε1/2

∑
i:i �=j,i≤N

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds.

(58)

According to (58) to proof this lemma it is sufficient to have the following lemma
for standard Brownian motions: �
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Lemma 4 Under Assumption 1, for any t ≥ 0, there is some constant C∗
1 (t) and

C∗
2 (t) such that

1

N

∑
i:i �=j,i≤N

[∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

]
≤ C∗

1 (t)ε
d + C∗

2 (t)
1

N
. (59)

Proof We first note that for any s and m, n, Bi(s) − Bj(s) + δi,j has a d-dimensional
normal distribution with mean δi,j and variance 2s. So we have

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

=
∫ t

0

∫
|x|≤2ε

1

(4πs)d/2
exp

(
−|δi,j − x|2

4s

)
dxds

=
∫

|x|≤2ε

∫ t

0

1

(4πs)d/2
exp

(
−|δi,j − x|2

4s

)
dsdx.

(60)

To deal with equation (60), we need to separate the case of d = 1, d = 2 and d ≥ 3.

Case 1: d = 1. In this case we simply use the bound

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤
∫ 2ε

−2ε

∫ t

0
s−1/2 dsdx = 8ε

√
t.

Averaging over m gives us the desired result.

Case 2: d = 2. In this case we have

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

=
∫

|x|≤2ε

∫ t

0

1

4πs
exp

(
−|δi,j − x|2

4s

)
dsdx.

If δi,j ≥ 1, then for all ε < 1/4 and x < 2ε we have

∫
|x|≤2ε

∫ t

0

1

4πs
exp

(
−|δi,j − x|2

4s

)
dsdx

≤
∫

|x|≤2ε

∫ t

0

1

s
exp

(
− 1

16s

)
dsdx

≤ 16ε2
∫ t

0

1

s
exp

(
− 1

16s

)
ds

(61)
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When δi,j < 1 taking h = |δi,j−x|2
4s , we have

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

=
∫

|x|≤2ε

∫ t

0

1

4πs
exp

(
−|δi,j − x|2

4s

)
dsdx

=
∫

|x|≤2ε

∫ ∞

|δi,j−x|2/4t
1

4πh
exp(−h) dhdx.

Note that h−1 exp(−h) < h−1 and h−1 exp(−h) ≤ exp(−h) when h ≥ 1. We have

∫ ∞

|δi,j−x|2/4t
h−1 exp(−h) dh ≤

∫ 1

|δi,j−x|2/4t
h−1dh +

∫ ∞

1
e−hdh

≤ 2| log(|δi,j − x|)| + | log t| + 1 + log 4.

(62)

Moreover, let δ1 = CN−1/2, where C is the constant in Assumption 1, δ2 = δ1 + 4ε
and M = [δ−1

2 ] + 1. For all k = 0, 1, . . . ,M consider the following sets

Ak := {
i : kδ2 ≤ |δi,j| < (k + 1)δ2

}
. (63)

By definition, it is easy to see that when N is large and ε is small

M⋃
k=0

Ak ⊃ {
i : |δi,j| < 1

}
. (64)

If we first look at A0, according to Assumption 1, the little balls {N(δi,j, δ)}i≤N,i �=j

(where N(x, y) is the neighborhood of x with radius y) have no intersections with
each other. And for all i ∈ A0,

N(δi,j, δ1) ⊂ N(0, δ1 + δ2)

This immediately implies that

card(A0) ≤
(

δ1 + δ2

δ1

)2

=
(
2 + 4ε

C
N1/2

)2

≤ 8 + 32ε2

C2
N,

since the sum of areas of disjoint disks with radius δ1 in A0 cannot be larger than the
area of A0 itself. Thus we have

1

N

∑
i∈A0

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds ≤ t

N
card(A0) ≤ 8t

N
+ 32ε2t

C2
(65)
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Similarly, for each k ≥ 1 and i ∈ Ak ,

N(δi,j, δ1) ⊂ {
y : (k − 1)δ2 ≤ |x| < (k + 2)δ2

}

which implies that

card(Ak) ≤ [(k + 2)2 − (k − 1)2]δ22
δ21

≤ 9k

(
1 + 4εN1/2

C

)2

.

Noting that for all i ∈ Ak and |x| ≤ 2ε

| log(|δi,j − x|)| ≤ max{log 2, | log(|kδ2 − 2ε|)|} ≤ log 2 + | log(kδ2)|.

Thus according to (62) and the inequality above

1

N

∑
i∈Ak

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤ 1

N

∑
i∈Ak

[∫
|x|≤2ε

| log t| + log 4 + 1 + 2| log(|δi,j − x|)| dx
]

≤ 1

N

∑
i∈Ak

[∫
|x|≤2ε

| log t| + log 16 + 1 + 2| log(kδ2)| dx
]

≤
⎡
⎣ 1

N

∑
i∈Ak

16(| log t| + log 16 + 1)ε2

⎤
⎦+

288ε2k
(
1 + 4εN1/2

C

)2
N

| log(kδ2)|

=
⎡
⎣ 1

N

∑
i∈Ak

16(| log t| + log 16 + 1)ε2

⎤
⎦+ 288ε2

C2
δ2
[
kδ2| log(kδ2)|

]

(66)

Summing over k = 0, 1, . . . ,M we have

1

N

∑
i:δi,j<1

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤ 8t

N
+ 32ε2t

C2
+ 16(| log t| + log 16 + 1)ε2 + 288ε2

C2

[δ−1
2 ]+1∑
k=1

δ2
[
kδ2| log(kδ2)|

]

(67)

Note that the last term in the inequality above is a Riemann sum of function x| log x|
and the fact that x| log x| ≤ max{log 2, e−1} < 1 on [0, 2].
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[δ−1
2 ]+1∑
k=1

δ2
[
kδ2| log(kδ2)|

] ≤
∫ 2

0
dt = 2.

So we have

1

N

∑
i:δi,j<1

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤ 8t

N
+ 32ε2t

C2
+ 16(| log t| + log 16 + 1)ε2 + 576ε2

C2

(68)

Combining (68) and (61), and letting

C∗
1 (t) := 16

∫ t

0

1

s
exp (−1/16s) ds + 32t

C2
+ 16(| log t| + log 16 + 1) + 576

C2

C∗
2 (t) := 8t

(69)
we finally get

1

N

∑
i:i �=j,i≤N

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds ≤ C∗

1 (t)ε
d + C∗

2 (t)
1

N

when d = 2, and the proof for case 2 is complete.

Case 3: d ≥ 3. The proof in this case is similar but simpler than the case of d = 2.
Again we have

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

=
∫

|x|≤2ε

∫ t

0

1

(4πs)d/2
exp

(
−|δi,j − x|2

4s

)
dsdx.

If δi,j ≥ 1, then for all ε < 1/4 and |x| < 2ε we have

∫
|x|≤2ε

∫ t

0

1

(4πs)d/2
exp

(
−|δi,j − x|2

4s

)
dsdx

≤
∫

|x|≤2ε

∫ t

0

1

sd/2
exp

(
− 1

16s

)
dsdx

≤ 22dεd
∫ t

0

1

sd/2
exp

(
− 1

16s

)
ds

(70)
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When δi,j < 1 taking h = |δi,j−x|2
4s , we have

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

=
∫

|x|≤2ε

∫ t

0

1

(4πs)d/2
exp

(
−|δi,j − x|2

4s

)
dsdx

< Cd

∫
|x|≤2ε

|δi,j − x|−d+2dx.

(71)

where constant

Cd := 24d
∫ ∞

0
h−2+d/2 exp(−h)dh.

Then again we can define δ1 = CN−1/d , where C is the constant in Assumption 1,
δ2 = δ1 + 4ε and M = [δ−1

2 ] + 1. For all k = 0, 1, . . . ,M consider the following
sets

Ak := {
i : kδ2 ≤ |δi,j| < (k + 1)δ2

}
. (72)

such that
M⋃
k=0

Ak ⊃ {
i : |δi,j| < 1

}
.

Then similarly, we have

card(A0) ≤
(

δ1 + δ2

δ1

)d

=
(
2 + 4ε

C
N1/d

)d

≤ 22d−1 + 23d−1εd

Cd
N

and

card(Ak) ≤ [(k + 2)d − (k − 1)d]δd2
δd1

≤ 3dkd−1

(
1 + 4εN1/d

C

)d

.

Thus

1

N

∑
i∈A0

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds ≤ t

N
card(A0) ≤ 22d−1t

N
+ 23d−1tεd

Cd

(73)
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and

1

N

∑
i∈Ak

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤ Cd

N

∑
m∈Ak

∫
|x|≤2ε

|δi,j − x|−d+2dx

≤ Cd

N
3dkd−1

(
1 + 4εN1/d

C

)d

(22dεd) × (
2d[k(CN−1/d + 4ε)]−d+2

)
(74)

Summing over k = 0, 1, . . . ,M,

1

N

∑
i:δi,j<1

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤ 22d−1t

N
+ 23d−1tεd

Cd
+ Cd

(
24

C

)d

εd
[δ−1

2 ]+1∑
k=1

[(kδ2)δ2].
(75)

Again for the last term we have

[δ−1
2 ]+1∑
k=1

[(kδ2)δ2] ≤
∫ 2

0
tdt = 2.

Thus
1

N

∑
i:δi,j<1

∫ t

0
P
(|Bi(s) − Bj(s) + δi,j| ≤ 2ε

)
ds

≤ 22d−1t

N
+ 23d−1tεd

Cd
+ 2Cd

(
24

C

)d

εd

(76)

Then combining (70) and (76), and letting

C∗
1 (t) := 22d

∫ t

0

1

sd/2
exp

(
− 1

16s

)
ds + 23d−1t

Cd
+ 2Cd

(
24

C

)d

C∗
2 (t) := 22d−1t

(77)

We complete the proof of case 3. With the Lemma 4 proved, the proof of Lemma 3

is complete. �

Plugging the result of this lemma into (45),

E[R∗(t)] ≤ 2‖ϕ‖2t
Nεd−2

+ 2‖ϕ‖2C1(t)ε + 2‖ϕ‖2
Nεd−1

C2(t). (78)
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Proof of Theorem 1 Combining (28), (33) and (78), noting that εN = N−1/3d → 0,
then for any t ≥ 0, letting

δ1(t) :=
(
4N−1/2d ‖∇ϕ‖2

∫ t

0
‖ρ(x, s)‖2ds

)1/3

δ2(t) := (
4N−1/2d ‖∇ϕ‖2‖ϕ‖2)1/3

δ3(t) := (
2N−1/3d ‖ϕ‖2(t + C1(t) + C2(t))

)1/2

byDoob andChebyshev inequality, inequality (78) and the fact thatR∗ is nonnegative,
it is easy to see that as N → ∞ the probability of the following events:

P(AN ) := P
(
sup
s≤t

|Mt| < δ1(t)
) ≥ 1 − δ1(t)

P(BN ) := P
(
sup
s≤t

|M̃t| < δ2(t)
) ≥ 1 − δ2(t)

P(CN ) := P
(
R∗(t) < δ3(t)

) ≥ 1 − δ3(t).

(79)

Note that for the constant terms in Proposition 1, we have

t

N
‖∇ϕεN‖22 = tεd+2

N

N
‖∇ϕ‖2 < t N−1/3d

when N is sufficiently large. And under event CN , for any s ≤ t, by (42)

Res(s) ≤ 1

2

∫ s

0
‖∇(ρ − ρεN ,N )(·, h)‖2 dh + R∗(s)

≤ 1

2

∫ s

0
‖∇(ρ − ρεN ,N )(·, h))‖2 dh + R∗(t)

≤ 1

2

∫ s

0
‖∇(ρ − ρεN ,N )(·, h)‖2 dh + δ3(t),

which implies that

sup
s≤t

(
Res(s) − 1

2

∫ s

0
‖∇(ρ − ρεN ,N )(·, h)‖2 dh

)
≤ δ3(t). (80)

So under the event

P(AN ∩ BN ∩ CN ) ≥ 1 − δ1(t) − δ2(t) − δ3(t)

we have that for all s ≤ t
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‖(ρ − ρε,N )(·, s)‖2 ≤‖(ρ − ρε,N )(·, 0)‖2 − 1

2

∫ s

0
‖∇(ρ − ρεN ,N )(·, h)‖2 dh

−
∫ s

0

∫
Rd

∇ · F(x, h)
(
(ρ − ρε,N )(x, h)

)2
dxdh

+ δ1(t) + δ2(t) + δ3(t) + N−1/3d t

(81)

which implies

sup
s∈[0,t]

(
2‖(ρ − ρε,N )(·, s)‖2 +

∫ s

0
‖∇(ρ − ρεN ,N )(·, h)‖2 dh

)

≤ 2‖(ρ − ρε,N )(·, 0)‖2 − 2
∫ s

0

∫
Rd

∇ · F(x, h)
(
ρ(x, h) − ρε,N (x, h)

)2 dxdh

+ 2
(
δ1(t) + δ2(t) + δ3(t) + N−1/3d t

)
.

(82)

Since F is Lipschitz continuous from Rd → Rd , it is also differentiable almost
everywhere by Rademacher’s theorem, see Theorem 3.1.6 of [8]. Thus for any
x such that F is differentiable, we have ||∇ · F||L∞ ≤ dLF , which implies that
||ρ(·, s)||2 ≤ eC0 s||ρ0||2 where C0 is the constant defend in the statement of The-
orem 1. I.e., C0 = 2dLF ≥ 2||∇ · F||L∞ . Let

c(t) =
(4eC0t

C0
‖∇ϕ‖2‖ρ0‖2

)1/3 + (
4‖∇ϕ‖2‖ϕ‖2)1/3

+ (
2‖ϕ‖2[t + C1(t) + C2(t)]

)1/2 + t.

(83)

Gronwall’s inequality finishes the proof of Theorem 1.

3 Discussion About Higher Order Sobolev Norm

In the previous discussions, we proved the convergence under H1 norm. We hope
what this method can be generalized to prove the convergence in the higher order
Sobolev norms. However, currently we are only able to prove the simple case when
F ≡ 0. I.e., the limit PDE is now the heat equation

∂ρ

∂t
(x, t) = 1

2
�ρ(x, t)

and the paths of the particles are i.i.d. standard Brownian motions Bi(t), i =
1, 2, . . . ,N and

ρε,N (x, t) = 1

N

N∑
i=1

ϕε (x − Bi(t)). (84)
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Again for any t we consider

‖Dα(ρ − ρε,N )(·, t)‖2 = ‖Dαρ(·, t)‖2 − 2
∫
Rd

Dαρ(x, t)Dαρε,N (x, t)dx + ‖Dαρε,N (·, t)‖2.
(85)

For the first term we have

‖Dαρ(·, t)‖2 = ‖Dαρ(·, 0)‖2 +
∫
Rd

∫ t

0
2Dαρ(x, s)Dα ∂ρ

∂t
(x, s)dsdx

= ‖Dαρ(·, 0)‖2 −
∫ t

0
‖∇Dαρ(·, s)‖2ds.

(86)

Then for the second term we have

∫
Rd

Dαρ(x, t)Dαρε,N (x, t)dx = 1

N

N∑
i=1

∫
Rd

Dαρ(x, t)Dαϕε (x − Bi(t)) dx

and for each i ≤ N , and for all x ∈ Rd , we have by Ito’s formula,

Dαρ(x, t)Dαϕε (x − Bi(t)) = Dαρ(x, 0)Dαϕε (x − Bi(0))

+
∫ t

0
Dα ∂ρ

∂t
(x, s)Dαϕε (x − Bi(s)) ds

−
∫ t

0
Dαρ(x, s)∇Dαϕε (x − Bi(s)) · dBi(s)

+ 1

2

∫ t

0
Dαρ(x, s)�Dαϕε (x − Bi(s)) ds.

(87)

integrating over Rd and use integration by parts, we have

∫
Rd

Dαρ(x, t)Dαϕε (x − Bi(t)) dx =
∫
Rd

Dαρ(x, 0)Dαϕε (x − Bi(0)) dx

+
∫ t

0

∫
Rd

Dα ∂ρ

∂t
(x, s)Dαϕε (x − Bi(t)) dxds

− 1

2

∫ t

0

∫
Rd

∇Dαρ(x, s) · ∇Dαϕε (x − Bi(t)) dxds

− NMi
t

where

Mi
t = 1

N

∫ t

0

∫
Rd

[
Dαρ(x, s)∇Dαϕε (x − Bi(s))

]
dx · dBi(s)
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Averaging over i = 1, 2, . . . ,N we have

∫
Rd

Dαρ(x, t)Dαρε,N (x − Bn(t)) dx =
∫
Rd

Dαρ(x, 0)Dαρε,N (x − Bn(0)) dx

−
∫ t

0

∫
Rd

∇Dαρ(x, s) · ∇Dαρε,N (x − Bn(t)) dxds

− Mt

(88)

where Mt = ∑N
i=1 M

i
t . And by the same argument in Lemma 1, we have

E
(
(Mt)

2
) ≤ 1

Nεd+2|α|+2
‖∇Dαϕ‖2

∫ t

0
‖Dαρ(x, s)‖2ds (89)

Finally for the last term ‖Dαρε,N (x, t)‖2, we have

‖Dαρε,N (x, t)‖2 = 1

N
‖Dαϕε‖ + 2

N2

∑
j>i

∫
Rd

Dαϕε

(
x − Bj(t)

)
Dαϕε (x − Bi(t)) dx.

(90)
Then for each j > i, by change of variables equals to

∫
Rd

Dαϕε
(
x − Bj(t)

)
Dαϕε (x − Bi(t)) dx =

∫
Rd

Dαϕε (x) Dαϕε
(
x + Bj(t) − Bi(t)

)
dx.

Again, we use Ito’s formula, for any j > i and x ∈ Rd ,

Dαϕε

(
x + Bj(t) − Bi(t)

) =Dαϕε

(
x + Bj(0) − Bi(0)

)

+
∫ t

0
∇Dαϕε

(
x + Bj(s) − Bi(s)

) · dBj(s)

−
∫ t

0
∇Dαϕε

(
x + Bj(s) − Bi(s)

) · dBi(s)

+
∫ t

0
�Dαϕε

(
x + Bj(s) − Bi(s)

)
ds.

(91)

Integrating over Rd we have
∫
Rd Dαϕε

(
x − Bj(t)

)
Dαϕε (x − Bi(t)) dx equals to

∫
Rd

Dαϕε

(
x − Bj(0)

)
Dαϕε (x − Bi(0)) dx

−
∫ t

0

∫
Rd

∇Dαϕε

(
x − Bj(s)

)∇Dαϕε (x − Bi(s)) dxds

+
∫ t

0

∫
Rd

Dαϕε (x)∇Dαϕε

(
x + Bj(s) − Bi(s)

)
dx · dBj(s)

−
∫ t

0

∫
Rd

Dαϕε (x)∇Dαϕε

(
x + Bj(s) − Bi(s)

)
dx · dBi(s).
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Then summing over all j > i, we have

‖Dαρε,N (·, t)‖2 = ‖Dαρε,N (·, 0)‖2 −
∫ t

0
‖∇Dαρε,N (·, s)‖2ds + M̃t + t

N
‖∇Dαϕε‖2

(92)
where

M̃t =
N∑
i=1

M̃i
t ,

with

M̃i
t = 2

N2

∫ t

0

∫
Rd

⎡
⎣ i−1∑

j=1

Dαϕε (x)∇Dαϕε

(
x + Bi(s) − Bj(s)

)
⎤
⎦ dx · dBi(s)

− 2

N2

∫ t

0

∫
Rd

⎡
⎣ N∑

j=i+1

Dαϕε (x)∇Dαϕε

(
x + Bj(s) − Bi(s)

)
⎤
⎦ dx · dBi(s).

Then according to the same argument of Lemma 2, we have

E
(
(M̃t)

2
) ≤ 4t

Nε2d+4|α|+2
‖Dαϕ‖2‖∇Dαϕ‖2. (93)

Combining (86), (88) and (92) we have

‖Dα(ρ − ρε,N )(·, t)‖2 =‖Dα(ρ − ρε,N )(x, 0)‖2 −
∫ t

0
‖∇Dα(ρ − ρε,N )(·, s)‖2ds

+ 2Mt + M̃t + t

N
‖∇Dαϕε‖2.

(94)
With inequality (89) and (93), againwe let εN = N−1/3(d+2|α|) → 0 asN → ∞. Then
for any t ≥ 0, letting

δ∗
1(t) :=

(
4N−1/2(d+2|α|)‖∇Dαϕ‖2

∫ t

0
‖Dαρ(x, s)‖2ds

)1/3

δ∗
2(t) := (

4N−1/2(d+2|α|)‖∇Dαϕ‖2‖Dαϕ‖2)1/3

by Doob and Chebyshev inequality, it is easy to see that as N → ∞ the probability
of the following events:

P(A∗
N ) := P(sup

s≤t
|Mt| < δ1(t)) ≥ 1 − δ1(t)

P(B∗
N ) := P(sup

s≤t
|M̃t| < δ2(t)) ≥ 1 − δ2(t)
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Noting that for the the constant term, we have

t

N
‖∇DαϕεN‖22 < N−1/3(d+2|α|)t

when N is sufficiently large, so under the event

P(A∗
N ∩ B∗

N ) ≥ 1 − δ∗
1(t) − δ∗

2(t)

we have that for all s ≤ t

‖Dα(ρ − ρε,N )(·, s)‖2 ≤‖Dα(ρ − ρε,N )(·, 0)‖2 −
∫ s

0
‖∇Dα(ρ − ρε,N )(·, h)‖2 dh

+ δ∗
1(t) + δ∗

2(t) + N−1/3(d+2|α|)t.
(95)

Let

cα(t) = (4t‖∇Dαϕ‖2‖Dαρ0‖2
)1/3 + (

4‖∇Dαϕ‖2‖Dαϕ‖2)1/3 + t (96)

In abovewehaveused the fact that‖Dαρ(·, s)‖ ≤ ‖Dαρ0‖. Then for εN =N−1/3(d+2|α|)
that for and any t ≥ 0, and the cα(t) defined above that depends only on t and ρ(x, s),
we have

P
(
sup
s≤t

(‖Dα(ρ − ρεN ,N )(·, s)‖2 +
∫ s

0
‖∇Dα(ρ − ρεN ,N )‖2dh)

< ‖Dα(ρ − ρεN ,N )(·, 0)‖2 + cα(t)N−1/6(d+2|α|)
)

≥ 1 − cα(t)N−1/6(d+2|α|).
(97)

when N is sufficiently large. So we have

Theorem 2 Let ρ be the solution of the heat equation with initial density ρ0 ∈
Hk(Rd), Bi(t) be independent copies of Brownian Motions with initial data Bi(0),
and ρεN ,N be the constructed regularized empirical measure defined in (84), with
regularized parameter εN = N−1/3(d+2k). For any t ≥ 0, |α| ≤ k, we have

P
(
sup
s≤t

(‖Dα(ρ − ρεN ,N )(·, s)‖2 +
∫ t

0
‖∇Dα(ρ − ρεN ,N )‖2dh)

< ‖Dα(ρ − ρεN ,N )(·, 0)‖2 + cα(t)N−1/6(d+2|α|)
)

≥ 1 − cα(t)N−1/6(d+2|α|).
(98)

where cα(t), t > 0 is positive function dependent only on t, ϕ and ‖ρ0‖Hk and is
defined in (96).
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From Market Data to Agent-Based Models
and Stochastic Differential Equations

R. Vilela Mendes

Abstract A survey of results from 2008 to 2014 on the construction of a stochastic
market model, from the empirical data to its modelling interpretation and proof of
mathematical consistency (no-arbitrage and completeness).

Keywords Fractional volatility · Arbitrage · Completeness · Agent-based models

1 Introduction

After 2008, excessive reliance on mathematical models was blamed as the cause for
the subprime collapse and the following global crisis. This criticism soon reached
the popular level on newspaper articles and cartoons

It is true that a closed mathematical model of the economy may be an impossible
dream, as is also true that somemodels use unrealistic assumptions, trading empirical
evidence formathematical beauty or simplicity.On the other hand, there are also cases
where the mathematics is there, providing sound results, but nobody pays attention,
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because sometimes not paying attention is more profitable in the short term. An
example:

A theorem by Föllmer and Schied [1] states that if M is the set of all probability
measures on a finite space of scenarios Ω , ρ will be a convex risk measure iff there
is a penalty function α : M → (−∞,∞] such that

ρ(X) = sup
Q∈P

(EQ[−X] − α(Q)) (1)

with α convex, lower semicontinuous and α(Q) ≥ −ρ(0).
In such a convex riskmeasure, the first term represents themaximal expected loss

in the scenario Q and α(Q) accounts for the probability of the scenario. Whereas
the calculation of EQ[−X] is a simple exercise in stochastic analysis, estimation of
α(Q) involvesmany factorswhich are frequently not taken into account.For example,
if the historical data that is being used does not contain unfavorable events, it is
tempting (or profitable) to say that meltdowns are improbable.

Intrigued by why the well-qualified experts of the rating agencies had rated AAA
the “toxic” products and had not predicted the 2008 crisis, 4 economists of the Federal
Reserve of Atlanta, made an extensive analysis of their reports in the years before
the crisis. The conclusion was that most experts reported that a small fall in the price
of the houses would lead to disaster, but assigned a very small (penalty) probability
to that event [2]. In the Atlanta paper, instead of the language of convex measures,
the authors consider the probability of foreclosures decomposed into

df

dt
= df

dp

dp

dt
(2)

df
dp being the sensitivity of foreclosures to price (HPA) and dp

dt the time variation of

the price of houses. Their conclusion is that the estimation of df
dp was correct but not

of dp
dt (which is equivalent to the effect of the penalty term). However looking at the

housing bubble it should have been clear after 2001 that the probability of a downturn
in HPA was high. In addition, how could inflation-adjusted prices continue to rise
when real incomes of most Americans, especially at the bottom, continued to fall?

Why was a small value assigned to the penalty term? Conflict of interests is a
possible reason. The SEC recognition of the main agencies (Fitch, Moody’s, S&P
and Dominion) together with the recommendations of Basel II, put them in the
center of the financial world. However their clients were exactly the creators of the
securities. If one agency does not provide favorable reports, look elsewhere. A recent
event lends credibility to this hypothesis: In February 2011, Redwood Trust put in
the market the second (since the crisis) mortgage-based private-label security in the
USA. Redwood asked both Fitch andMoody’s for ratings, but only published Fitch’s
report. Later on, perhaps to assert its credibility, Moody’s published its report which
was quite negative. On the other hand if the client were the buyer of the securities, a
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conflict of interest of opposite signmight also occur. A recent proposal is the creation
of government-sponsored clearing agencies. Will it ever work?

Another example is the Bernard Madoff affair. Already in 1999 and later in 2005
Markopoulos’ letters to the SEC had shown, using simple mathematics thatMadoff’s
strategy could not generate the 12% average annual return unless he was either using
insider-trading or a Ponzi scheme. Although some large brokerage institutions
(GoldmanSachs, for example) stayed away fromany dealswithMadoff, he continued
to attract a lot of investment in Europe and the USA. Once again, the mathematics
was there but very few were paying attention.

The work that is reported in this paper concerns another aspect of the relation of
mathematics to economic life, namely the modelization of the price S(t) fluctuations
in stock exchanges. The basic (stylized) facts provided by the empirical data are:

1. The returns (r(t,Δ) = S(t+Δ)−S(t)
S(t) ) have nearly no autocorrelation;

2. The autocorrelations of |r(t,Δ)| decline slowly with increasing lag Δ, a long
memory effect;

3. Leptokurtosis: asset returns have distributions with fat tails and excess peaked-
ness at the mean;

4. Autocorrelations of sign r(t,Δ) are insignificant;
5. Volatility clustering: there is a tendency of large changes to follow large changes

and small changes to follow small changes. Volatility occurs in bursts;
6. Volatility is mean-reversing and the distribution is close to lognormal or inverse

gamma;
7. Leverage effect: volatility tends to rise more following a large price fall than

following a price rise.

Geometrical Brownian motion (GBM)

dSt
St

= μdt + σdB(t) (3)

is a basis for most of mathematical finance (Black-Scholes, etc.). Is it consistent
with the empirical data? No. In GMB price changes would be log-normal. No lep-

tokurtosis and scaling properties E
∣∣∣ S(t+Δ)−S(t)

S(t)

∣∣∣ ≈ Δ1/2 which is not born out by the

data. In addition, the volatility σ being constant, there is no volatility clustering nor
leverage effect. One of the most famous consequences of GBM is the Black-Scholes
formula for option pricing. When the historical volatility σ is used in the formula,
the resulting price is quite distinct from the one that is actually practiced in the mar-
ket. Nevertheless the Black-Scholes continues to be used in the following way: The
market price of liquid options is used to infer what would be the (implied) volatility
σimp that would lead to that price. σimp is then used to compute the price of less traded
options. Black-Scholes is used as an invertible mapping between price and σimp and
not for its theoretical value.
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In conclusion: the wide use of GBM is a case where oversimplification of the
mathematics leads to important departures from the empirical evidence. This was
the motivation that led to the present attempt to construct a market model, which
although preserving some of the nice features of GBM, would be consistent with
(and directly inspired by) the empirical data.

2 A Data-Reconstructed Market Model [3]

The basic hypothesis for the model construction were:

• (H1) The log-price process log St belongs to a probability space Ω ⊗ Ω
′
, where

the first one, Ω , is the Wiener space W and the second, Ω
′
, is a probability space

to be empirically reconstructed.
Denote log St(ω, ω

′
) with ω ∈ Ω , ω

′ ∈ Ω
′
, and Ft , F

′
t are the σ−algebras in Ω

and Ω
′
generated by the processes up to time t.

• (H2) The second hypothesis is stronger:Assume that for each fixed ω
′
, log St(•, ω

′
)

is a square integrable random variable in Ω

From (H2) it follows [4] that, for each fixed ω
′
,

dSt
St

(•, ω
′
) = μt(•, ω

′
)dt + σt(•, ω

′
)dB(t) (4)

with μt(•, ω
′
) and σt(•, ω

′
) well-defined processes in Ω .

If {Xt,Ft} is a process such that

dXt = μtdt + σtdB(t) (5)

with μt and σt being Ft−adapted processes, then

μt = lim
ε→0

1
ε
{E(Xt+ε − Xt)|Ft}

σ 2
t = lim

ε→0

1
ε

{
E(Xt+ε − Xt)

2
∣∣Ft

} (6)

The process associated to the probability spaceΩ
′
is now inferred from the data. For

each fixed ω
′
realization in Ω

′
one has

σ 2
t (•, ω

′
) = lim

ε→0

1

ε

{
E(log St+ε − log St)

2
}

(7)

Because each set of market data corresponds to a particular realization ω
′
, the σ 2

t
process may indeed be reconstructed from the data. The question is how to construct
a mathematical model for this induced volatility process. For this purpose we looked
for scaling properties of the data, namely
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Fig. 1 The Rσ process and its scaling properties

E |σ(t + Δ) − σ(t)| ∼ ΔH E

∣∣∣∣σ(t + Δ) − σ(t)

σ (t)

∣∣∣∣ ∼ ΔH (8)

but neither of these hold. By contrast, the empirical integrated log-volatility is well
represented by a relation of the form

∑t/δ
n=0 log σ(nδ) = βt + Rσ (t) with the Rσ (t)

process displaying very accurate self-similar properties (Fig. 1).
If a nondegenerate process Xt has finite variance, stationary increments and is

self-similar
Law(Xat) = Law(aHXt)

then it necessarily has covariance

Cov(Xs,Xt) = 1

2
(|s|2H + |t|2H − |s − t|2H)E(X2

1 ) (9)

and the simplest process with these properties is a Gaussian process called fractional
Brownian motion. Therefore the simplest model compatible with the data is

dSt = μStdt + σtStdB(t)
log σt = β + k

δ
{BH(t) − BH(t − δ)} (10)
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which has been called the fractional volatility model (FVM). δ is the observation
time scale and, from the data, H is found to be in the range 0.8–0.9. From (10) it
follows that the volatility (at resolution δ) is

σ(t) = θe
k
δ
{BH (t)−BH (t−δ)}− 1

2 ( k
δ
)2δ2H (11)

3 Mathematical Consistency of the Fractional Volatility
Model: Arbitrage and Completeness [5]

The main consistency check for any market model is the no-arbitrage principle. In
addition completeness or incompleteness of the model should also be checked.

Theno-arbitrage principle:A (perfect)market does not allow for risk-free profits
with no initial investment or, equivalently, to profits without any risk.

A self-financing portfolio V (t) = ∑n
i=1 h

i
tS

i
t is an arbitrage portfolio if

V (0) = 0; P(V (T) > 0) > 0 (12)

for T > 0, P being the probability measure on the market scenarios. A market is
arbitrage free if and only if there is an equivalent martingale measure Q for the
discounted price processes [1, 6].

On the other hand completeness is related to the possibility of hedging portfolios.
H is said to be an hedge for the portfolio X (or to replicate X) if

H is self-financing; VH(T) = X(T), P − almost surely (13)

A market is complete if all X can be hedged. Furthermore, a market is complete if
and only if the martingale measure Q is unique.

3.1 No-Arbitrage

In the fractional volatility model (FVM) one has two probability spaces (Ω1,F1,

P1)W and (Ω2,F2,P2)BH and the product space (Ω,F ,P) with π1 and π2 the
projections of Ω onto Ω1 and Ω2.

Consider a risky asset with price St and a risk-free asset with dynamics

dAt = rAt dt A0 = 1 (14)
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The volatility σt of the risky asset is a measurable F–adapted process satisfying for
0 ≤ t < ∞

EP

[∫ t

0
σ 2
s ds

]
=

∫ t

0
θ2e−( k

δ
)2δ2H

EP

[
e

2k
δ

{BH (s)−BH (s−δ)}
]
ds

= θ2 exp

{
(
k

δ
)2δ2H

}
t < ∞ (15)

by Fubini’s theorem and the moment generating function of the Gaussian random
variable BH(s) − BH(s − δ).∫ t

0 |μs| ds being finiteP–almost surely for 0 ≤ t < ∞, application of Itô’s formula
yields

St = S0 exp

{∫ t

0
(μs − 1

2
σ 2
s )ds +

∫ t

0
σsdBs

}
(16)

Lemma 1 Consider the measurable process

γt = r − μt

σt
, 0 ≤ t < ∞ (17)

with μ ∈ L∞([0,T ] × Ω). Then, for a continuous version of BH

exp

[
1

2

∫ T

0
γ 2
s (ω2)ds

]
< A(ω2) < ∞ (18)

P2–almost all ω2 ∈ Ω2.

The proof uses the fact that P2–almost surely, a continuous version of fractional
Brownian motion is Hölder continuous of any order α ≥ 0 less than H, that is, there
is a random variable Cα > 0 such that for P2–almost all ω2 ∈ Ω2 |BH(t) − BH(s)| ≤
Cα(ω2) |t − s|α

Theorem 1 The market (At, St, σt ) is free of arbitrage

Proof Restricting the process to a particular path ω2 of the BH–process, construct
the stochastic exponential of

∫ t
0 γs(ω2)dBs,

ηt(ω2) = exp

{∫ t

0
γs(ω2)dBs − 1

2

∫ t

0
γ 2
s (ω2)ds

}
(19)

The bound in Lemma 1 is the Kallianpur condition that insures

EP1 [ηt(ω2)] = 1 ω2 − a.s. (20)
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Hence, we are in the framework of Girsanov theorem and ηt(ω2) is a true P1–
martingale. We can define for each 0 ≤ T < ∞ a new probability measure QT (ω2)

onF1 by
dQT (ω2)

dP1
= ηT (ω2), P1 − a.s. (21)

By the Cameron-Martin-Girsanov theorem, for each T ∈ [0,∞), the process

B∗
t = Bt −

∫ t

0

r − μs

σs(ω2)
ds 0 ≤ t ≤ T (22)

is a Brownian motion on the probability space (Ω,F1,QT (ω2)).
Under the new probability measure QT (ω2) (equivalent to P1 on F1) the dis-

counted price process, Zt = St
At

0 ≤ t ≤ T with dynamical law

Zt(ω2) = Z0 +
∫ t

0
σs(ω2)Zs(ω2) dB

∗
s (23)

is a martingale in the probability space (Ω1,F1,QT (ω2)). By the fundamental the-
orem of asset pricing [1, 6], the existence of an equivalent martingale measure for
Zt implies that there are no arbitrages, that is, EQT (ω2)

[
Zt(ω2)|F1,s

] = Zs(ω2) for
0 ≤ s < t ≤ T .

This proves that there are no arbitrages for P2−almost all ω2 trajectories of the
BH process. Because this process is independent from the B process it follows that
the no-arbitrage result is also valid in the product space. �

3.2 Incompleteness

In this financial model, trading takes place only in the risky asset and in the money
market. As a consequence the volatility risk cannot be hedged. Having more sources
of risk than tradable assets, suggests that the market is incomplete

Theorem 2 The market defined by (At, St, σt ) is incomplete

Proof Use an integral representation for the fractional Brownian motion

BH(t) =
∫ t

0
KH(t, s)dWs (24)

Wt being a Brownian motion independent from Bt and KH is the square integrable
kernel

KH(t, s) = CHs
1
2 −H

∫ t

s
(u − s)H− 3

2 uH− 1
2 du, s < t (25)
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(H > 1/2). Then the process

η′
t = exp(Wt − 1

2
t) (26)

is a square-integrable P2–martingale. Now, define a standard bi-dimensional
Brownian motion, W ∗

t = (Bt,Wt) and the process η∗
t (ω2) = ηtη

′
t(ω2)

η∗
t (ω2) = exp

{∫ t

0
Γs(ω2) • dW ∗

t − 1

2

∫ t

0
‖Γs(ω2)‖2 ds

}
(27)

where, by the Lemma 1, Γ (ω2) = (γ (ω2), 1) is also a P1–martingale. Then, by the
Cameron-Martin-Girsanov theorem, the process W̃ ∗

t = (W̃ ∗(1)
t , W̃ ∗(2)

t ) defined by

W̃ ∗(1)
t = Bt −

∫ t

0
γs(ω2)ds; W̃ ∗(2)

t = Wt − t (28)

is a bi-dimensional Brownian motion on the probability space (Ω1,F1,Q∗
T (ω2)),

whereQ∗
T (ω2) is the probabilitymeasure dQ∗

T (ω2)

dP1
= η∗

T (ω2).Moreover, the discounted
price process Z remains a martingale with respect to the new measure Q∗

T (ω2).
Q∗

T (ω2) being an equivalent martingale measure distinct from QT (ω2), the market is
incomplete. �

3.3 Leverage, a Modified Model and Completeness [5, 7]

The following nonlinear correlation of the returns

L(τ ) = 〈|r(t + τ)|2 r(t)〉 − 〈|r(t + τ)|2〉 〈r(t)〉 (29)

is called leverage and the leverage effect is the fact that, for τ > 0, L(τ ) starts from
a negative value whose modulus decays to zero whereas for τ < 0 it has almost
negligible values (see Fig. 2 which shows a typical behavior in the NYSE data).

As expressed in (10) the fractional volatility model has the volatility process
σt acting on the log-price, but not conversely. Therefore, in its simplest form, the
fractional volatility model contains no leverage effect.

However, leveragemay be implemented by a small modification of themodel. Use
a (truncated) representation for fractional Brownian motion as a stochastic integral
over Brownian motion and identify the random generator of the log-price process
with the stochastic integrator of the volatility. A leverage effect is then obtained.

H (t) = Π(M)

[
CH

{∫ 0
−∞((t − u)H− 1

2 − (−u)H− 1
2 )dWu

+ ∫ t
0 (t − u)H− 1

2 dWu

}]
(30)
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Fig. 2 Example of the leverage effect in NYSE data

Π(M) meaning the truncation of the representation to an interval [−M,M] with M
arbitrarily large.

Now, instead of two, there is only one source of risk and the new fractional
volatility model would be

dS′
t = μtS

′
tdt + σtS

′
tdWt

log σ ′
t = β + k′

δ
{H (t) − H (t − δ)} (31)

Theorem 3 The market (At, S′
t, σ

′
t ) is free of arbitrage and complete.

Proof Because the two processes are not independent we cannot use the same argu-
ment as before to obtain the Kallianpur condition. However, with the truncation, the
Hölder condition is trivially verified for all the truncated paths of σ ′

t and the construc-
tion of an equivalent martingale measure follows the same steps as in Theorem 2.
Hence we have a P1-martingale with respect to (F1,t)0≤t<T

ηt = exp

{∫ t

0

r − μs

σs
dWs − 1

2

∫ t

o
(
r − μs

σs
)2ds

}
(32)

and QT , defined by dQT

dP1
= ηT is an equivalent martingale measure.
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The set of equivalent local martingale measures being non-empty, let Q∗ be an
element in this set. By the Girsanov converse there is aR-valued process φ such that
the Radon-Nikodym density of Q∗ is

dQ∗
T

dP1
= exp

{∫ T

0
φsdWs − 1

2

∫ T

0
φ2
s ds

}
(33)

Moreover the process W ∗
t given by

W ∗
t = Wt −

∫ t

0
φsds (34)

is a standard Q∗–Brownian motion and the discounted price process Z ′ satisfies the
following stochastic differential equation

dZ ′
t = (μt − r + σ ′

t φt)Z
′
t dt + σtZ

′
t dW

∗
t (35)

Because Z ′
t is a Q∗–martingale, then it must be μ(t, ω) − r + σ ′(t, ω)φ(t, ω) = 0

almost everywhere w.r.t. dt × P in [0,T ] × Ω . It implies

φ(t, ω) = r − μ(t, ω)

σ ′(t, ω)
(36)

a. e. (t, ω) ∈ [0,T ] × Ω1. Hence Q∗
T = QT , that is, QT is the unique equivalent

martingale measure. This market model is complete. �

Figure3 compares the leverage effect in the two models, that is, the original FVM
(10) and the modified one (31).

3.4 A Remark on Long Memory and Fractional
Brownian Motion

In the past, several authors had already tried to describe long memory effects in the
market data by replacing in the price process Brownian motion by fractional Brown-
ian motion withH > 1/2. However it was soon realized [8–11] that this replacement
implied the existence of arbitrage. These results might be avoided either by restrict-
ing the class of trading strategies [12], introducing transaction costs [13] or replacing
pathwise integration by a different type of integration [14, 15]. However this is not
free of problems because the Skorohod integral approach requires the use of a Wick
product either on the portfolio or on the self-financing condition, leading to unrea-
sonable situations from the economic point of view (for example positive portfolio
with negative Wick value, etc.) [16].
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Fig. 3 Comparison of leverage in the original and the modified model

The fractional volatility model in Eq. (10) is not affected by these considerations,
because it is the volatility process that is driven by fractional noise, not the price
process and, as shown, a no-arbitrage result may be proven. This is no surprise
because the requirement (H2) that, for each sample path ω2 ∈ Ω2, log St(·, ω2) is a
square integrable random variable inΩ1 already implies that

∫
σtdBt is a martingale.

The square integrability is also essential to guarantee the possibility of reconstruction
of the σ process from the data.

4 Agent-Based Interpretation of the Fractional
Volatility Model

In [17] two agent-based models were considered:

• In the first the traders strategies play a determinant role.
• In the second the determinant effect is the limit-order book dynamics, the agents
having a random nature.
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4.1 A Market Model with Self-adapted or Fixed Strategies

A set of investors is playing against the market. In addition to the impact of this
group of investors, other factors are represented by a stochastic process ηt

zt+1 = f (zt, ωt) + ηt (37)

(zt = log St) and ωt is the total investment made by the group of traders. After r time
steps, s agents copy the strategy of the s best performers and, at the same time, have
some probability to mutate that strategy.

The model was run with different initial conditions and with or without evolu-
tion of the strategies. When the model is run with evolution the asymptotic steady-
state behavior depends on the initial conditions. Different types of return statistics
corresponded to the relative importance of either “value investors” or “technical
traders”. The occurrence of market bubbles and fat tails corresponds to situations
where technical trader strategies were well represented. A situation where there are
50% of fundamental (value-investing) strategies and 50% trend-following, was cho-
sen to compare its statistical properties with those of the FVM. The squared volatil-
ity σ 2

t = 1
|T0−T1|var(log pt) and the parameters in

∑t/δ
n=0 log σ(nδ) = βt + Rσ (t) and

|Rσ (t + Δ) − Rσ (t)| were estimated from the simulations. Figure4 shows the results.
Notice the lack of scaling behavior of Rσ (t) with an asymptotic exponent 0.55,

denoting the lack of memory of the volatility process. This might already be evident
from the time behavior of Rσ (t) in the lower left plot. Also, although the returns have
fat tails in this case, they are of different shape from those observed in the market
data. Similar conclusions are obtained with other combinations of agent strategies.

In conclusion: It seems that the features of the fractional volatility model (which
are also those of the bulkmarket data) are not easily captured by a choice of strategies
in an agent-based model.

Agents’ reactions and strategies are very probably determinant during market
crisis and market bubbles but not in business-as-usual days.

4.2 A Limit-Order Book Market Model

In this model, asks and bids arrive at random on a window [St − w, St + w] around
the current price St . Every time a buy order arrives it is fulfilled by the closest non-
empty ask slot, the new current price being determined by the value of the ask that
fulfills it. If no ask exists when a buy order arrives it goes to a cumulative register
to wait to be fulfilled. The symmetric process occurs when a sell order arrives, the
new price being the bid that buys it. Sell and buy orders, asks and bids all arrive at
random. Because the window around the current price moves up and down, asks and
bids that are too far away from the current price are automatically eliminated.
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Fig. 4 Statistical properties of the model with agent strategies

The only parameters of the model are the width w of the limit-order book and the
size n of the asks and bids, the sell and buy orders being normalized to one.

The model was run for different widths w and liquidities n. Although the exact
values of the statistical parameters depend on w and n, the statistical nature of the
results is essentially the same. In the Fig. 5 (n = 2) the limit-order book is divided
into 2w + 1 = 21 discrete price slots withΔp = 0.1. The scaling properties of Rσ (t)
are quite evident from the lower right plot in the figure, the Hurst coefficient being
0.96.

Conclusion: the main statistical properties of the market data (fast decay of the
linear correlation of the returns, non-Gaussianity and volatility memory) are already
generated by the dynamics of the limit-order bookwith randombehavior of the agents.
A large part of the market statistical properties (in normal business-as-usual days)
dependsmore on the nature of the price fixing financial institutions than on particular
investor strategies.
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Fig. 5 Statistical properties of the limit order book model

5 Further Properties of the Fractional Volatility Model

In the FVM the statistics of returns is obtained in closed form. From

Pδ(r(Δ)) = 1

4πθkδH−1
√

Δ

∫ ∞

0
dxx− 1

2 e− 1
C (log x)2e−λx (38)

r(Δ) = log St+Δ − log St , θ = eβ, λ = (r(Δ) − r0)2

2Δθ2
(39)

r0 =
(

μ − σ 2

2

)
Δ , C = 8k2δ2H−2 (40)

one obtains

Pδ(r(Δ)) = 1
4πθkδH−1

√
Δ

1√
λ

(e− 1
C (log λ− d

dz )
2
Γ (z))

∣∣∣
z= 1

2

(41)

with asymptotic behavior, for large returns
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Pδ(r(Δ)) ∼ 1√
Δλ

e− 1
C log2 λ (42)

This form provides a good fit of the empirical data. Figure6 compares NYSE data
with (41) for H = 0.83, k = 0.59, β = −5, δ = 1, Δ = 1 and Δ = 10.

That NYSE returns are well described by (41) is no wonder because the FVM
itself was reconstructed from that data. What seemed stranger, at first sight, was the
fact that, once the parameters of the model are fixed, a simple change of Δ would
predict the returns in a quite different market. This is shown in Fig. 7 where the same
parameters as above were used, simply changing toΔ = 1

440 (1 min). The prediction
of the model is compared with 1-min data of USDollar-Euro market for a couple
of months in 2001. The result may be surprising, because one would not expect
the volatility parametrization to carry over to such a different time scale and also
because one is dealing with a different market. However, if the conclusion from the
agent-based models is correct, that in business-as-usual days the statistics of the data
depends more on the price fixation process than on agent strategies or other market
features, then this result is no longer a surprise.

Using a simple risk neutrality argument, a new option pricing was also obtained,
namely

V (St, σt, t) = {St [aM (α, a, b) + bM (α, b, a)]
−Ke−r(T−t) [aM(α, a,−b) − bM(α,−b, a)]

} (43)
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with

M(α, a, b) = 1

2πα

∫ ∞

−1
dy

∫ ∞

0
dxe− log2 x

2α2 e− y2

2 (ax+ b
x )2

= 1

4α

√
2

π

∫ ∞

0
dx

e− log2 x
2α2

ax + b
x

erf c

(
− ax√

2
− b√

2x

)
(44)

K is the strike price and T the maturity time. In Fig. 8 is plotted V (St, σt, t) in the
range T − t ∈ [5, 100] with S/K ∈ [0.5, 1.5] as well as (V (St, σt, t) − C(St, σt, t))
/K for k = 1 and k = 2.C(St, σt, t) is the Black-Scholes result. Other parameters are
fixed atσ = 0.01, r = 0.001, δ = 1,H = 0.8. To comparewithBlack-Scholes (BS),
the implied volatility, that would reproduce the same results, was also computed.
The implied volatility surface corresponding to V (St, σt, t) is shown for for k = 1.
It predicts a smile effect with the smile increasing as maturity approaches.
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Global Asymptotic Stability of a General
Nonautonomous Cohen-Grossberg Model
with Unbounded Amplification Functions

José J. Oliveira

Abstract For a class of nonautonomous differential equationswith infinite delay,we
give sufficient conditions for the global asymptotic stability of an equilibrium point.
This class is general enough to include, as particular cases, the most of famous neural
network models such as Cohen-Grossberg, Hopfield, and bidirectional associative
memory. It is relevant to notice that here we obtain global stability criteria without
assuming bounded amplification functions. As illustrations, results are applied to
several concrete models studied in some earlier publications and new global stability
criteria are given.

Keywords Cohen-Grossberg neural networks · Unbounded time-varying coeffi-
cients ·Unbounded distributed delays ·Unbounded amplification functions ·Global
asymptotic stability

1 Introduction

The Cohen-Grossberg neural network models, first proposed and studied by Cohen
and Grossberg [4] in 1983, have been the subject of an active research due to their
extensive applications in various engineering and scientific areas such as neural-
biology, population biology, and computing technology. The neural network model
in [4] can be described by the following system of ordinary differential equations

x′
i(t) = −ai(xi(t))

⎡
⎣bi(xi(t)) −

n∑
j=1

cijfj(xj(t)) + Ii

⎤
⎦ , t ≥ 0, i = 1, . . . , n,

(1)
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where n is the number of neurons, xi(t) is the state variable of the ith neuron at time t,
fj are activation functions, bi are self-inhibition term, ai are amplification functions,
cij are connection weights, and Ii are external inputs. Very close to the model (1),
other neural network type models appeared such as Hopfield neural networks [10]
and bidirectional associative memory neural networks (BAM), [14].

In order to be more realistic, differential equations describing neural networks
should incorporate time delays to take into account the synaptic transmission time
among neurons, or, in artificial neural networks, the communication time among
amplifiers. In 1989,Marcus andWestervelt [16] introduced for the first time a discrete
delay in a neural network model, and they observed that the delay can destabilize the
system. In fact, the delays can affect the dynamic behavior of neural network models
[1] and, for this reason, stability of delayed neural networks has been investigated
extensively ([2, 3, 5, 6, 9, 11–13, 15, 17–21], and the references therein). Since
neural networks have a spatial nature due to the presence of a multitude of parallel
pathways with a variety of axon sizes and lengths, it is also fundamental to consider
distributed delays thus, neural network models become more realistic if both dis-
crete time-varying delays and distributed delays are taken into account (see [18]).
Many interesting results on stability of autonomous Cohen-Grossberg neural net-
work models with delays have been reported in the literature [3, 6, 11, 17], however,
nonautonomous phenomena often occur in many realistic situations. Thus, neural
network models with temporal structure of neural activities should be introduced
and investigated (see [2, 19]). In this paper we study a class of functional differential
equations general enough to include nonautonomous neural network models with
both discrete time-varying delays and distributed delays.

Since the global stability of delayed neural network models plays an important
role in their applications, it is of significance and necessary to study the global
asymptotic stability of an equilibrium point of Cohen-Grossberg neural network
models. However, in most of the existing results in the literature, it has been assumed
directly or indirectly that the amplification functions are bounded and uniformly
positive i.e.,

ai < ai(u) < ai, ∀u ∈ R, ∀i ∈ {1, . . . , n}, (2)

for some ai, ai > 0. To the best of our knowledge, in [17], for the first time the global
asymptotic stability of an equilibrium point of an autonomous Cohen-Grossberg
neural network was proved, without assuming condition (2). The main propose of
this paper is to achieve the same stability result for a general class of nonautonomous
functional differential equation.

After the introduction, the present paper is divided into three sections. In Sect. 2
some notation and definition are presented, the studied functional differential equa-
tion is described and its phase space is given. In Sect. 3, we present the main
results about global asymptotic stability of an equilibrium point of a general class of
nonautonomous functional differential equations with infinite distributed delays or
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with mixed delays (that is both discrete time-varying delays and infinite distributed
delays). Finally, in Sect. 4, we illustrate the results with well-known neural network
models and we compare our results with the literature given new stability criteria.

2 Preliminaries

For n ∈ N, we denote by BC = BC((−∞, 0];Rn) the space of bounded and con-
tinuous functions, ϕ : (−∞, 0] → R

n, equipped with the norm ||ϕ|| = sup
s≤0

|ϕ(s)|,
where | · | is the maximum norm in R

n, i.e. |x| = max{|xi| : i = 1, . . . , n} for
x = (x1, . . . , xn) ∈ R

n. For c ∈ R
n, we also use c to denote the constant function

ϕ(s) = c in BC. For a vector c = (c1, . . . , cn) ∈ R
n and ϕ = (ϕ1, . . . , ϕn) ∈ BC,

we denote c · ϕ = (c1ϕ1, . . . , cnϕn) ∈ BC, and the vector c is said to be posi-
tive if ci > 0 for all i ∈ {1, . . . , n} and in this case we write c > 0. A function
γ : [a,+∞) → R, a ∈ R, is said to be eventually monotone if there is t∗ > a such
that γ is non-decreasing (or non-increasing) on [t∗,+∞). For a real sequence (un)n∈N
and a ∈ R ∪ {+∞}, we write un ↗ a to say that (un)n∈N is an increasing sequence
such that lim

n→+∞ un = a.

For an open setD ⊆ BC and f : [0,+∞) × D → R
n a continuous function, con-

sider the functional differential equation (FDE) given in general setting by

x′(t) = f (t, xt), t ≥ 0, (3)

where, as usual, xt denotes the function xt : (−∞, 0] → R
n defined by xt(s) = x(t +

s) for s ≤ 0. By a solution of (3) on an interval I ⊆ R, we mean a function x :
(−∞, sup I) → R

n such that xt ∈ D, x(t) is continuous differentiable, and (3) holds
for all t ∈ I (see [8]).

It is well-known that the Banach spaceBC is not an admissible phase space for (3),
in the sense of [7], thus the standard existence, uniqueness, continuous dependence
type results are not available. Instead of BC, we consider the admissible Banach
space

UCg =
{
φ ∈ C((−∞, 0];Rn) : sup

s≤0

|φ(s)|
g(s)

< ∞,

φ(s)

g(s)
is uniformly continuous on (−∞, 0]

}
,

equipped with the norm ||φ||g = sup
s≤0

|φ(s)|
g(s)

, where g : (−∞, 0] → [1,∞) is a func-

tion satisfying:
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(g1) g is a non-increasing continuous function and g(0) = 1;

(g2) lim
u→0−

g(s + u)

g(s)
= 1 uniformly on (−∞, 0];

(g3) g(s) → +∞ as s → −∞.

See [8] for more details.
As BC ⊆ UCg, then BC is a subspace of UCg, and we denote by BCg the space

BC with the norm || · ||g. When n = 1, we denote the spaces UCg and BC by UC1
g

and BC1 respectively.
AsUCg is an admissible Banach space, we consider the FDE (3) in the phase space

UCg, for a convenient function g, and we assume that f has enough smooth properties
to ensure the existence and uniqueness of solution for the initial value problem (see
[8]). The solution of (3) with initial condition xt0 = ϕ, for t0 ≥ 0 and ϕ ∈ UCg, is
denoted by x(t, t0, ϕ). It is relevant to emphasize that, from [8], the solution x(t, t0, ϕ)

is continuous, once the continuity of the solutions plays an important role in the proof
of main results.

In view of our applications to neural network systems, we restrict our attention to
initial bounded conditions, i.e.,

xt0 = ϕ, with ϕ ∈ BC, (4)

for some t0 ≥ 0. From [8], if f maps closed bounded subsets of its domain into
bounded sets of Rn, then the solution of (3)–(4) is extensible to (−∞, a], with
a > t0, whenever it is bounded.

Definition 2.1 A solution x∗(t) of (3) is said to be:

(i) uniformly stable if for any ε > 0, there is δ = δ(ε) > 0 such that, for all t0 ≥ 0
and ϕ ∈ BC,

‖ϕ − x∗
t0‖g < δ ⇒ ‖xt(·, t0, ϕ) − x∗

t ‖g < ε, for all t ≥ t0;

(ii) globally attractive if

lim
t→+∞

(
x(t, t0, ϕ) − x∗(t)

) = 0,

for any t0 ≥ 0 and ϕ ∈ BC;
(iii) globally asymptotically stable if it is uniform stable and globally attractive.

It should be mentioned that it is usual in the literature on neural networks with
delays to define an equilibrium point as globally asymptotic stable if it is global
attractive (see [6, 12]).

In [6], the following two lemmas were established.

Lemma 2.1 [6] Consider system (3) in UCg, and assume that f transforms closed
bounded sets of [0,+∞) × D into bounded sets of Rn. Assume also that
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(H1) for all t ≥ 0 and ϕ ∈ BCg such that |ϕ(s)|
g(s) < |ϕ(0)|, for s ∈ (−∞, 0), then

ϕi(0)fi(t, ϕ) < 0 for some i ∈ {1, . . . , n} such that |ϕ(0)| = |ϕi(0)|.
Then, the solutions x(t) = x(t, 0, ϕ), ϕ ∈ BCg, of (3) are defined on R and satisty
|x(t, 0, ϕ)| ≤ ‖ϕ‖g for all t ≥ 0.

Lemma 2.2 [6] Consider system (3) in UCg, and assume that f transforms closed
bounded sets of [0,+∞) × D into bounded sets of Rn. Assume also that

(H2) for all t ≥ 0 and ϕ ∈ BC such that |ϕ(s)| < |ϕ(0)|, for s ∈ (−∞, 0), then
ϕi(0)fi(t, ϕ) < 0 for some i ∈ {1, . . . , n} such that |ϕ(0)| = |ϕi(0)|.

Then, the solutions x(t) = x(t, 0, ϕ), ϕ ∈ BC, of (3)–(4) is defined on R and satisty
|x(t, 0, ϕ)| ≤ ‖ϕ‖ for all t ≥ 0.

Remark 1 We note that, assuming (H1), Lemma 2.1 assures that the solution of (3)–
(4) is defined and bounded on R and the zero solution of (3) is uniformly stable. If
hypothesis (H2) holds instead of (H1), then, from Lemma 2.2, the solution of (3)–(4)
is also defined and bounded on R but we can not to conclude that the zero solution
of (3) is uniformly stable.

In the phase spaceUCg, with g : (−∞, 0] → [1,+∞) being a function satisfying
(g1)–(g3), consider the following general nonautonomous class of FDEswith infinite
distributed delays

x′
i(t) = −ai(t, xt)

[
bi(t, xi(t)) + fi(t, xt)

]
, t ≥ 0, i = 1, . . . , n, (5)

where ai : [0,+∞) × UCg → (0,+∞), bi : [0,+∞) × R → R, and fi :
[0,+∞) × UCg → R are continuous functions. This model is a generalization of a
model introduced in [6] and it is particularly relevant in terms of applications, since
it includes different types of neural network models with delays, such as Hopfield,
Cohen-Grossberg, and BAM.

For (5) the following hypotheses will be considered:

(A1) there exists x∗ = (x∗
1, . . . , x∗

n) ∈ R
n an equilibrium point of (5);

(A2) for each i ∈ {1, . . . , n} and for any M > 0,

inf {ai(t, ϕ) : ϕ ∈ BC, ‖ϕ‖ ≤ M, t ≥ 0} > 0;

(A3) for each i ∈ {1, . . . , n}, there exists a function βi : [0,+∞) → (0,+∞) such
that

bi(t, u) − bi(t, v)

u − v
≥ βi(t), ∀t ≥ 0, ∀u, v ∈ R, u �= v;

(A4) for each i ∈ {1, . . . , n}, there exists a function Fi : [0,+∞) → [0,+∞) such
that

|fi(t, ϕ) − fi(t, ψ)| ≤ Fi(t)‖ϕ − ψ‖g, ∀t ≥ 0, ∀ϕ,ψ ∈ BC;
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(A5) there exists α > 0 such that, for each i ∈ {1, . . . , n},

βi(t) − Fi(t) > α, ∀t ≥ 0, (6)

and

lim sup
t→+∞

Fi(t)

βi(t)
< 1. (7)

We remark that hypothesis (A2) does not imply the uniformly positiveness of the
amplification functions i.e., it does not imply that ai(t, ϕ) > a for some real positive
constant a.

We also remark that the hypothesis (A3) says that, for each t ≥ 0 and i ∈
{1, . . . , n}, the function u �→ bi(t, u) is increasing with a growth rate at least βi(t).
For example, (A3) is trivially satisfied if bi(t, u) = βi(t)u for all t ≥ 0 and u ∈ R.

Finally, we should say that, in general, one does not expect having an equilib-
rium point in a nonautonomous system, (5). However, in view of our applications
to neural network models, such as (1), very often the self-inhibition terms bi are
linear on the second variable and the activation function fj are sigmoid functions,
for example fj(x) = tanh x, fj(x) = |x + 1| − |x − 1|, or fj(x) = arctan x (see exam-
ples in [9, 20, 21]). Consequently, if we have no external inputs, then zero is an
equilibrium point.

3 Asymptotic Stability

Before to study the global stability of the equilibrium point x∗ of (5), we need to
prove that it is unique.

Lemma 3.1 Assume (A3)–(A5) hold.
If the system (5) has an equilibrium point, then it is unique.

Proof Assume that x∗ = (x∗
1, . . . , x∗

n) ∈ R
n and y∗ = (y∗

1, . . . , y∗
n) ∈ R

n are two dif-
ferent equilibrium points of (5) and choose i ∈ {1, . . . , n} such that |x∗ − y∗| =
|x∗

i − y∗
i | > 0. As ai(t, ϕ) > 0 for all t ≥ 0 and ϕ ∈ UCg, then

bi(t, x
∗
i ) + fi(t, x

∗) = 0 = bi(t, y
∗
i ) + fi(t, y

∗), ∀t ≥ 0.

From the hypotheses (A3), (A4), and (A5) and assuming that x∗
i − y∗

i > 0 (the situ-
ation x∗

i − y∗
i < 0 is analogous), we obtain

0 = bi(t, x
∗
i ) − bi(t, y

∗
i ) + fi(t, x

∗) − fi(t, y
∗)

≥ βi(t)(x
∗
i − y∗

i ) − Fi(t)|x∗ − y∗|
= (βi(t) − Fi(t))(x

∗
i − y∗

i ) > 0, (8)

which is a contradiction. Thus x∗ = y∗ and the result follows.
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Now, we are in position to prove the uniform stability of the equilibrium point of
the FDE (5).

Theorem 3.2 For (5) assume (A1)–(A5) hold. Then the equilibrium point of (5) is
uniformly stable.

Proof Let x∗ = (x∗
1, . . . , x∗

n) ∈ R
n the equilibrium point of (5). Translating x∗ to the

origin by the change x̄(t) = x(t) − x∗, the system (5) becomes

x̄′
i(t) = −āi(t, x̄t)

[
b̄i(t, x̄i(t)) + f̄i(t, x̄t)

]
, t ≥ 0, i = 1, . . . , n, (9)

where āi(t, ϕ) = ai(t, ϕ + x∗), b̄i(t, u) = bi(t, u + x∗
i ), and f̄i(t, ϕ) = fi(t, ϕ + x∗),

with zero as the unique equilibrium point, i.e. b̄j(t, 0) + f̄j(t, 0) = 0 for all j ∈
{1, . . . , n} and t ≥ 0. Clearly ai, bi, and fi satisfy (A2)–(A4) if and only if āi, b̄i,
and f̄i satisfy (A2)–(A4), with the same functions βi and Fi. Hence, we consider (9),
where, for simplicity, we drop the bars.

Let ϕ ∈ BCg be such that ‖ϕ‖g = |ϕ(0)| > 0 and consider i ∈ {1, . . . , n} such
that |ϕi(0)| = ‖ϕ‖g. If ϕi(0) > 0 (the situation ϕi(0) < 0 is analogous), then ‖ϕ‖g =
ϕi(0) and from the hypotheses we conclude that

ai(t, ϕ)[bi(t, ϕi(0)) + fi(t, ϕ)] =
= ai(t, ϕ)[(bi(t, ϕi(0)) − bi(t, 0)) + (fi(t, ϕ) − fi(t, 0))]
≥ ai(t, ϕ)(βi(t) − Fi(t))‖ϕ‖g > 0. (10)

In particular, (H1) holds and fromLemma 2.1we deduce that all solutions are defined
and bounded onR, and that x = 0 is uniformly stable. Thismeans that the equilibrium
point of (5) is uniformly stable.

Theorem 3.3 For (5) assume (A1)–(A5) hold. Then the equilibrium point of (5) is
globally asymptotically stable.

Proof From Theorem 3.2, it remains to prove that the equilibrium point is globally
attractive. As in the above proof, after a translation, we may assume that the equi-
librium point is zero, i.e., bi(t, 0) + fi(t, 0) = 0 for all i ∈ {1, . . . , n} and t ≥ 0. For
x(t) = x(t, t0, ϕ) = (x1(t), . . . , xn(t)) the solution of initial value problem (5)–(4),
from Theorem 3.2 we conclude that x(t) is a bounded function and we define the
limits

−vi = lim inf
t→+∞ xi(t), ui = lim sup

t→+∞
xi(t), i ∈ {1, . . . , n}, (11)

and

v = max
i

{vi}, u = max
i

{ui}. (12)

Note that u, v ∈ R and −v ≤ u. It is sufficient to prove that max{u, v} = 0. Assume
e.g. that |v| ≤ u, so that max{u, v} = u. (The situation is analogous for |u| ≤ v.)
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Let i ∈ {1, . . . , n} such that ui = u. Nowwe prove that there is a sequence (tk)k∈N
such that

tk ↗ +∞, xi(tk) → u, and x′
i(tk) → 0, as k → +∞. (13)

Case 1. Assume that xi(t) is eventually monotone. In this case, lim
t→+∞ xi(t) = u

and, for t large, xi(t) is a differentiable, monotone, and bounded real function. Hence
there is a sequence (tk)k∈N such that tk ↗ +∞ and x′

i(tk) → 0.
Case 2. Assume that xi(t) is not eventually monotone. In this case there is a

sequence (tk)k∈N such that tk ↗ +∞, x′
i(tk) = 0 and xi(tk) → u, as k → +∞, and

(13) holds.
Now we have to show that u = 0, hence v = 0 as well. For the sake of contradic-

tion, assume that u > 0.

Fix ε > 0 and let T = T(ε) > t0 be such that ε < u and, for all t ≥ T ,
‖ϕ‖

g(t0 − t)
<

u + ε and |x(t)| < u + ε. Defining X := max
s∈[t0,T ] |x(s)|, from (g3) we conclude that

there is s0 < 0 such that
X

g(s)
< u + ε for all s < s0. Thus, for t > T − s0, we have

sup
s∈[t0−t,0]

|x(t + s)|
g(s)

≤ max

{
sup

s∈[t0−t,T−t]
|x(t + s)|

g(s)
, sup
s∈[T−t,0]

|x(t + s)|
g(s)

}

≤ max

{
sup

s∈[t0−t,T−t]
X

g(s)
, sup
s∈[T−t,0]

u + ε

g(s)

}
≤ u + ε.

Now, from the hypotheses (A3) and (A4) we have, for tk > T − s0,

x′
i(tk) = −ai(tk, xtk )

[
bi(tk, xi(tk)) + fi(tk, xtk )

]
= −ai(tk, xtk )

[
bi(tk, xi(tk)) − bi(tk, 0) + fi(tk, xtk ) − fi(tk, 0)

]
≤ −ai(tk, xtk )

[
βi(tk)xi(tk) − Fi(tk)‖xtk‖g

]

≤ −ai(tk, xtk )

[
βi(tk)xi(tk) − Fi(tk)max

{
‖ϕ‖

g(t0 − tk)
, sup
s∈[t0−tk ,0]

|x(tk + s)|
g(s)

}]

≤ −ai(tk, xtk ) [βi(tk)xi(tk) − Fi(tk)(u + ε)] ,

which implies that

xi(tk) ≤ − x′
i(tk)

ai(tk, xtk )βi(tk)
+ Fi(tk)

βi(tk)
(u + ε). (14)
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As x(t) is bounded, from hypotheses (A2) and (A5) we have lim inf
k→+∞

ai(tk, xtk )βi(tk)

> 0. Letting ε → 0 and k → +∞, from (13) and (A5), we get

u ≤
(
lim sup
t→+∞

Fi(t)

βi(t)

)
u < u,

which is a contradiction.

It is easy to see that, if Fi(t) are bounded functions then condition (6) implies
condition (7) and the following result holds:

Corollary 3.4 Assume (A1)–(A4) hold, where Fi(t) are bounded functions.
If (6) holds, then the equilibrium point of (5) is globally asymptotically stable.

Remark 2 In [6], the global asymptotic stability of the equilibrium point of (5)
was proved assuming constant functions βi(t) and Fi(t) i.e., Fi(t) = Fi and βi(T) =
βi with βi ∈ (0,+∞) and Fi ∈ [0,+∞). In this scenery, condition (6) reads as
βi − Fi > 0 and Corollary 3.4 improves the stability result in [6].

Now, we consider the following nonautonomous FDE with distributed time-
varying delays:

x′
i(t) = −ai(t, xt)

[
bi(t, xi(t)) + hi(t, xt) + fi(t, xt)

]
, t ≥ 0, i = 1, . . . , n, (15)

where the functions ai, bi, and fi are as in the model (5) and hi : [0,+∞) × UCg →
R are continuous functions such that, for each i ∈ {1, . . . , n} there exist Hi, τi :
[0,+∞) → [0,+∞) such that

|hi(t, ϕ) − hi(t, ψ)| ≤ Hi(t)

(
sup

θ≥−τi(t)
|ϕ(θ) − ψ(θ)|

)
,∀t ≥ 0, ∀ϕ,ψ ∈ BC (16)

and

t − τi(t) → +∞ as t → +∞. (17)

We note that condition (16) implies the Lipschitz condition in the space BC i.e.,

|hi(t, ϕ) − hi(t, ψ)| ≤ Hi(t)‖ϕ − ψ‖, ∀t ≥ 0, ∀ϕ,ψ ∈ BC,

but (16) does not imply the Lipschitz condition in the space BCg i.e., relative to
the norm ‖ · ‖g. This is the reason why the following result only establishes the
global attractiveness of the equilibrium point of (15) instead of its global asymptotic
stability.

Theorem 3.5 Assume that (15) has an equilibrium point and the hypotheses (A2),
(A3), (A4), (16), and (17) hold.
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If there exists α > 0 such that

βi(t) − [Hi(t) + Fi(t)] > α, ∀t ≥ 0, (18)

and

lim sup
t→+∞

Hi(t) + Fi(t)

βi(t)
< 1, (19)

then the equilibrium point of (15) is globally attractive.

Proof Following the same ideas in the proof of Lemma 3.1, we conclude that (15)
has at most one equilibrium point.

As we done in the proof of Theorem 3.2, without losing generality, we may
assume that the equilibrium point is zero, i.e., bi(t, 0) + hi(t, 0) + fi(t, 0) = 0 for all
i ∈ {1, . . . , n} and t ≥ 0.

First, we prove that all solutions of (15), with bounded initial condition, are
defined and bounded on R. Let ϕ ∈ BC be such that ‖ϕ‖ = |ϕ(0)| > 0 and con-
sider i ∈ {1, . . . , n} such that |ϕi(0)| = ‖ϕ‖. If ϕi(0) > 0 (the situation ϕi(0) < 0 is
analogous), then ‖ϕ‖ = ϕi(0) and from the hypotheses we conclude that

ai(t, ϕ)[bi(t, ϕi(0)) + hi(t, ϕ) + fi(t, ϕ)] =
= ai(t, ϕ)[(bi(t, ϕi(0)) − bi(t, 0)) + (hi(t, ϕ) − hi(t, 0)) + (fi(t, ϕ) − fi(t, 0))]

≥ ai(t, ϕ)

[
βi(t)ϕi(0) − Hi(t)

(
sup

θ≥−τi(t)
|ϕ(θ)|

)
− Fi(t)‖ϕ‖g

]

≥ ai(t, ϕ) [βi(t) − Hi(t) − Fi(t)] ‖ϕ‖ > 0. (20)

In particular, (H2) holds and from Lemma 2.2 we deduce that all solutions, with
bounded initial conditions, are defined and bounded on R.

Let t0 > 0, ϕ ∈ BC, and x(t) = x(t, t0, ϕ) be the solution of (15). As x(t) is
bounded we define u and v as in (12) and, for the situation |v| ≤ u (the situation
|u| ≤ v is analogous), we choose i ∈ {1, . . . , n} such that ui = u = max{u, v}. For
the sake of contradiction, assume that u > 0.

Following the same ideas in the proof of Theorem 3.3, we obtain a sequence
(tk)k∈N satisfying (13) and, for any ε ∈ (0, u), there are T = T(ε) > t0 and s0 < 0
such that, for all t > T − s0, ‖xt‖g ≤ u + ε.

As |x(t)| < u + ε for all t ≥ T and lim
t→+∞(t − τi(t)) = +∞, then there is S > 0

such that sup
s∈[−τi(t),0]

|x(t + s)| < u + ε for all t ≥ S. Thus, for tk > max{T − s0, S},
we have

x′
i(tk) = −ai(tk, xtk )

[
bi(tk, xi(tk)) + hi(tk, xtk ) + fi(tk, xtk )

]

≤ −ai(tk, xtk )

[
βi(tk)xi(tk) − Hi(tk)

(
sup

s∈[−τi(tk),0]
|x(tk + s)|

)
− Fi(tk)‖xtk‖g

]

≤ −ai(tk, xtk ) [βi(tk)xi(tk) − (Hi(tk) + Fi(tk))(u + ε)] ,
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which implies that

xi(tk) ≤ − x′
i(tk)

ai(tk, xtk )βi(tk)
+ Hi(tk) + Fi(tk)

βi(tk)
(u + ε). (21)

As x(t) is bounded, from hypotheses (A2) and (18) we have lim inf
k→+∞

ai(tk, xtk )βi(tk)

> 0. Letting ε → 0 and k → +∞ we get xi(tk) → u, x′
i(tk) → 0, and

u ≤
(
lim sup
t→+∞

Hi(t) + Fi(t)

βi(t)

)
u,

which is impossible from (19). Consequently u = 0 and the equilibrium point of (15)
is globally attractive.

4 Applications

In this section, we apply the previous results to the following general nonautonomous
Cohen-Grossberg neural network model with both discrete time-varying delays and
distributed delays

x′
i(t) = −ai(t, xt)

⎡
⎣bi(t, xi(t)) +

n∑
j=1

hij(t, xj(t − τij1(t)), . . . , xj(t − τijP(t)))

+
n∑

j=1

fij(t, xj,t)

⎤
⎦ , t ≥ 0, i = 1, . . . , n, (22)

where P ∈ N and, for some function g : (−∞, 0] → [1,+∞) satisfying (g1)-
(g3), ai : [0,+∞) × UCg → (0,+∞), bi : [0,+∞) × R → R, τijp : [0,+∞) →
[0,+∞), hij : [0,+∞) × R

P → R, and fij : [0,+∞) × UC1
g → R are continuous

functions such that ai satisfy (A2), bi satisfy (A3), lim
t→+∞

(
t − τijp(t)

) = +∞, and hij

and fij are Lipschitz function on the second variable, i.e., there existHij : [0,+∞) →
[0,+∞) and Fij : [0,+∞) → [0,+∞) such that

|hij(t, u) − hij(t, v)| ≤ Hij(t)|u − v|, t ≥ 0, u, v ∈ R
P, (23)

|fij(t, ϕ) − fij(t, ψ)| ≤ Fij(t)‖ϕ − ψ‖g, t ≥ 0, ϕ, ψ ∈ BC1
g , (24)

for i, j ∈ {1, . . . , n}, p ∈ {1, . . . ,P}. The global stability of (22)was recently studied
in [5] assuming bounded amplification functions.
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Theorem 4.1 Assume that (22) has an equilibrium point, the hypotheses (A2),
(A3), (23), and (24) hold, lim

t→+∞
(
t − τijp(t)

) = +∞, and there exist α > 0 and

d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n},

βi(t) −
n∑

j=1

dj
di

(Hij(t) + Fij(t)) > α, ∀t ≥ 0, (25)

and

lim sup
t→+∞

n∑
j=1

dj(Hij(t) + Fij(t))

diβi(t)
< 1. (26)

Then the equilibrium point of (22) is globally attractive.
If hij(t, u) = 0, for all i, j ∈ {1, . . . , n}, t ≥ 0, and u ∈ R

P, then the equilibrium
point of (22) is globally asymptotically stable.

Proof As in Lemma 3.1, we conclude that the equilibrium point of (22) is unique
and, by translation, we may assume that it is zero that is,

bi(t, 0) +
n∑

j=1

(hij(t, 0) + fij(t, 0)) = 0, t ≥ 0, i = 1, . . . , n.

The change of variables yi(t) = d−1
i xi(t) transforms (22) into

y′
i(t) = −ai(t, d · yt)d−1

i

[
bi(t, diyi(t))

+
n∑

j=1

hij(t, djyj(t − τij1(t)), . . . , djyj(t − τijP(t))) +
n∑

j=1

fij(t, djyj,t)

]
, (27)

for t ≥ 0 and i = 1, . . . , n. Defining, for each i ∈ {1, . . . , n}, ãi(t, ϕ) := ai(t, d · ϕ),

b̃i(t, u):=d−1
i bi(t, diu), h̃i(t, ϕ) := d−1

i

n∑
j=1

hij(t, djϕj(−τij1(t)), . . . , djϕj(−τijP(t))),

and f̃i(t, ϕ) := d−1
i

n∑
j=1

fij(t, djϕj), for all t ≥ 0, u ∈ R, ϕ = (ϕ1, . . . , ϕn) ∈ UCg, the

system (27) has the form

y′
i(t) = −ãi(t, yt)

[
b̃i(t, yi(t)) + h̃i(t, yt) + f̃i(t, yt)

]
, t ≥ 0, i = 1, . . . , n, (28)
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where zero is the equilibrium point, ãi trivially satisfy (A2), and b̃i satisfy (A3) with
β̃i(t) = βi(t). Denoting τi(t) = max

j,p
{τijp(t)}, from (23), for ϕ = (ϕ1, . . . , ϕn), ψ =

(ψ1, . . . , ψn) ∈ BCg we have

|h̃i(t, ϕ) − h̃i(t, ψ)| ≤ d−1
i

n∑
j=1

|hij(t, djϕj(−τij1(t)), . . . , djϕj(−τijP(t)))

−hij(t, djψj(−τij1(t)), . . . , djψj(−τijP(t)))|

≤ d−1
i

n∑
j=1

Hij(t)dj|(ϕj(−τij1(t)), . . . , ϕj(−τijP(t)))

−(ψj(−τij1(t)), . . . , ψj(−τijP(t)))|

≤
n∑

j=1

dj
di
Hij(t)

(
sup

θ∈[−τi(t),0]
|ϕj(θ) − ψj(θ)|

)

which means that

|h̃i(t, ϕ) − h̃i(t, ψ)| ≤
⎛
⎝ n∑

j=1

dj
di
Hij(t)

⎞
⎠ sup

θ∈[−τi(t),0]
|ϕ(θ) − ψ(θ)|

and consequently h̃i satisfies (16) with the function Hi(t) =
n∑

j=1

dj
di
Hij(t) for each

i ∈ {1, . . . , n}. Similarly, from (24) we have

|f̃i(t, ϕ) − f̃i(t, ψ)| ≤ d−1
i

n∑
j=1

|fij(t, djϕj) − fij(t, djψj)|

≤ d−1
i

n∑
j=1

Fij(t)‖djϕj − djψj‖g

≤
⎛
⎝ n∑

j=1

dj
di
Fij(t)

⎞
⎠ ||ϕ − ψ ||g, (29)

which implies that f̃i satisfies (A4) with the function Fi(t) :=
n∑

j=1

dj
di
Fij(t), for each

i ∈ {1, . . . , n}. Finally, conditions (18) and (19) follow from (25) and (26), and the
conclusions follow from Theorems 3.5 and 3.3.
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Remark 3 For the situation that (22) has not an equilibrium point, Esteves and
Oliveira [5, Theorem 3.7] showed that

lim
t→+∞

(
x(t, t0, ϕ) − x(t, t0, ψ)

) = 0, ∀t0 ≥ 0, ∀ϕ,ψ ∈ BC,

assuming the uniformly positiveness of the amplification functions (recall (2)) and
the stronger conditions

aiβi(t) −
n∑

j=1

aj
dj
di

(Hij(t) + Fij(t)) > α, ∀t ≥ 0,

and

lim sup
t→+∞

n∑
j=1

aj
ai

dj(Hij(t) + Fij(t))

diβi(t)
< 1.

instead of (25) and (26).
Now, we shall apply the previous stability criterion to several nonautonomous

neural network models with infinite delays. The broad framework of our result (The-
orem 4.1) allows us to treat most of the neural network models considered in the
literature as particular cases of the system (22).

Before to study the stability of several neural networkmodels,weneed an auxiliary
lemma, established in [6], to define a function g satisfying (g1)–(g3) required to build
the convenient phase space.

Lemma 4.2 [6] Consider ηi : (−∞, 0] → R, i = 1, . . . ,m, non-decreasing and
bounded functions, and α > 0 such that

∫ 0

−∞
dηi(s) < α, i = 1, . . . ,m.

Then, there is a continuous function g : (−∞, 0] → [1,+∞) satisfying (g1)–(g3),
and such that ∫ 0

−∞
g(s)dηi(s) < α, i = 1, . . . ,m.

Example 1 Consider the following nonautonomous Cohen-Grossberg neural net-
work model with distributed delays:

x′
i(t) = −ai(xi(t))

[
bi(t, xi(t)) −

n∑
j=1

(
cij(t)

∫ 0

−τij

fj(xj(t + s))dςij(s)

+ dij(t)
∫ 0

−∞
gj(xj(t + s))dηij(s)

)
+ Ii(t)

]
, t ≥ 0, i = 1, . . . , n, (30)
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where τij ≥ 0, ai : R → (0,+∞), bi : [0,+∞) × R → R, cij, dij, Ii : [0,+∞) →
R, and fj, gj : R → R are continuous functions, and ςij : [−τij, 0] → R and ηij :
(−∞, 0] → R are non-decreasing, bounded, andnormalized, i.e.ςij(0) − ςij(−τij) =
1 and ηij(0) − ηij(−∞) = 1, for all i, j ∈ {1, . . . , n}. Applying Theorem 4.1 to this
system, we have:

Corollary 4.3 Assume that the model (30) has an equilibrium point, fj, gj : R → R

are Lipschitz functions with Lipschitz constants μj , σj respectively, and bi satisfy
(A3).

If there exist α > 0 and d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n},

diβi(t) −
n∑

j=1

dj
(|cij(t)|μj + |dij(t)|σj

)
> α, ∀t ≥ 0, (31)

lim sup
t→+∞

n∑
j=1

dj
(|cij(t)|μj + |dij(t)|σj

)
diβi(t)

< 1, (32)

then the equilibrium point of (30) is globally asymptotically stable.

Proof As α > 0, from (31) and (32), we conclude that there are γ > 0 and δ > 0
(small enough) such that, for each i ∈ {1, . . . , n},

diβi(t) −
n∑

j=1

dj
(|cij(t)|μj + |dij(t)|σj

)
(1 + δ) > γ, ∀t ≥ 0, (33)

and

lim sup
t→+∞

n∑
j=1

dj
(|cij(t)|μj + |dij(t)|σj

)
(1 + δ)

diβi(t)
< 1. (34)

Since
∫ 0
−τij

dςij(s) < 1 + δ and
∫ 0
−∞ dηij(s) < 1 + δ for all i, j ∈ {1, . . . , n}, from

Lemma 4.2, there is g : (−∞, 0] → [1,∞) satisfying (g1)–(g3) such that

∫ 0

−τij

g(s)dςij(s) < 1 + δ, and
∫ 0

−∞
g(s) dηij(s) < 1 + δ, ∀i, j ∈ {1, . . . , n},

and we considerUCg as the phase space of (30). Defining, for each i, j ∈ {1, . . . , n},
hij(t, u) = 0 and

fij(t, ϕj) := cij(t)
∫ 0

−τij

fj(ϕj(s)) dςij(s) + dij(t)
∫ 0

−∞
gj(ϕj(s)) dηij(s) + Ii(t)

n
,

with u ∈ R
P, ϕ = (ϕ1, . . . , ϕn) ∈ UCg, and t ≥ 0, the system (30) has the form (22).
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For φ, ϕ ∈ BC1 and t ≥ 0, since fj, gj are Lipschitz functions and ςij, ηij are
non-decreasing, we have, for each i, j ∈ {1, . . . , n},
∣∣fij(t, φ) −fij(t, ϕ)

∣∣ ≤ |cij(t)|
∫ 0

−τij

∣∣fj(φ(s)) − fj(ϕ(s))
∣∣ dςij(s)

+|dij(t)|
∫ 0

−∞

∣∣gj(φ(s)) − gj(ϕ(s))
∣∣ dηij(s)

≤ |cij(t)|μj

∫ 0

−τij

g(s)
|(φ − ϕ)(s)|

g(s)
dςij(s)

+|dij(t)|σj

∫ 0

−∞
g(s)

|(φ − ϕ)(s)|
g(s)

dηij(s)

≤
(

|cij(t)|μj

∫ 0

−τij

g(s)dςij(s) + |dij(t)|σj

∫ 0

−∞
g(s)dηij(s)

)
‖φ − ϕ‖g.

This means that

|fij(t, φ) − fij(t, ϕ)| ≤
( (|cij(t)|μj + |dij(t)|σj

)
(1 + δ)

)
‖φ − ϕ‖g,

and, together with (33) and (34), the hypotheses (A3), (24), (25) and (26) hold. Now,
the conclusion follows from Theorem 4.1.

Remark 4 The global asymptotic stability of the Cohen-Grossberg neural network
model (30) was studied in [15] under a different set of hypotheses, including bounded
coefficients cij(t) and dij(t) and bounded amplification functions ai(u).More recently,
the same model was also studied in [5], where the global asymptotic stability was
obtained assuming bounded amplification functions ai(u) and stronger conditions
than (31) and (32). However, in [5] the existence of an equilibrium point was not
assumed.

Example 2 As second example, consider the followingCohen-Grossberg neural net-
work model with both discrete time-varying delays and distributed delays

x′
i(t) = −ai(t, xi(t))

⎡
⎣bi(t, xi(t)) +

n∑
j=1

wij(t)fj(xj(t)) +
n∑

j=1

vij(t)gj(xj(t − τij(t)))

+
n∑

j=1

qij(t)
∫ 0

−∞
kij(−s)pj(xj(t + s))ds + Ii(t)

⎤
⎦ ,

(35)

t ≥ 0, i = 1, . . . , n, where ai : [0,+∞) × R → (0,+∞), bi : [0,+∞) × R → R,
wij, vij, qij, Ii : [0,+∞) → R, τij : [0,+∞) → [0,+∞), fj, gj, pj : R → R are con-
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tinuous functions, and the delay kernel functions kij : [0,+∞) → [0,+∞) are
piecewise continuous such that

∫ +∞

0
kij(s)ds = 1. (36)

System (35) also arises as a particular case of the model (22) when we con-
sider P = 2, ai(t, ϕ) = ai(t, ϕi(0)), hij(t, u) = wij(t)fj(u1) + vij(t)gj(u2), τij1(t) =
0, τij2(t) = τij(t), fij(t, ϕj) = qij(t)

∫ 0
−∞ pj(ϕj(t + s))dηij(s) + Ii(t)

n for t ≥ 0, ϕ =
(ϕ1, . . . , ϕn) ∈ BC, and u = (u1, u2) ∈ R

2, and the functions ηij are defined by

ηij(s) =
∫ s

−∞
kij(−u)du, s ∈ (−∞, 0], i, j ∈ {1, . . . , n}.

Since ηij are non-decreasing, bounded, and
∫ 0
−∞ dηij(s) = ∫ 0

−∞ kij(−s)ds = 1 for
i, j ∈ {1, . . . , n}, from Lemma 4.2, we conclude the existence of a function g :
(−∞, 0] → [1,+∞) satisfying (g1)–(g3) and we consider UCg as the phase space
of (35). Now, following the same ideas in the proof of Corollary 4.3, we obtain the
following stability criterion.

Corollary 4.4 Assume that the model (35) has an equilibrium point, fj, gj, pj : R →
R are Lipschitz functions with Lipschitz constants μj , σj , ρj respectively, ai satisfy
(A2), and bi satisfy (A3).

If there exist α > 0 and d = (d1, . . . , dn) > 0 such that, for each i ∈ {1, . . . , n},

diβi(t) −
n∑

j=1

dj
(|wij(t)|μj + |vij(t)|σj + |qij(t)|ρj

)
> α, ∀t ≥ 0, (37)

lim sup
t→+∞

n∑
j=1

dj
(|wij(t)|μj + |vij(t)|σj + |qij(t)|ρj

)
diβi(t)

< 1, (38)

then the equilibrium point of (35) is globally attractive.

Remark 5 In [9], the authors studied the global asymptotic stability of a periodic
solution of themodel (35), assuming finite time delays and periodic coefficients. This
means that τij are bounded, the delay kernel functions kij are defined on [−νij, 0], for
some νij ∈ R

+, and there is ω ∈ R
+ such that wij(t), vij(t), and qij(t) are ω-periodic

and ai(t, x), bi(t, x) are ω-periodic with respect to their first argument. As a final
remark, we note that ai(t, x) being continuous and periodic with respect to the first
argument imply hypothesis (A2) holds.

To the best of our knowledge, in [9], for the first time the stability of a nonau-
tonomous Cohen-Grossberg neural network model was studied without assuming
bounded amplification functions. Here, we do not assume bounded amplification
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functions either, but the hypotheses set considered is different. To illustrate this,
consider the following 2π -periodic system

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x′
1(t) = −(|x1(t)| + 1)

[√
2x1(t) + 3 sin t

4
tanh(x1(t − 1))

+3 cos t

4
tanh(x2(t − 2))

]

x′
2(t) = −(|x2(t)| + 2)

[√
2x2(t) + 3 sin t

4
tanh(x1(t − 2))

+3 cos t

4
tanh(x2(t − 1))

]
. (39)

Although (39) is a periodic system, the Theorem 2 in [9] can not be used to get the
stability of the equilibrium point (x1, x2) = (0, 0), because

−H =

⎡
⎢⎢⎣

√
2 − sup

t≥0

∣∣∣∣3 sin t4

∣∣∣∣ − sup
t≥0

∣∣∣∣3 cos t4

∣∣∣∣
− sup

t≥0

∣∣∣∣3 sin t4

∣∣∣∣
√
2 − sup

t≥0

∣∣∣∣3 cos t4

∣∣∣∣

⎤
⎥⎥⎦ =

⎡
⎢⎣

√
2 − 3

4
−3

4
−3

4

√
2 − 3

4

⎤
⎥⎦ ,

is not a nonsingular M-matrix (in fact,
√
2 − 3

2 is a negative eigenvalue of −H ,
see [9, Proposition 2]). However, it is easy to see that conditions (37) and (38) hold
and from Corollary 4.4 we conclude that the equilibrium point of (39) is globally
attractive.

Example 3 Finally, consider the following nonautonomous BAM neural network
model with both discrete time-varying delays and distributed delays

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x′
i(t) = −ai(xi(t))

⎡
⎣bi(t, xi(t)) +

m∑
j=1

c̃ij(t)̃fij(yj(t − τij(t)))

⎤
⎦ ,

y′
j(t) = −̃aj(yj(t))

[
b̃j(t, yj(t)) +

n∑
i=1

cji(t)
∫ 0

−∞
kji(−s)fji(xi(t + s))ds

]
,

(40)

t ≥ 0, i = 1, . . . , n, and j = 1, . . . ,m,whereai, ãj : R → (0,+∞),bi, b̃j : [0,+∞)

× R → R, cji, c̃ij : [0,+∞) → R, and τij : [0,+∞) → [0,+∞) are continuous
functions, fji, f̃ij : R → R are Lipschitz functions with Lipschitz constants μji, μ̃ij

respectively, and the delay kernel functions kji : [0,+∞) → [0,+∞) are piecewise
continuous such that

∫ +∞

0
kji(s)ds = 1. (41)



Global Asymptotic Stability of a General Nonautonomous Cohen-Grossberg Model … 261

As in the previous examples, it is easy to see that system (40) is also a particular
case of model (22), and the next corollary is obtained following the same ideas
presented in the previous Examples 1 and 2.

Corollary 4.5 Assume that the model (40) has an equilibrium point, fji, f̃ij : R → R

are Lipschitz functions with Lipschitz constants μji, μ̃ij respectively, ai, ãj : R →
(0,+∞), bi, b̃j : [0 + ∞) × R → R, c̃ij, cji : [0,+∞) → R, τij : [0,+∞) →
[0,+∞) are continuous functions such that bi and b̃j satisfy (A3) with the functions
βi(t) and β̃j(t) respectively, and the delay kernel functions kji : [0,+∞) → [0,+∞)

are piecewise continuous functions satisfying (41).
If there exist d = (d1, . . . , dm) > 0, d̃ = (̃d1, . . . , d̃n) > 0, and α > 0 such that

diβi(t) −
m∑
j=1

d̃j |̃cij(t)|μ̃ij > α, ∀t ≥ 0, i = 1, . . . , n, (42)

d̃jβ̃j(t) −
n∑

i=1

di|cji(t)|μji > α, ∀t ≥ 0, j = 1, . . . ,m, (43)

lim sup
t→+∞

m∑
j=1

d̃j |̃cij(t)|μ̃ij

diβi(t)
< 1, i = 1, . . . , n, (44)

lim sup
t→+∞

n∑
i=1

di|cji(t)|μji

d̃jβ̃j(t)
< 1, j = 1, . . . ,m, (45)

then the equilibrium point of (40) is globally attractive.

Remark 6 The stability of the autonomous version of system (40) that is, when
bi(t, u) = bi(u), b̃j(t, u) = b̃j(u), and c̃ij(t) = c̃ij, cji(t) = cji, τij(t) = τijwith c̃ij, cij ∈
R and τij ≥ 0, was recently studied in [6, 13]. See also [14] for a detailed descrip-
tion and explanation of bidirectional associative memory neural network models.We
note that, for the autonomous situation, the set condition (42), (43), (44), and (45) is
equivalent to

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

diβi −
m∑
j=1

d̃j |̃cij|μ̃ij > 0, i = 1, . . . , n,

d̃jβ̃j −
n∑

i=1

di|cji|μji > 0 j = 1, . . . ,m,

, (46)

for some d = (d1, . . . , dm) > 0, d̃ = (̃d1, . . . , d̃n) > 0. In [6], the existence and
global asymptotic stability of an equilibrium point of the autonomous version of
(40) was proved assuming (46). Thus, Corollary 4.5 generalizes the stability criterion
presented in [6].
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Phase Transitions and Coarse-Graining
for a System of Particles in the Continuum

Elena Pulvirenti and Dimitrios Tsagkarogiannis

Abstract We revisit the proof of the liquid-vapor phase transition for systems with
finite-range interaction by Lebowitz et al. (J. Stat. Phys. 94(5–6), 955–1025, 1999
[1]) and extend it to the case where we additionally include a hard-core interaction to
the Hamiltonian. We establish the phase transition for the mean field limit and then
we also prove it when the interaction range is long but finite, by perturbing around
the mean-field theory. A key step in this procedure is the construction of a density
(coarse-grained) model via cluster expansion. In this note we present the overall
result but we mainly focus on this last issue.

Keywords Continuum particle system · Mean field theory · Phase transition ·
Coarse-graining · Pirogov-Sinai theory · Cluster expansion

1 Introduction

One of the main open problems in equilibrium statistical mechanics is to prove the
validity of a liquid-vapour phase transition in a continuum particle system. Although
this is well observed in experiments as well as in continuum theories, a rigorous
proof for particle systems is still lacking. Intermolecular forces are often described
by Lennard-Jones interactions, however the difficulty of handling such (or more
realistic) systems has promoted the introduction of several simplified models. A
good compromise between realistic models of fluids and mathematically treatable
systems may consist of particles interacting via a combination of hard spheres (for
repulsion) and an attractive long-range Kac interaction. However, the free energy of
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hard spheres can be studied for very small values of the density, far from the value at
which a transition occurs. Hence, we still need to use a long range 4-body repulsive
term as in [1] to determine the phase transition point. Then, the hard-core interaction
acts just as a perturbation to the mean-field case. In fact, we show that the liquid-
vapour transition persists if the volume of the hard spheres is sufficiently small, but
finite. Nevertheless, our model presents a richer behaviour and if one manages to
deal with a higher density regime, the hard-core interaction will become relevant
and responsible for another transition of the gas-solid type.

Our proof will follow Pirogov-Sinai theory in the version proposed by Zahradník
[8]. The analysis requires first of all the notions of coarse-graining and contours
which are introduced in Sect. 3 and subsequently, with an argument á la Peierls, one
has to prove that contours are improbable which we do in Sect. 4. In this scenario we
are able to compute the effective Hamiltonian for the coarse-grained system with a
multi-canonical constraint (given by the fixed density in each cell). This computation
involves an integration over the positions of the particles in each cell leading to a
newmeasure on the density at the cells. The computations which lead to the effective
Hamiltonian are in general very complicated, nevertheless due to the choice of the
interaction they can be carried out. The crucial point here is to show convergence of
a cluster expansion in the canonical ensemble with hard-core, Kac interaction and
contour weights. This is done in Sect. 5.2 by extending the results in [5].

For more details on the proofs we refer to [7], from which the present paper is a
follow-up, to [6] and to the monograph of Presutti [4].

2 Model

We consider a system of identical point particles in R
d , d ≥ 2, and call particle

configuration a countable, locally finite collection of points in Rd . The phase space
QΛ is the collection of all particle configurations in a bounded region Λ. We use the
notationQ when Λ ≡ R

d . We write q = (q1, . . . , qn) to indicate a configuration of
n particles positioned at points q1, . . . , qn (the order is not important) of Rd , while
we write qΛ when we want to specify that the particles are inQΛ.

We consider a mean field model with an energy density given by:

eλ(ρ) = −λρ − ρ2

2
+ ρ4

4! , (1)

where λ is the chemical potential. Here, the density ρ = n/|Λ| is set equal to the
total density and it is therefore constant. We further define the LMP model, [1], by
relaxing to a local mean field: the Hamiltonian (for configurations with finitely many
particles) is given by the following function

HLMP
λ,γ (q) =

∫
Rd

eλ(ργ(r; q)) dr, (2)
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where
ργ(r; q) :=

∑
qi∈q

Jγ(r, qi ) (3)

is the local particle density at r ∈ R
d . The local density is defined through Kac

potentials, Jγ(r, r ′) = γd J (γr, γr ′), where J (s, t) is a symmetric, translation invari-
ant (J (s, t) = J (0, t − s)) smooth function which vanishes for |t − s| ≥ 1. Thus,
the range of the interaction has order γ−1 (for both repulsive and attractive poten-
tials) and the “Kac scaling parameter” γ is assumed to be small. This choice of the
potentials makes the LMP model a perturbation of the mean-field, in the sense that
when taking the thermodynamic limit followed by the limit γ → 0 the free energy
is equivalent to the free energy in the mean-field description (1).

Note that the LMP interaction is the sum of a repulsive four body potential and
an attractive two body potential, which can be written in the following way

HLMP
λ,γ (q) = −λ|q| − 1

2!
∑
i �= j

J (2)
γ (qi , q j ) + 1

4!
∑

i1 �=···�=i4

J (4)
γ (qi1 , . . . , qi4), (4)

where | · | denotes the cardinality of a set and

J (2)
γ (qi , q j ) =

∫
Jγ(r, qi )Jγ(r, q j ) dr (5)

J (4)
γ (qi1 , . . . , qi4) =

∫
Jγ(r, qi1) · · · Jγ(r, qi4) dr.

To this model we add an extra hard-core interaction described by a potential
V R : Rd → R such that

V R(qi , q j ) =
{

+∞ if |qi − q j | ≤ R

0 if |qi − q j | > R
(6)

where |qi − q j | denotes the euclidean distance between the two particles in qi and q j .
R is the radius of the hard spheres and their volume is ε = Vd(R), i.e., the volume of
the d-dimensional sphere of radius R. Note also that the hard-core potential depends
on qi , q j only through their distance.

Hence, the Hamiltonian of the model (LMP-hc) we consider is the following

Hγ,R,λ(q) =
∫

eλ(Jγ ∗ q(r)) dr + H hc
R (q), (7)

where
H hc

R (q) :=
∑
i< j

V R(qi , q j ). (8)
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Given two configurationsq and q̄ , wewill use the following twonotations to represent
the energy of the particle configurationq in the field generated by q̄ and the interaction
energy between the particle configuration q and q̄

Hγ,R,λ(q|q̄) = Hγ,R,λ(q + q̄) − Hγ,R,λ(q̄) (9)

Uγ,R,λ(q, q̄) = Hγ,R,λ(q + q̄) − Hγ,R,λ(q) − Hγ,R,λ(q̄). (10)

respectively, both for configurations with finitely many particles.
The grand-canonical Gibbs measure in the bounded measurable region Λ in R

d

and boundary conditions q̄ ∈ QΛc
is the probability measure onQΛ defined by

μΛ
γ,β,R,λ,q̄(dq) = Z−1

γ,β,R,λ,q̄(Λ)e−βHγ,R,λ(q|q̄)νΛ(dq), (11)

where β is the inverse temperature, νΛ(dq) is the Poisson point process of inten-
sity 1 and Zγ,β,R,λ,q̄(Λ) is the grand canonical partition function (defined as the
normalization factor for μΛ

γ,β,R,λ,q̄(dq) to be a probability).

2.1 Mean-Field Model

Themodel introduced above is a perturbation of amean-fieldmodel, which is defined
as follows. We consider the space of configurations with hard-core constraint

X R
n,Λ = {(q1, . . . , qn) ∈ Λn : min

i �= j
|qi − q j | > R}. (12)

Given a configuration q ≡ (q1, . . . , qn) inX R
n,Λ, the mean-field Hamiltonian is

Hmf
Λ,R,λ(q) = |Λ|eλ(ρ) (13)

where ρ = n/|Λ| and eλ(·) is given in (1). The mean-field canonical partition
function is

Zmf
n,Λ,R = 1

n!
∫
X R

n,Λ

e−βHmf
Λ,R,0(q)dq1 · · · dqn (14)

= exp
{

− β
(

− n2

2|Λ| + n4

4!|Λ|3
)} 1

n!
∫
X R

n,Λ

dq1 · · · dqn. (15)

The existence of its thermodynamic limit follows from general arguments and the
canonical mean-field free energy is
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φβ,R(ρ) = lim
|Λ|,n→∞: n

|Λ| →∞
− 1

|Λ|β log Zmf
n,Λ,R = e0(ρ) + f hcβ,R(ρ) (16)

where

f hcβ,R(ρ) := lim
|Λ|,n→∞: n

|Λ| →∞
− 1

|Λ|β log Zhc
n,Λ,R, Zhc

n,Λ,R := 1

n!
∫
X R

n,Λ

dq1 · · · dqn
(17)

is a convex function of ρ.
The mean-field model shows a phase transition for β large enough, which is

reflected in a loss of convexity of φβ,R(ρ). The critical points of φβ,R,λ(ρ) =
φβ,R(ρ) − λρ, as a function of ρ, are the solutions of the mean-field equation

d

dρ

{
eλ(ρ) + f hcβ,R(ρ)

}
= 0 (18)

and have the form

ρ = exp
{

− βe′
λ(ρ) − ψ′

β,R(ρ)
}

:= Kβ,λ,R(ρ), (19)

where ψβ,R(ρ) is the free energy minus the entropy of the free system, i.e.,

f hcβ,R(ρ) − 1

β
ρ(log ρ − 1). (20)

We have the following properties

• There is a critical inverse temperature βc,R , such that φβ,R(ρ) is convex for β ≤
βc,R , while for β > βc,R it has two inflection points 0 < s−(β) < s+(β), being
concave for ρ ∈ (s−(β), s+(β)) and convex for ρ /∈ (s−(β), s+(β)).

• For any β > βc,R , there is λ(β, R) so thatφβ,λ(β,R),R(·) has two global minimizers,
ρβ,R,− < ρβ,R,+ (and a local maximum at ρβ,R,0). For λ �= λ(β, R) and for β ≤
βc,R the minimizer is unique.

• For any β > βc,R there is an interval (λ−(β, R),λ+(β, R)) containing λ(β, R)

and for any λ in the interval φβ,λ,R(·) it has two local minima ρβ,λ,R,± which
are differentiable functions of λ and d

dλ
(φβ,λ,R(ρβ,λ,R,+) − φβ,λ,R(ρβ,λ,R,−)) =

ρβ,λ,R,− − ρβ,λ,R,+ < 0. For all β > βc,R ,

d

dρ
Kβ,λ(β,R),R(ρ)

∣∣∣
ρ=ρβ,R,±

≡ K ′
β,λ(β,R),R(ρβ,R,±) < 1, (21)

the condition (21) being equivalent toφ′′
β,λ(β),R(ρβ,R,±) > 0.Moreover, there exists

β0,R > βc,R such that

K ′
β,λ(β,R),R(ρβ,R,±) > −1, for all β ∈ (βc,R,β0,R). (22)
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• We have an expansion for βc,R in powers of ε = Vd(R)

βc,R = βLMP
c − ε (βLMP

c )2/3 + O(ε2),

βLMP
c = 3

2

3
2 being the critical inverse temperature for the LMP mean-field model.

Note that while βc,R has the meaning of critical inverse temperature, β0,R has no
physicalmeaning, but it is introduced for technical reasons. In factβ0,R is necessary
for (22) to be true and depends on the choice of the mean-field Hamiltonian (13).

3 Contour Model

To prove the phase transition in the LMP-hc model we study perturbations of the
homogeneous stateswith densitiesρβ,R,± which appear in the limitγ → 0.We follow
an argument à la Peierls, which relies (as for the Ising model) on the possibility to
rewrite the partition function of the model as the partition function of an “abstract
contour model”. To implement this strategy we need to introduce several scaling
parameters and phase indicators. Namely, we introduce two scales �± = γ−(1±α)

and an accuracy parameter ζ = γa , with 1 � α � a > 0. We defineD (�) a partition
of Rd into cubes of side � and we denote C (�)

r the cube of D (�) which contains r .
The first phase indicator is defined as

η(ζ,�−)(q; r) =
{

±1 if
∣∣∣ρ(�−)(q; r) − ρβ,R,±

∣∣∣ ≤ ζ

0 otherwise

where ρ(�)(q; r) = |C (�)
r ∩ q|�−d is the empirical density in a cube of side � contain-

ing r given a configuration q.
Thus η(ζ,�−)(q; r) indicates the phase (or its absence) on the small scale �−.

Because of statistical fluctuations, we must allow for deviations from the ideal plus
configurations η(ζ,�−)(q; r) = 1. We thus need to define which regions are still in
the plus phase and which are those destroyed by the fluctuations. The fact that
η(ζ,�−)(q; r) = 1 does not qualify r being in the + phase, implies that we need a
stronger condition which is defined in terms of two more phase indicators which
describe the local phase of the system in increasing degree of accuracy. We have

θ(ζ,�−,�+)(q; r) =
{

±1 if η(ζ,�−)(q; r ′) = ±1 ∀r ′ ∈ C (�+)
r

0 otherwise

Θ(ζ,�−,�+)(q; r) =
{

±1 if η(ζ,�−)(q; r ′) = ±1 ∀r ′ ∈ C (�+)
r ∪ δ

�+
out[C (�+)

r ]
0 otherwise
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where δ�
out[Λ] of a D (�)-measurable region Λ is the union of all the cubes C ∈ D (�)

next to Λ. For simplicity, from now on we drop the superscript from the notation of
η(ζ,�−), θ(ζ,�−,�+), Θ(ζ,�−,�+).

With these definitions, given a configuration q, the “plus phase” is the region
{r : Θ(q; r) = 1} while the “minus phase” is the region {r : Θ(q; r) = −1}. We
call q± a ± boundary conditions relative to a region Λ, if it belongs to the ensemble
η(q; r) = ±1 for r on the frame of width 2γ−1 around Λ.

Two sets are connected if their closures have non empty intersection; hence, two
cubes with a common vertex are connected. In this way, the plus and the minus
regions are separated by zero-phase regions {r : Θ(q; r) = 0}.
Definition 1 A contour is a pair Γ = (

sp(Γ ), ηΓ

)
, where sp(Γ ) is a maximal con-

nected component of the “incorrect set” {r ∈ R
d : Θ(q; r) = 0} and ηΓ is the restric-

tion to sp(Γ ) of η(q; ·).
The exterior, ext(Γ ), of Γ is the unbounded, maximal connected component of
sp(Γ )c. The interior is the set int(Γ ) = sp(Γ )c \ ext(Γ ); we denote by inti (Γ ) the
maximal connected components of int(Γ ). Let c(Γ ) = sp(Γ ) ∪ int(Γ ) and note that
inti (Γ ) and c(Γ ) are both simply connected. The outer boundaries of Γ are the sets

A(Γ ) := δ
�+
out[sp(Γ )] ∩ int(Γ ), Aext(Γ ) := δ

�+
out[c(Γ )]. (23)

We will also call Ai (Γ ) = A(Γ ) ∩ inti (Γ ).

Definition 2 Γ is a plus/minus, contour if Θ(q; r) = ±1 on Aext(Γ ).

We add a superscript ± to Ai (Γ ) to indicate the sign of Θ and we write int±i (Γ )

if inti (Γ ) contains A±
i (Γ ). Note that Θ is constant on Aext(Γ ) and Ai (Γ ) and its

value is determined by η.

Definition 3 Given a plus contour Γ and a plus boundary condition q+ for c(Γ ),
we define the weight W+

γ,R,λ(Γ ; q̄) of Γ as equal to

μc(Γ )

γ,β,R,λ,q+

(
η(qc(Γ ); r) = ηΓ (r), r ∈ sp(Γ ); Θ(qc(Γ ); r) = ±1, r ∈ A±(Γ )

)

μc(Γ )

γ,β,R,λ,q+

(
η(qc(Γ ); r) = 1, r ∈ sp(Γ ); Θ(qc(Γ ); r) = 1, r ∈ A±(Γ )

)
(24)

where the measure μc(Γ )

γ,β,R,λ,q+ has been defined in (11). Analogously, we can define
the weight of a minus contour.

Thus, the numerator is the probability of the contour Γ conditioned to the outside
of sp(�) while the denominator is the probability that the contour Γ is absent and
replaced by the plus configurations (with the same conditioning to the outside).

The weight W−
γ,R,λ(Γ ; q−) of a minus contour Γ is defined analogously. The

weight W±
γ,R,λ(Γ ; q±) depends only on qD , i.e., the restriction of q± to D ≡ {r ∈

c(Γ )c : dist(r, c(Γ )) ≤ 2γ−1}.
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Definition 4 The plus diluted Gibbs measure in a boundedD (�+)-measurable region
Λ with plus boundary conditions q̄ is

μΛ,+
γ,β,R,λ,q̄(dqΛ) := 1

Z+
γ,β,R,λ,q̄(Λ)

e−βHγ,R,λ(qΛ|q̄Λc )1
Θ((qΛ+q+

Λc );r)=1 r ∈δ
�+
out [Λc]ν

Λ(dqΛ)

(25)
where q+ ∈ Q+ = {q : η(q; r) = 1, r ∈ R

d} and Z+
γ,β,R,λ,q̄(Λ) is the normalization,

also called the plus diluted partition function. A similar definition holds for theminus
diluted Gibbs measure.

We end this section by writing the ratio (24) of probabilities in the definition of
the weight of a contour as a ratio of two partition functions. By writing explicitly
the contributions coming from the support of a contour and those coming from the
interior, we have for a plus contour Γ

W+
γ,R,λ(Γ ; q+) = N +

γ,R,λ(Γ, q+)

D+
γ,R,λ(Γ, q+)

(26)

where:

N +
γ,R,λ(Γ, q+) =

∫
qsp(Γ ):η(qsp(Γ );r)=ηΓ (r),r∈sp(Γ )

e−βHγ,R,λ,sp(Γ )(qsp(Γ )|q+
Aext

)

× Z−
γ,β,R,λ,qsp(Γ )

(int−(Γ )) Z+
γ,β,R,λ,qsp(Γ )

(int+(Γ )) (27)

D+
γ,R,λ(Γ, q+) =

∫
qsp(Γ ):η(qsp(Γ );r)=1,r∈sp(Γ )

e−βHγ,R,λ,sp(Γ )(qsp(Γ )|q+
Aext

)

× Z+
γ,β,R,λ,qsp(Γ )

(int−(Γ )) Z+
γ,β,R,λ,qsp(Γ )

(int+(Γ )). (28)

4 The Main Results

Our main theorem states that the system undergoes a first-order phase transition.
This means that for β large enough the Gibbs state at the thermodynamic limit,
i.e., Λ → R

d , is not unique. It is possible to fix plus/minus boundary conditions
such that, if R and γ are small and for some values of β,λ, uniformly in Λ, the
typical configurations of the corresponding diluted Gibbs measures are close to the
plus/minus phase. This is quantified in the following theorem.

Theorem 1 (Liquid-vapor phase transition) Consider the LMP-hc model in dimen-
sions d ≥ 2. For such a model there are R0, βc,R,β0,R and for any 0 < R ≤ R0 and
β ∈ (βc,R,β0,R) there is γβ,R > 0 so that for any γ ≤ γβ,R there is λβ,γ,R such that:
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There are two distinct infinite-volume measures μ±
β,γ,R with chemical poten-

tial λβ,γ,R and inverse temperature β and two different densities: 0 < ρβ,γ,R,− <

ρβ,γ,R,+.

In the theorem, μ±
β,γ,R are the infinite-volume limits of (25), while βc,R,β0,R are

the two inverse temperatures introduced in Sect. 2.1.
We prove the existence of two distinct states, which are interpreted as the two pure

phases of the system: μ+
β,γ,R describes the liquid phase with density ρβ,γ,R,+ while

μ−
β,γ,R describes the vapor phase, with the smaller density ρβ,γ,R,−. Furthermore we

have

lim
γ→0

ρβ,γ,R,± = ρβ,R,±, ρβ,R,− < ρβ,R,+, lim
γ→0

λβ,γ,R = λ(β, R)

which are the densities and the chemical potential for which there is a phase transition
in the mean-field model (see again Sect. 2.1).

The main technical point in the proof of Theorem 1 is to prove that contours
are improbable. In particular, they satisfy Peierls estimates which proves that the
probability of a contour decays exponentially with its volume.

Theorem 2 There exists R0 such that for any R ≤ R0 and any β ∈ (βc,R,β0,R) there
exist c > 0, γβ,R > 0, so that for any γ ≤ γβ,R, ± contour Γ and any ± boundary
condition q± relative to c(Γ ),

W±
γ,R,λ(Γ ; q±) ≤ exp

{
− βc (ζ2�d−) NΓ

}
(29)

where λ = λβ,γ,R and

NΓ = |sp(Γ )|
�d+

(30)

is the number of cubes of the partition D (�+) contained in sp(�).

As a corollary of Theorem 2 we have

Corollary 1 There exists R0 such that for any R ≤ R0, any β ∈ (βc,β0) and letting
c, γβ,R, γ and λβ,γ,R as in Theorem 2, we have that for any bounded, simply con-
nected, D (�+) measurable region Λ, any ± boundary condition q± and any r ∈ Λ,
the following holds

μΛ,±
γ,β,R,λβ,γ,R ,q±({Θ(q; r) = ±1}) ≥ 1 − exp

{
− β

c

2
(ζ2�d−)

}
. (31)

Theorem 1 implies that for any R ≤ R0 and γ small enough (chosen according
to R) the difference between the diluted Gibbs measures μΛ,+

γ,β,R,λβ,γ,R ,q+(dq) and

μΛ,−
γ,β,R,λβ,γ,R ,q−(dq) survives in the thermodynamic limit Λ ↗ R

d and a phase tran-
sition occurs.
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The main difficulty in proving (29) is that both numerator and denominator in
(24) are defined in terms of expressions which involve not only the support of Γ

but also its whole interior. They are therefore “bulk quantities” while the desired
bound involves only the volume of the support of Γ , which for some contours, at
least, is a “surface quantity”. The main issue here is to find cancellations of the
bulk terms between the numerator and the denominator. This is easy when special
symmetries allow to relate the + and − ensembles, as in the ferromagnetic Ising
model. Such simplifications are not present here and this is one of the issues which
makes continuum models difficult to study. We overcome this difficulty using the
Pirogov-Sinai theory [3] which covers cases where this symmetry is broken.

A central point of the Pirogov-Sinai theory is a change of measure. The idea is
to introduce a new Gibbs measure (simpler than the original one), but which gives
the same properties. The diluted partition function in a region Λ can be written
as a partition function in QΛ+ = {q ∈ QΛ : η(q, r) = 1, r ∈ Λ}. Namely, for any
bounded D (�+)-measurable region Λ and any plus b.c. q+, we have that

Z+
γ,β,R,λ,q+(Λ) =

∑
Γ ∈B+

Λ

∫
qΛ∈QΛ+

W+
γ,R,λ(Γ , qΛ) e−βHγ,R,λ(qΛ|q+

Λc ), (32)

where q+
Λc is made of all particles of q+ which are in Λc. B+

Λ is the space of all
finite subsets of collection of plus contours made of elements which are mutually
disconnected and with spatial support not connected to Λc. Furthermore if Γ =
(Γ1, . . . , Γn), we use the notation

W±
γ,R,λ(Γ , q) =

n∏
i=1

W±
γ,R,λ(Γi , q). (33)

A similar expression holds for the diluted minus partition function.
In order to prove Peierls bounds, we follow the version of the Pirogov-Sinai theory

proposed byZahradnik [8]. In this picture large contours are less likely to be observed
and this is implemented by fixing a constraint which literally forbids contours larger
than some given value. We introduce therefore a new class of systems, where the
contour weights are modified, their values depending on some “cutoff” parameter.
In the stable phase the cutoff (if properly chosen) is not reached and the state is not
modified by this procedure.

Therefore we choose Ŵ±
γ,R,λ(Γ ; q±), positive numbers which depend only on

the restriction of q± to {r ∈ c(Γ )c : dist(r, c(Γ )) ≤ 2γ−1} and such that for any ±
contour Γ and any q±,

Ŵ±
γ,R,λ(Γ ; q±) = min

{ ˆN ±
γ,R,λ(Γ, q)

D̂±
γ,R,λ(Γ, q)

, e−β c
100 (ζ2�d−) NΓ

}
. (34)
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Here, ˆN ±
γ,R,λ(Γ, q) and D̂±

γ,R,λ(Γ, q) are as in (27) and (28) but depend uniquely

on the weights Ŵ±
γ,R,λ(·; ·). With this new choice of contours weights, if we prove

Peierls bounds, i.e., (29) on definition (34), we have Peierls bounds also on the “true”
weights defined in (26). We write Ẑ+

γ,β,R,λ,q+(Λ) to denote the new diluted partition
function. For more details one can see in [4].

5 Outline of the Proof

In this section we want to give a sketch of the proof of (29) for the case of the cutoff
contours as defined above. For the complete proof of the argument see [4].

Thefirst step is to prove that it is possible to separate in (27) and (28) the estimate in
int(Γ ) from the one in sp(Γ )with “negligible error”. Then one needs to bound a con-
strainedpartition function in sp(Γ ),whichyields the gain factor e−β(cζ2−c′γ1/2−2αd )�d2NΓ .
Hence, we prove that there are c, c′ > 0 so that given γ small enough, for R < R0,

ˆN +
γ,R,λβ,R,γ

(Γ, q+)

D̂+
γ,R,λβ,R,γ

(Γ, q+)
≤ e−β(cζ2−c′γ1/2−2αd )�d2NΓ

eβ I−
γ,λ(β,R)(int

−(Γ )) Ẑ−
γ,R,λβ,γ,R ,χ−(int−(Γ ))

eβ I+
γ,λ(β,R)(int

−(Γ )) Ẑ+
γ,R,λβ,γ,R ,χ+(int−(Γ ))

(35)
where we use the shorthand notation

χ±
�(r) = ρβ,±1r∈�, χ± = χ±

Rd (36)

and where I±
γ,λ(β,R)(Λ) is a surface term

I±
γ,λ(β,R)(Λ) =

∫
Λc

{eλ(β,R)(ρβ,R,±) − eλ(β,R)(Jγ ∗ ρβ,R,±1Λc)} (37)

−
∫

Λ

eλ(β,R)(Jγ ∗ ρβ,R,±1Λc). (38)

The main tool used in this part of the proof is a coarse-graining argument and
an analysis à la Lebowitz and Penrose [2]. The error in doing a coarse-graining is
bounded by eβcγ1/2|sp(Γ )| = eβcγ1/2−2αd�d2NΓ , which is the “negligible factor” mentioned
above, as it is a small fraction of the gain term in the Peierls bounds. Thus, in this
stepwe have a reduction, after coarse-graining, to variational problemswith the LMP
free energy functional. They involve two different regions, one is at the boundary
between int(Γ ) and sp(Γ ), the other is in the bulk of the spatial support. In the former
we exploit the definition of contours which implies that the boundary of int±(Γ ) is
in the middle of a “large region” (of size �+) where η(·; ·) is identically equal to ±1,
respectively. By the strong stability properties of the LMP free energy functional,
the minimizers are then proved to converge exponentially to ρβ,R,± with the distance
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from the boundaries. Herewe use the assumption thatβ ∈ (βc,R,β0,R), i.e., where the
mean-field operator Kβ,λ(β,R),R is a contraction, see (21) and (22). We then conclude
that with a negligible error we have “thick corridors” where the minimizers are equal
to ρβ,R,± thus separating the regions outside and inside the corridors.

After this step we have plus/minus partition functions in int±(Γ ) with bound-
ary conditions ρβ,R,± and still a variational problem in the region sp(Γ ) with the
constraint that profiles should be compatible with the presence of the contour Γ .
The analysis of such a minimization problem leads to the gain factor in the Peierls
bounds.

To complete the proof for Peierls bounds we then need to prove the following
theorem.

Theorem 3 There exists R0 such that for any R ≤ R0 and any β ∈ (βc,R,β0,R) there
are c > 0, γβ,R > 0 and λβ,γ,R, such that for all γ ≤ γβ , |λ(β, R) − λβ,R,γ | ≤ cγ1/2,
and any bounded D (�+)-measurable region Λ, the following bound holds

eβ I−
γ,λ(β,R)(Λ) Ẑ−

γ,R,λβ,γ,R ,χ−
Λc

(Λ)

eβ I+
γ,λ(β,R)(Λ) Ẑ+

γ,R,λβ,γ,R ,χ+
Λc

(Λ)
≤ ecγ

1/2|δ�+
out [Λ]|. (39)

The idea in the proof of (39) is that the leading term in the partition function is

Ẑ±
γ,β,R,λ,qsp(Γ )

(int±(Γ )) ≈ eβP±
γ,R,λ|int±(Γ )|, (40)

where P±
γ,R,λ is the thermodynamic pressure given, for any van Hove sequence of

D (�+)-measurable regions Λn and any ± Λn-boundary conditions q±
n , by the follow-

ing limit

lim
n→∞

1

β|Λn| log Ẑ
±
γ,R,λ,q±

n
(Λn) = P±

γ,R,λ. (41)

Although (40) is a rough approximation, we need to prove equality of ± pressures
in the bulk terms in Ŵ±

γ,R,λ(Γ ; q±) to allow for the numerator and the denominator
to cancel. Again for more details we refer the reader to [4].

We now prove that the next term, i.e., the surface corrections to the pressure, are
small as ec

′′γ1/2�d+NΓ at least when the boundary conditions “are perfect”, i.e., given by
χ±. The most difficult step in the proof of Theorem 3 are estimates involving terms
which are localized in the bulk of the interior. These rely on a more delicate property
of decay of correlations (Theorem 4), whose proof requires a whole new set of ideas.

Theorem 4 (Exponential decay of correlations) Let Λ be a boundedD (�+) measur-
able region. Let xi be the centers of the cubes C (�−) ∈ D (�−); then we define

fx1,...,xn =
∫

{ri∈C (�−)
xi ,1≤i≤n}

q⊗n(dr1 . . . drn)J
(n)
γ (r1, . . . , rn) (42)
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where we use the notation

q⊗n(dr1 . . . drn) = 1

n!
∑

i1 �=···�=in

δqi1 (r1) dr1 · · · δqin (rn) drn. (43)

There are positive constants δ, c′ and c so that for all fx1,...,xn
∣∣∣Eμ1

(
fx1,...,xn

) − Eμ2

(
fx1,...,xn

)∣∣∣ ≤ c′e−c[γ−δ�−1+ dist(C
(�−)
x1 ,Λc)] (44)

where Eμi , i = 1, 2, are the expectations with respect to the following two measures:
μ1 is the finite-volume Gibbs measure inΛwith b.c. q̄ and μ2 the finite-volume Gibbs
measure on a torus T much larger than Λ.

We compute the expectations in (44) in two steps. We first do a coarse-graining
by fixing the number of particles in the cubesC (�−) and integrate over their positions;
then, in the second step, we sum over the particle numbers. By its very nature, theKac
assumptionmakes the first step simple: in fact, to first order the energy is independent
of the positions of the particles inside each cube. Neglecting the higher order terms,
the energy drops out of the integrals (with fixed particle numbers) which can then be
computed explicitly. The result is the phase space volume of the set of configurations
with the given particle numbers: this is an entropy factor which, together with the
energy, reconstructs the mesoscopic energy functional.

By using cluster expansion techniques, we will show here that it is possible to
compute exactly the correction due to the dependence of the energy on the actual
positions of the particles in each cube. For the hard-core part of the interaction we
can use again a cluster expansion technique, using the result [5] obtained for a system
with a single canonical constraint and therefore extending it to the present case of
multi-canonical constraints.

Once we are left with an “effective Hamiltonian” we still have to sum over the
particle numbers. Since we work in a contour model, the particle densities are close
to the mean-field values ρβ,R,± so that the marginal of the Gibbs measure over the
coarse-grained model is Gibbsian and it is a small perturbation of a Hamiltonian
given by the mean-field free energy functional restricted to a neighborhood of the
mean-field equilibrium density. In such a setup we manage to prove the validity of
the Dobrushin uniqueness condition, where we take into account the contribution of
the hard-core as a cluster expansion sum.

5.1 Coarse-Graining

To carry out this plan, we need to prove that Ẑ+
γ,β,R,λ,q̄(Λ) can be written as the

partition function of a Hamiltonian which depends on variables ρx , x ∈ X (�−)

Λ , X (�−)

Λ

the set of centers of cubes C (�−) in Λ. The new energy of a density configuration
ρ = {ρx }x∈X (�−)

Λ

is defined as
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h(ρ|q̄) = − log
∑

Γ ∈B+
Λ

∫
QΛ+

νΛ(dq)1ρ(�−)(q)=ρ e−βHγ,R,λ(q|q̄)Ŵ (Γ |q) (45)

so that
Ẑ+

γ,β,R,λ,q̄(Λ) =
∑

ρ

e−h(ρ|q̄).

Setting nx = �d−ρx , we multiply and divide, inside the argument of the log in (45),
by ∏

x∈XΛ

�
dnx−
nx ! .

We denote by {qx,i , i = 1, . . . , nx , x ∈ XΛ}, the particles in C (�−)
x . Thus particles

are now labelled by the pair (x, i), x specifies the cube C (�−)
x to which the particle

“belongs”, i distinguishes among the particles inC (�−)
x . The corresponding free mea-

sure, whose expectation is denoted by E0
ρ , is the product of the probabilities which

give uniform distribution to the positions qx,i in their boxesC
(�−)
x divided by nx ! since

the particles in each boxC (�−)
x are indistinguishable. Note that when we change from

labeling of all particles in Λ to labeling separately the particles in each box we have
to multiply by N !∏

x∈X(�−)

Λ

nx ! for all such possibilities.

We define a new a priori measure for the particles in a given box C (�−)
x , x ∈ XΛ,

as
dqx,1 · · · dqx,nx e−βU hc(q(Cx ),q̄)∫
dqx,1 · · · dqx,nx e−βU hc(q(Cx ),q̄)

Zx,q̄(ρx ) (46)

where q(Cx ) denotes the configuration of the particles in C (�−)
x , each integral in the

denominator is over C (�−)
x with the constraint QΛ+ and where

Zx,q̄(ρx ) =
∫
QΛ+

dqx,1
�d−

. . .
dqx,nx

�d−
e−βU hc(q(Cx ),q̄) (47)

is the extra factor coming from the change of measure and contributing for each cube
with

U hc(q(Cx ), q̄) :=
nx∑
i=1

|q̄|∑
j=1

V R(qx,i − q̄ j ). (48)

The corresponding expectation will be denoted by E0
ρ,q̄ . We then have

h(ρ|q̄) = −
∑
x

log
�
dnx−
nx ! −

∑
x :C (�−)

x ∈∂Λint

log Zx,q̄(ρx ) (49)
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− log E0
ρ,q̄

(
e−βHγ (q|q̄)e−βH hc

R (q)
∑

sp(Γ )⊆Λ0

W (Γ |q)
)

where ∂Λint is the set of the D (�−) boxes adjacent to Λc (i.e., the interior boxes of
Λ). Note that the total normalization is a product of the normalizations in each cube
and that, because of the hard-core interaction, Zx,q̄(ρx ) for a given box Cx gives the
following contribution:

Zx,q̄(ρx ) =
( ∫

Cx

dq

�d−
1q∈Cq̄

x

)nx = |Cq̄
x |nx

�
dnx−

(50)

where:Cq̄
x = {r ∈ Cx : dist(r, q̄i ) > R,∀i}. Thismeans that, because of the presence

of the hard-core, the new measure “reduces” the admissible volume for the particles
in each box.

Let H (�−)(q|q̄) be the coarse-grained Hamiltonian on scale �−. It is obtained by
replacing J (n)

γ by J̃ (n)
γ , where

J̃ (n)
γ (r1, . . . , rn) = 1

|C (�−)|n
∫
C

(�−)
r1

dq1 · · ·
∫
C

(�−)
rn

dqn J
(n)
γ (q1, . . . , qn) (51)

are the coarse-grained potentials.
It depends only on the particle numbers nx (or the densities ρx ) and we can thus

write
h0(ρ|ρ̄) = H (�−)(q|q̄), ρx = ρ(�−)

x (q), ρ̄x = ρ(�−)
x (q̄). (52)

Setting
�H(q|q̄) = Hγ(q|q̄) − H (�−)(q|q̄) (53)

we have

h(ρ|q̄) = −
∑
x

log
�
dnx−
nx ! −

∑
x :C (�−)

x ∈∂Λint

log Zx,q̄ + βh0(ρ|ρ̄) + δh(ρ|q̄) (54)

where
δh(ρ|q̄) = − log E0

ρ,q̄

(
e−β�H(q|q̄)e−βH hc

R (q)
∑

sp(Γ )⊆Λ0

Ŵ (Γ |q)
)
. (55)

It is convenient to split δh(ρ|q̄) in three parts

δh(ρ|q̄) = h p(ρ|q̄) + hc(ρ|q̄) (56)

where
h p(ρ|q̄) = − log E0

ρ,q̄

(
e−β�H(q|q̄)e−βH hc

R (q)
)

(57)
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hc(ρ|q̄) = − log Eρ,q̄
( ∑
sp(Γ )⊆Λ0

Ŵ (Γ |q)
)

(58)

Eρ,q̄( f ) = E0
ρ,q̄

(
e−β�H(q|q̄)e−βH hc

R (q) f
)

E0
ρ

(
e−β�H(q|q̄)e−βH hc

R (q)
) . (59)

In words, h p(ρ|q̄) is the contribution to the effective Hamiltonian coming from the
average over the measure (46) of the hard-core interaction H hc

R (q) and the coarse-
grained correction �H(q|q̄) (defined in (53)). It will have an expansion in polymers
as we will show in Sect. 5.2. hc(ρ|q̄) is the same average to which is also added the
contribution of the contours and it can also be expressed in terms of another class of
polymers.

5.2 Cluster Expansion

In order to find an expression for h p and hc we perform a cluster expansion which
involves both hard-core, Kac interaction and contours. Let us start from h p, which
is easier since there are no contours. We define diagrams which will be the polymers
of the cluster expansion. Let L(2) = (i1, i2) and L(4) = (i1, i2, i3, i4) denote a pair
(resp. a quadruple) of mutually distinct particle labels. They will be called 2-links
and 4-links. We will refer to the two types of 2-links by calling them respectively
γ-links and R-links.

Definition 5 A diagram θ is a collection of 2- and 4-links, i.e., an ordered triple θ ≡(
L (2)

R (θ),L (2)
γ (θ),L (4)(θ)

)
, where we denote by L (2)

R (θ), L (2)
γ (θ) and L (4)(θ)

the set of 2-links (of type R and γ) and of 4-links in θ. Note that one can have
a repetition of links, i.e., the same link L(2) can belong to both sets L (2)

γ (θ) and

L (2)
R (θ). We use L (2)(θ) for the set of 2-links (which eventually contains twice a

link when it is both a γ-link and a R-link) and Θ for the set of all such diagrams.

We construct the set of polymers starting from the diagrams defined above, but
eliminating some of their links. Indeed, to work with cluster expansion an “a priori”
estimate of some links is needed in order to reduce the complexity of the diagrams that
we consider. This is an essential step to assure convergence of the cluster expansion.
To this scope, we are going to define a new set of diagrams. The procedure is the
following:We first get rid of all the R-links which appear over γ-links and we extract
a subdiagram θ̂. Let Θ̂ ⊂ Θ be the set of all the diagrams which do not have double
2-links, i.e., Θ̂ := {θ̂ : L (2)

γ (θ̂) ∩ L (2)
R (θ̂) = ∅}.

The next step is to obtain a diagram which is at most a tree in R.

Definition 6 (Partial ordering relation≺ on a diagram θ). For L(2)
1 , L(2)

2 ∈ L (2)
R (θ)

we have that L(2)
1 ≺ L(2)

2 according to lexicographic ordering (i.e., we start by com-
paring the first index and if the samewe compare the next etc.).We say that a diagram
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is ordered if the set of its R-links is ordered according to this definition.We can endow
an ordered diagram with the usual notion of distance. We will write d(v) to indicate
the distance of a vertex v to the first vertex in the previous order relation.

Definition 7 (Redundant link). Given an ordered diagram θ, we say that a link L(2) ∈
L (2)

R (θ) is redundant in the following two cases:

• If L(2) = {i, j} with d(i) = d( j);
• If L(2)

1 = {i1, j}with d(i1) = d( j) − 1 and it exists L(2)
2 = {i2, j} ∈ L (2)

R (θ), with
d(i2) = d( j) − 1, such that: L(2)

2 ≺ L(2)
1 (i.e., i2 < i1).

We denote the set of the redundant links of a diagram θ by: R(2)
R (θ).

We call Θ̄ ⊂ Θ̂ the set of diagrams with no double 2-links and with no redundant
links. In formulas: Θ̄ := {θ̄ : θ̄ ∈ Θ̂,R(2)

R (θ̄) = ∅}.
Two diagrams θ and θ′ are compatible (θ ∼ θ′) if the set of their common labels

is empty.

Theorem 5 For all γ and R small enough, there exist functions zTγ,R(π; ρ; q̄) such
that

h p(ρ|q̄) = −
∑

π

zTγ,R(π; ρ; q̄), (60)

where π is a collection of non-compatible diagrams in the space Θ̄ .

Let us now find an expansion for hc defined in (58). Let us fix a collection Γ =
{Γi }ni=1, where Γi ≡ (sp(Γi ), ηΓi ). As said after (24), the weights W±

γ,R,λ(Γi ; q±)

depend only on qDi , i.e., the restriction of q± to Di = {r ∈ c(Γ )c : dist(r, c(Γ )) ≤
2γ−1}. We also let D := ∪n

i=1Di . We then have, for the numerator of (58),

E0
ρD ,q̄

(
W (Γ |q)e−h p(ρΛ\D |q̄∪qD)

)
. (61)

We write h p as a sum of clusters using (60). Due to the dependence of the a priori
measure on q̄ (now on both q̄ and qD), the clusters involving a particle in a neigh-
boring �−-cell to D will also depend on qD . We denote the union of the set D with
the frame consisting of the neighboring �−-cells by D∗ ∈ D (�2).

To distinguish between clusters we introduce D̄i := Di ∪ {r : dist(r, Di ) ≤
�+/4} ∈ D (�−) and we call Bi the set of all clusters π whose points are all in D̄i .
As the distance between contours is ≥ �+, the sets Bi are mutually disjoint; we
call B their union. Note that they depend on Γ through the domain where they are
constructed. ByRi we denote the set of π which have points both in D∗

i (so that they
depend on qD) and in the complement of D̄i (such π are therefore not inBi ). There
may be points of π ∈ Ri which are in D∗

j , j �= i , hence also π ∈ R j , so that the sets
Ri are not disjoint. We call R their union.
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For any given Γ we do analogous splitting on the polymers appearing when
developing the denominator of (59) thus defining the setsB′

i ,B
′,R ′

i ,R
′. The clusters

that appear in the numerator and denominator of (59) are different, however those
not in B ∪ R (i.e., those that do not involve qD) are common to the corresponding
ones in the denominator of (59) (i.e., those not inB′ ∪ R ′) and have same statistical
weights, hence they cancel.

The clusters π ∈ B can be grouped together and absorbed by a renormalization
of the measure in E0

ρD ,q̄ , since they do not involve interactions between different
contours. Thus, they will be part of the activities in the expansion, while the polymers
will be defined in terms of elements ofR and R ′.

Hence, to formulate the problem into the general context of the abstract polymer
model we define as connected polymer P a set of contours with “connections” con-
sisting of elements ofR ∪ R ′ which necessarily “connect” all contours in the given
set and “decorations” consisting of clusters in R ∪ R ′ not necessarily connecting
contours. We denote by P the space of all such elements

P := {
P ≡ (Γ (P), R(P)),∀Γi , Γ j ∈ Γ (P), ∃π ∈ R(P) ⊂ R ∪ R ′

connecting D∗
i , D

∗
j ∈ D∗(Γ )

}
. (62)

We use D(P), D∗(P) to denote the set of frames corresponding to the contours
in P and R(P) to denote the set of clusters. We also introduce A(π) to denote
the union of the C (�2) cells which correspond to the labels of π. Similarly, let
A(P) := ∪Γ ∈Γ (P)D∗(Γ ) ∪π∈R(P) A(π). A compatible collection of polymers con-
sists of mutually compatible polymers.

Theorem 6 For all γ and R small enough, there exist functions ζT
γ,R(C; ρ) such that

hc(ρ|q̄) = −
∑
C

ζT
γ,R(C; ρ), (63)

where C is a collection of non-compatible polymers P in the space P .

With these two theorems we can define a new measure on the space of the density
configurations ρ = {ρx }x∈X (�−)

Λ

, where the new Hamiltonian is

h(ρ|q̄) = −
∑
x

log
�
dnx
2

nx ! −
∑

x :C (�2)
x ∈∂Λint

log Zx,q̄ + βh0(ρ|ρ̄) + h p(ρ|q̄) + hc(ρ|q̄).

(64)
We then use the notation E for the expectation w.r.t. this new coarse-grained

measure ν.
To estimate the difference Eμ1

(
fx1,...,xn

) − Eμ2

(
fx1,...,xn

)
in Theorem 4, we split

Eμi

(
fx1,...,xn

)
into two parts, one which is of order one and one which is exponentially

small. However the order one parts will be small when we consider their difference.
The main idea is the following.
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Given x1, . . . , xn , for n = 1, 2, 4, and such that each xi , x j are not more distant
than γ−1, we choose a box of side 2�+ that contains all of them and is far enough
from the boundary. The contribution of clusters attached to any subset of x1, . . . , xn
inside the box will be denoted by g and the ones attached to any subset of x1, . . . , xn
inside the box and going out of it will be denoted by R. This latter contribution is
exponentially small, as a corollary of the above theorems.

We first prove this splitting in the following Lemma:

Lemma 1 Let fx1,...,xn be as in (42), then

Eμi

(
fx1,...,xn

) = Eνi (g) + Ri , i = 1, 2 (65)

where g is a function of {ρx } with x ∈ XΛ contained in the cube of side 2�+ and Ri

are remainder terms. Moreover, there are δ > 0 and constants c1, c2, c so that

‖g‖∞ ≤ c1, ‖Ri‖∞ ≤ c2e
−cγ−δ

. (66)

To conclude the proof of Theorem 4 we need to estimate the difference E1(g) −
E2(g). In order to do this, we work in the coarse-grained model, i.e., in the space

X Λ =
{
n = (nx )x∈XΛ

∈ N
XΛ : |�−d− nx − ρβ,+| ≤ ζ, for all x ∈ XΛ

}
, nx = �−ρx .

(67)

The goal is to prove that there exists a joint representation P(n1, n2|q̄1, q̄2) of
the measures ν1 and ν2 on X Λ such that, for any x ∈ XΛ, and denoting by E
the expectation w.r.t. to P , we can bound the difference Eν1(g) − Eν2(g) with
E

[
d(n1x , n

2
x )

]
, where d(n1x , n

2
x ) is an appropriate distance that we have to define

and where E
[
d(n1x , n

2
x )

]
has the desired exponential decay property.

To complete the proof we then need to find a bound for E
[
d(n1x , n

2
x )

]
. This comes

from a Dobrushin uniqueness condition. We want to bound the Vaserstein distance
between two Gibbs measures with the same Hamiltonian (64) but with different b.c.
q̄ i , i = 1, 2. It is convenient to define theVaserstein distance in terms of the following
cost functions

d(n1, n2) =
∑
x∈XΛ

d(n1x , n
2
x ), d(n1x , n

2
x ) = |n1x − n2x | (68)

and if we suppose q̄1 = (q̄1
1 , . . . , q̄

1
n ) and q̄

2 = (q̄2
1 , . . . , q̄

2
n+p),

Dz(q̄
1, q̄2) := p + min{ j�}

n∑
�=1

1q̄1
� �=q̄2

j�
, (69)

the min being over all the subsets { j�} of {1, . . . , n + p} which have cardinality
n. Following Dobrushin, we need to estimate the Vaserstein distance between con-
ditional probabilities at a single site. We thus fix arbitrarily x ∈ Λ, ni , i = 1, 2, in
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X Λ\x , call ρi := �−d
2 ni ; q̄ i are the b.c. outsideΛ. The energy in x plus the interaction

with the outside is, as usual,

h(ρx |ρi , q̄ i ) = h
({ρx , ρ

i }|q̄ i
) − h(ρi |q̄ i ), (70)

where the first term on the r.h.s. is the energy of the configuration {ρx , ρ
i } (with q̄ i

outside Λ). The second term is the energy in Λ \ x of ρi with nothing in x and q̄ i

outside Λ. The conditional Gibbs measures are then the following probabilities on
X x (for i = 1, 2)

p(nx |ρi , q̄ i ) = 1

Zx (ρi , q̄ i )
exp

{ − h(ρx |ρi , q̄ i )
}
, (71)

and their Vaserstein distance is

R
(
p(·|ρ1, q̄1), p(·|ρ2, q̄2)

)
:= inf

Q

∑
n1x ,n

2
x

Q(n1x , n
2
x )d(n1x , n

2
x ), (72)

where the inf is over all the joint representations Q of p(ρx |ρi , q̄ i ), i = 1, 2. The key
bound for the Dobrushin scheme to work is the following theorem.

Theorem 7 There are u, c1, c2 > 0 s.t. ∀x ∈ Λ

R
(
p1(·), p2(·)

)
≤

∑
z∈XΛ,z �=x

rγ,R(x, z)d(n1z , n
2
z ) +

∑
z∈XΛc

rγ,R(x, z)Dz(q̄
1, q̄2)

with ∑
z

rγ,R(x, z) ≤ u < 1

rγ,R(x, z) ≤ c1e
−c2γ|z−x |, |z − x | ≥ �+.

Remark 1 The reduction to an abstract contour model allows us to deal with a
coarse-grained system in which the configurations we look at are those chosen in the
restricted ensembles, roughly speaking those which should be seen under the effects
of a double-well potential once we restrict to its minima. In this scenario, after we
compute the effective Hamiltonian for the coarse-grained system, we have a new
Gibbs measure which depends only on the cells variables. But now these variables
are close to the mean-field value and in such a setup it is possible to prove the validity
of the Dobrushin uniqueness theory.
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Modelling of Systems with a Dispersed
Phase: “Measuring” Small Sets
in the Presence of Elliptic Operators

Valeria Ricci

Abstract When modelling systems with a dispersed phase involving elliptic oper-
ators, as is the case of the Stokes or Navier-Stokes problem or the heat equation in
a bounded domain, the geometrical structure of the space occupied by the dispersed
phase enters in the homogenization process through its capacity, a quantity which
can be used to define the equivalence classes in H1. We shall review the relationship
between capacity and homogenization terms in the limit when the number of inclu-
sions becomes large, focusing in particular on the situation where the distribution of
inclusions is not necessarily too regular (i.e. it is not periodic).

Keywords Two-component systems · Large number limit · Capacity

1 Introduction

In some previous paper ([4, 5, 12]), we dealt with systems where the interplay
between two phases is modelled by a boundary value problem. In such a kind of
problems, one of the phases (fluid) is described by hydrodynamic equations in a
perforated domain and the other one (dispersed phase) is represented by solid inclu-
sions occupying the holes in the perforated domain; the field variable takes, on the
boundary of the inclusions, different values which are constant on each inclusion
with respect to the space variable.

In these systems, so as in the more commonly studied systems where the boundary
condition on the inclusion are homogeneous, the homogenization process when the
number of inclusions grows to infinity and their size shrinks to zero gives different
results according to a specific characteristic of the set occupied by the inclusions.
This characteristic is not the volume density (or the volume fraction) of the dispersed
phase: for these systems these quantities, if different or not, vanish asymptotically,
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because they are assumed to be negligible in the final model. Indeed, the choice of
an asymptotics such that the Lebesgue measure of the set occupied by the inclusions
vanishes in the limit is not sufficient to guarantee that the influence of the dispersed
phase will be negligible in the limit evolution of the fluid phase, i.e. in the final
homogenised equations.

The entity measuring (in some sense) the effective size of the set A occupied by
the inclusions in such a kind of systems is the so called capacity Cap(A) of the set A.

The notion of capacity goes back to the potential theory, a discipline developed
in the 19th century as the theory of potentials satisfying the Laplace equation ([7,
8]), and has been later generalised, with slightly different meanings, both in analysis
and in probability theory (see e.g. [1, 2, 6, 9]). Although the capacity itself is not
a measure, this quantity (in its many acceptations) can be used to characterise and
sometimes measure (at least indirectly) the size of a variety of sets, in particular
singular sets (e.g. [11] Chap. IV sec. 3 p. 72).

The potential theory has a so long history, that it would be hard to cite all rel-
evant articles and books written about this subject: we just mentioned a minimal
bibliography, since we shall not go deep into this subject.

Keeping in mind that the word “capacity” is used in different contexts for different
(from a mathematical point of view) entities, we shall refer in this paper to one of the
classical definitions of capacity, the one which is physically related to condensers, i.e.
the Green capacity (see, e.g. [9, 10]). We shall use the notion of capacity to describe
in a general way the asymptotics studied in [4, 5] not because this adds anything
new to the theory, which has already been analysed in books like [10], but because
it allows the reader to understand how the procedure adopted in those papers can be
used in different dimensions and for different shapes of the inclusions representing
the solid phase.

2 Capacity and Correctors

We summarize here the general frame of the papers [4, 5], generalising the space
dimension and the shape of the holes in the perforated domain. All constants that do
not need to be specified shall be denoted by the same letter, C.

We consider an open domain Ω ⊂ R
d , d ≥ 2 and a distribution of centres XN =

(xi, . . . , xN ), for xi ∈ Ω , i = 1, . . .N , such that the empirical measure associated to
the centres converges weakly (in the sense of measure) to some regular limit measure:

ρN (x) = 1

N

N∑
i=1

δxi ⇀ ρ(x) ∈ Cb(Ω̄).

The open domain Ω contains compact, non intersecting, simply connected subsets
T ε
i , i = 1, . . . ,N of size ε,
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diam T ε
i = ε and

∫
Rd xIT ε

i

|T ε
i |

= xi ∈ Ω,

which we call inclusions. The internal radius of the inclusions, i.e.

ε
′
i = sup{a : Ba(xi) ⊂ T ε

i }, i = 1, . . . ,N

is such that, for some positive b ∈ R,

ε
′
i

ε
≥ b > 0 ∀i = 1, . . . ,N .

Denoting TXN
ε =

N⋃
i=1

T ε
i , the subset of Ω which is free from inclusions is

Ωε = Ω \ TXN
ε .

We assume that ∂Ω and ∂TXN
ε are submanifolds of dimension d − 1 of Rd suffi-

ciently regular and that TXN
ε

⋂
Ω = ∅, so that all mathematical quantities involved

in the equations can be properly defined. The unit normal field n on the boundary of
TXN

ε is oriented towards Ωε (i.e. n is oriented externally to TXN
ε ).

In general, the homogenization problem analysed in [4, 5] consists in studying
the asymptotic behaviour, when ε → 0, N → ∞ and εNd−2 = C, of the field Fε :
R

d → R
d′

(in those paper d′ is either 1 or 3, but of course we can consider the
general case), belonging to an assigned subspace hF(Ωε) of (H1(Ω))d

′
and satisfying

a boundary (or initial-boundary) value problem, with non homogeneous boundary
conditions, where the differential operator acting on the space variable is a second
order operator of divergence form, more specifically in those papers the Laplacian
operator (but it could be a more general one). The problem may possibly include
suitable constraints on Fε (e.g. div Fε = 0), which in any case do not modify too
much the general procedure we are going to illustrate.

We explained in [4, 5] how the chosen scaling can be heuristically justified:
we shall now sketch how it can be derived from the mathematical properties of the
problem, and we shall illustrate the connection between the “size” of the set occupied
by the inclusions and the capacity.

We consider the simple problem
⎧⎨
⎩

−div (∇Fε) = g , x ∈ Ωε ,

Fε(x) = 0 , x ∈ ∂Ω ,

Fε(x) = Fi,ε , x ∈ ∂T ε
i (xi) , 1 ≤ i ≤ N .

(1)

Simple nonstationary problems, as the one considered in [5], can be considered in a
similar way.
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The weak formulation of the problem is then as follows:

∫
Ωε

∇Fε · ∇Wε =
∫

Ωε

g · Wε (2)

for Fε ∈ HF(Ωε) = {f ∈ (H1(Ωε))
d′

: the boundary conditions are satisfied} and for
all test functions Wε ∈ (H1

0 (Ωε))
d′

.
The space HF(Ωε) in (1) can be (H1

0 (Ωε))
d′

or a subspace of (H1(Ωε))
d′

, depend-
ing on the selected boundary conditions, homogeneous in the first case and non
homogeneous in the second.

To the boundary problem (1) we associate the empirical measure on Ω × R
d′
,

FN = 1

N

N∑
i=1

δxi,Fi(x, f ),

which describes the distribution of inclusions with respect to their position and the
field value on their boundary.

Of course, the density of centres is given by ρN = ∫
dfFN and, in order to be able

to perform the limit in the large number/small size asymptotics of the system, we
require this measure to be such that:

∫
Rd′

fFNdf ⇀ ρF and sup
N

∫
dxdfFN f

2 < C.

In order to perform the limit, all functions involved in the weak formulation have
to be extended to the whole Ω .

We then associate to the solution Fε to (1) its natural extension on Ω:

F̄ε(x) =
{
Fε(x) x ∈ Ωε

Fε(x)|∂T ε
i

= Fi,ε x ∈ T ε
i ,

and we choose classes of test functions in such a way to cover in the limit the whole
target space (H1

0 (Ω))d
′
.

So, for each w ∈ (D(Ω))d
′
, we define a test function W̄ε

(H1
0 (Ω))d

′

⇀ w ∈ (D(Ω))d
′

weakly by writing:
W̄ε = w − Bε,

where Bε ∈ (H1
0 (Ω))d

′
is a corrector whose role is to assure that Wε verifies the

required boundary conditions on TN
ε at each value of ε.

The possibility to define good correctors, in the sense of correctors which allow
to pass to the limit in the right space, depends on the structure of the holes. Since we
chose holes with a regular boundary, this should be possible, provided we choose
a good asymptotics for N and ε (the weak convergence of the empirical measure
associated to the set of centroids of the holes is also a regularity assumption).
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To summarize, at this stage, we require the corrector to be such that:

(a) Bε|T ε
i

= w|T ε
i

(the function W̄ε is then s.t. W̄ε|T ε
i

= 0)

(b) Bε

(H1
0 (Ω))d

′

⇀ 0 weakly (the corrector has no influence on the limit function)

The function associated on the whole space at the end of the limit process to Wε

will be then its desired limit w.
There are more requirements we ask to the correctors then.
First, we want to deal with the correctors in an additive manner, i.e. we want that,

in adding a new hole to the system, the corrector is modified only locally around the
added hole, leaving all contributions due to the holes already present unmodified.
This means that the correctors have to be the sum over the set of centroids of single
contributions of holes.

Second, we want Wε and w to be at the minimal possible distance in H1
0 (Ω), at

each step and for a given rε. We choose therefore correctors minimizing the energy
among the functions which satisfy property (a).

These two last requirements are summarized in the following list:

(c) For each ε, we may find rε > ε such that supp Bε ⊂
N⋃
i=1

Brε (xi) = BXN
rε , with

Brε (xi) ∩ Brε (xj) = ∅ for i 
= j (for each ε the holes are well separated).
When this happens, the corrector Bε is a sum of terms each one supported on the
sphere of radius rε centred in a centroid, as showed in Fig. 1 (the picture is given
in dimension d = 2).
Therefore, when passing from N to N + 1 and adding a new hole with centroid in
xN+1, it is sufficient to add a new term supportend in the sphere Brε (xN+1) without
modifying the other terms in the corrector.
This condition adds of course a requirement on the distribution of holes, i.e. that
∀i, j = 1, . . . ,N such that i 
= j we have |xi − xj| > 2rε.

Fig. 1 Schematic
representation of the support
of the corrector Bε in d=2

B 0ε

B 0ε

B 0ε

rε

x

x

x
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(d)
∫
B
XN
rε

|∇Bε|2 = min
f∈IA

{∫
B
XN
rε

|∇f |2
}

, where

IA =

⎧⎪⎨
⎪⎩

f ∈ (H1
0 (BXN

rε ))d
′ : ∃vn = (vn1 , ....vnd′ )

(H1
0 (B

XN
rε ))d

′
→ f s.t. |vni | ≥

N∑
i=1

|wi |IT ε
i

and sign vni |T ε
i

= sign wi |T ε
i

for i = 1, . . .N a.e. in a neighbourhood of BXN
ε

⎫⎪⎬
⎪⎭ .

The solution to this variational problem is known (see e.g. [9]), so that this last
condition fix the form of the corrector as

Bε(x) =
N∑
i=1

ψε,rε [w(· + xi)](x − xi) (3)

where, for a given sufficiently regular function W = W (x), the function ψε,rε [W ] is
the solution to ⎧⎨

⎩
�ψε,rε [W ] = 0 , x ∈ Brε (0) \ T ε

i ,

ψε,rε [W ] = 0 , x ∈ Bc
rε (0) ,

ψε,rε [W ] = W , x ∈ T ε
i ,

(4)

When we require Wε|T ε
i

= 0, then W = w.

Remark 1 When the formulation of the boundary problem requires test functions
which assume constant values (in general different from 0) on the boundary of the
inclusions ∂Ωε, as in [5], this same procedure can be adopted to build correctors; in
this case, the choice of the function W is given by W = w − w(xi), so that Wε|T ε

i
=

w(xi).

The radius rε has two constraints: because the balls do not have to superimpose
(condition (c)), Nrdε ≤ C < ∞ and, since we do not want to have any contribution
due to discontinuities of the correctors on the exterior spheres ∂Brε , we require
ε
rε

→ 0 when ε → 0. We may moreover add a further condition, if we want to
minimize the corrector with respect to rε too. Indeed, the solution to (4) is such that
‖∇ψε,rε‖L2(Brε (0)\T ε

i
is decreasing in rε, so choosing the maximal possible value of rε

will select the corrector giving the minimal possible distance in H1
0 (Ω) between Wε

and w.
Once proposed the form of the correctors, we can analyse the behaviour of the

test function Wε in the asymptotic when ε → 0: at this stage, we have still to find

the asymptotics which assures that (3) is indeed a corrector (i.e. that Bε

(H1
0 (Ω))d

′

⇀ 0),
and this will be done by connecting the H1-norm of the solution to (4) to the notion
of capacity we mentioned in the introduction.

We first single out a simple convergence property of a part of the corrector defined
previously.

Denoting

R1,ε =
N∑
i=1

ψε,rε [w(· + xi) − w(xi)],
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and recalling that ε = diam T ε, by the maximum principle we get

‖R1,ε‖L2(Rd) ≤
N∑
i=1

‖ψε,rε [w(· + xi) − w(xi)]‖L2(Rd) ≤ ‖∇w‖L∞CNε2rdε .

Moreover, because

∥∥∥∥
∫

∂T ε

∂nψε,rε [w]
∥∥∥∥
L∞

≤ εd−2

∥∥∥∥
∫

∂T 1
∂nψ1, rε

ε
[w]

∥∥∥∥
L∞

< Cεd−2,

we have

‖∇R1,ε‖L2(Rd) ≤
N∑
i=1

‖∇ψε,rε [w(· + xi) − w(xi)]‖L2(Rd ) ≤ ‖∇w‖L∞CNεd−1 :

Therefore, we can rewrite the corrector as

Bε(x) =
N∑
i=1

ψε,rε [w(xi)](x − xi) + R1,ε = R2,ε + R1,ε

where R1,ε → 0 in (H1
0 (Ω))d

′
strong whenever Nεd−1 → 0 and R1,ε ⇀ 0 in

(H1
0 (Ω))d

′
weak if Nεd−1 = C.

So, a first sufficient condition for (3) to define a corrector is that Nεd−1 = C.

Remark 2 When we have non homogeneous constant boundary conditions on the
holes, as in ([5]), Bε(x) = R1,ε.

Recalling the definition of Green capacity, i.e. the relative capacity with respect
to a set S ⊂ R

d of a subset 	 ⊂ S (see [10], p. 43 formula 2.28 for the definition in
d = 2 or [9] p. 182 for a definition with a normalised equilibrium measure),

Cap
S

(	) = inf{‖∇f ‖2
L2(S) : H1

0 (S) � f ≥ 1 a.e. in a neighbourhood of 	},

we notice that:
‖∇ψε,rε [w(xi)]‖2

L2(Brε (0)) = |w(xi)|2 Cap
Brε (xi)

(T ε
i ).

Indeed, in this case ψs,r[1] is the so called capacitary potential relative to Br

associated to the set Ts of diameter s.
Denoting as

Cap
Brε

(T ε)(xi) = Cap
Brε (xi)

(T ε
i )
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we may rewrite:

‖∇Bε‖2
(Ω) =

N∑
i=1

|w(xi)|2 Cap
Brε

(T ε)(xi) + ‖∇R1,ε‖2
L2(Rd )

+ 2(∇R2,ε,∇R1,ε)L2(Rd )

(5)
(here (·, ·)L2(Rd ) denotes the L2 scalar product) and, noticing that, since by construc-
tion T ε

i � B̄ε(xi),

Cap
Brε

(T ε)(xi) ≤ Cap
Brε (0)

(B̄ε(0)) =
{

d(d−1)

|B1(0)|
εd−2rd−2

ε

rd−2
ε −εd−2 d ≥ 3

2π
log rε

ε

d = 2

(the sphere has maximal capacity among simply connected compacts with diameter
ε), we may use the Poincaré’s inequality to estimate the first and the third term in
(5), getting

‖∇R2,ε‖L2(Rd) =
N∑
i=1

|w(xi)|2 Cap
Brε

(T ε)(xi) ≤ CN

{
εd−2 d ≥ 3

1
log rε

ε

d = 2

(∇R2,ε,∇R1,ε)L2(Rd ) ≤ CNεd−1.

We have also for R2,ε:

‖R2,ε‖L2(Rd) ≤ C N

{
εd max(1, ( ε

rε
)d−4) d ≥ 3

ε2 d = 2.

Moreover, ‖∇R2,ε‖L2(Ω) (and therefore ‖∇Bε‖L2(Rd)) can be bound from below,
since for i = 1, . . . ,N we have T ε

i ⊇ Bε
′
i
(xi), where ε

′
i = sup{r : Br(xi) ⊂ T ε

i }. We
have then

Cap
Brε (xi)

(T ε
i ) ≥ Cap

Brε (0)

(B̄ε′(0)).

and, since 0 < a ≤ ε
′
i
ε

≤ 1, when ε vanishes (recalling that ε
rε

vanishes also), we get

‖∇R2,ε‖L2(Rd) ∼ N

{
εd−2 d ≥ 3

1
| log ε| d = 2 (6)

Given the previous estimates we observe that when d ≥ 3 (resp. d = 2), when-
ever Nεd−2 → 0 (resp. N

| log ε| → 0), R2,ε → 0 strongly in (H1
0 (Ω))d

′
, while when

Nεd−2 = C (resp. N
| log ε| = C) the convergence is weak,R2,ε ⇀ 0 in (H1

0 (Ω))d
′
, and,

because the behaviour of ‖∇R2,ε‖L2(Rd) is given by (6), all the remaining options
imply divergence in (H1

0 (Ω))d
′
.
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Finally, we conclude (with suitable assumptions on the involved limit functions)
that when Nεd−1 → 0 we get:

‖∇Bε‖L2(Ω) →

lim
ε→0

1

N

N∑
i=1

|w(xi)|2(N Cap
Brε

)(T ε)(xi) =
∫

|w(x)|2ρ(x) lim
ε→0

(N Cap
Brε

)(T ε)(x)

≤ [ lim
ε→0

N Cap
Brε (0)

(B̄ε(0))]
∫

|w(x)|2ρ(x) =
⎧⎨
⎩

d(d−1)
|B1(0)| limε→0 Nεd−2 ∫ |w(x)|2ρ(x) d ≥ 3

2π limε→0
N

log rε
ε

∫ |w(x)|2ρ(x) d = 2
.

(7)

Let now discuss the relationship with the homogenization problem.
We reformulate the weak formulation (2) on the whole Ω as:

∫
Ω

∇F̄ε · ∇W̄ε =
∫

Ω

g · W̄ε,

i.e. as ∫
Ω

∇F̄ε · ∇w −
∫

Ω

∇F̄ε · ∇Bε =
∫

Ω

g · (w − Bε),

where we substituted to the solutionFε its natural extension F̄ε and to the test function
Wε the test function W̄ε. Assuming that we can easily prove the weak convergence of
F̄ε to a limit function, F̄ε ⇀ F in (H1

0 (Ω))d
′
, (which is true for (2) with homogeneous

boundary conditions) and that we have at least the weak convergence Bε ⇀ 0 in
(H1

0 (Ω))d
′
, we deduce immediately

∫
Ω

∇F̄ε · ∇w →
∫

Ω

∇F · ∇w

and ∫
Ω

g · (w − Bε) →
∫

Ω

g · w.

The remaining term is the one which should originate, in a suitable asymptotics,
the homogenized term representing the inclusions.

Of course, if the scaling is such that the corrector converges strongly to 0 in
(H1

0 (Ω))d
′

the homogenised term vanishes and no trace of the inclusions is left in
the limit: in this case, the homogenised equation does not have additional terms with
respect to the original problem. As we can see from (7), this happens when the total
capacity of the set occupied by the inclusions vanishes in the limit.
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Since we also saw from the previous discussion that, when the total capacity
diverges, Bε as defined by (3) cannot be considered a corrector, we see that the effect
of the inclusions permains in the limit, through a nonvanishing homogenization term,
if the capacity of the set occupied by them has a finite, nonzero limit.

We have then that, ifN and ε are such thatNεd−2 → 0, when d ≥ 3, or N
| log ε| → 0,

when d = 2, ‖Bε‖H1
0 (Ω) → 0 strongly and the homogenized solution solves on Ω the

same equation as (2), i.e. the equation
∫
Ω

∇F · ∇W = ∫
Ω
g · W , with test functions

W ∈ (H1
0 (Ω))d

′
.

We summarize the possible results we can get when performing different asymp-
totic limits:

As1 limε→0 Nεd−2 = 0, d ≥ 3, or limε→0
N

| log ε| = 0, d = 2
The homogenization process does not add terms to the original equation.

As2 limε→0 Nεd−2 = C 
= 0, d ≥ 3, or limε→0
N

| log ε| = C 
= 0, d = 2
The homogenization process adds terms to the original equation in the limit.

As3 limε→0 Nεd−2 = ∞, d ≥ 3, or limε→0
N

| log ε| = ∞, d = 2
The definition (3) does not define correctors.

We may now describe the homogenization process by using the previous formal-
ism. In the next subsections we shall select the critical asymptotics given in (As2):
this choice imposes the bound rε ≤ ε

d−2
d .

In order to be able to pass to the limit in the equations, we shall assume

CapBrε
(T ε)

|Brε (0)| ρN (x) ⇀ K(x)ρ(x)

in the sense of measure, where we define:

Cap
Brε

(T ε)(x) =
N∑
i=1

Cap
Brε

(T ε)(xi)IBrε (xi)(x).

Since in the given hypothesis for the inclusions

CapBrε
(T ε)(xi)

|Brε (0)| ∼ εd−2

rdε
,

this requirement fixes rdε = εd−2.
Since there are some small difference in the procedure, depending on the selected

boundary conditions, we shall discuss separately the case with homogeneous bound-
ary conditions and the case with nonhomogeneous boundary conditions.
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3 Homogeneous Boundary Conditions

We consider the homogeneous case (HF(Ωε) = (H1
0 (Ωε))

d′
): in this case the space

of test functions and the space of solutions is the same, so, from the Eq. (2), we can
get the estimate

‖∇F̄ε‖L2(Ω) ≤ ‖g‖L2(Ω)

and we can deduce F̄ε ⇀ F ∈ (H1
0 (Ω))d

′
(by subsequences).

As already seen, Eq. (2) can be reformulated in the whole Ω as:

∫
Ω

∇F̄ε · ∇w −
∫

Ω

∇F̄ε · ∇Bε =
∫

Ω

g · (w − Bε)

where Bε = R2,ε + R1,ε, and the first term on the left-hand side and the term on the
right-hand side converge respect. to

∫
Ω

∇F · ∇w and to
∫
Ω
g · w.

As for the second term on the right-hand side, we have

∫
Ω

∇F̄ε · ∇Bε =
∫

Ω

∇F̄ε · ∇R2,ε +
∫

Ω

∇F̄ε · ∇R1,ε,

and the strong convergence in (H1
0 (Ω))d

′
of R1,ε → 0 and the weak convergence in

(H1
0 (Ω))d

′
of F̄ε ⇀ F imply

∫
Ω

∇F̄ε · ∇R1,ε → 0.

To evaluate the term
∫
Ω

∇F̄ε · ∇R2,ε we proceed as follows: we recall [9] that we
can associate to the set T ⊂ A a measure μT (equilibrium measure) s.t.

μT (A) = Cap
A

(T).

We have moreover, for T compact:

μT = −∂nψT |∂Tδ∂T

where ψT is the already mentioned capacitary potential of T and n is the exterior unit
vector on ∂T .

By construction, we have (on the whole Ω):

�ψε,rε [1](x − xi) = −∂nψε,rε [1]|∂Brε (xi)δ∂Brε (xi) − μT ε
i

where

−
∫

Ω

∂nψε,rε [1]|∂Brε (xi)δ∂Brε (xi) = μT ε
i
(Ω) = Cap

Brε

(T ε)(xi)
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and, since F̄|∂Brε (xi) = 0, we may write:

∫
Ω

∇F̄ε · ∇R2,ε = −
N∑
i=1

∫
Ω

F̄ε · �ψε,rε [w(xi)](x − xi) =

=
N∑
i=1

∫
Ω

F̄ε · (w(xi)∂nψε,rε [1]|∂Brε (xi))δ∂Brε (xi)

where, because of (As2), we have the bound

−
N∑
i=1

∫
Ω

∂nψε,rε [1]|∂Brε (xi))δ∂Brε (xi) =
N∑
i=1

Cap
Brε

(T ε)(xi) ≤ C.

Since ψε,rε is the solution to the Laplace equation, we have the asymptotic equality

−∂nψε,rε [1]|∂Brε (xi) = CapBrε
(T ε)(xi)

|∂Brε (0)|
(

1 + O

(
ε

rε

))

and therefore

−
N∑
i=1

∫
Ω

w(xi)∂nψε,rε [1]|∂Brε (xi)δ∂Brε (xi) ≈

N∑
i=1

∫
Ω

w(xi)
CapBrε

(T ε)(xi)

|∂Brε (0)| δ∂Brε (xi).

So, the last step is to prove the strong convergence in H−1 of

N∑
i=1

∫
Ω

w(xi)
CapBrε

(T ε)(xi)

|∂Brε (0)| δ∂Brε (xi) → K(x)ρ(x)w(x).

This can be done, when
CapBrε (T ε)

|Brε (0)| ρN (x) ⇀ K(x)ρ(x) in the sense of measure, in the
same way as in the first paragraph of the Appendix of [4], following a procedure
already used in [3].

More generally, given a function G ∈ (Cb(Ω))d
′
, using the auxiliary problem in

∪N
i=1Brε (xi) (extended by 0 in Ω \ ∪N

i=1Brε (xi)):

⎧⎨
⎩

− � ξ = −Gε(xi)
CapBrε (T ε)(xi)

|Brε (0)|

∂nξ |∂Brε (xi) = Gε(xi)
CapBrε (T ε)(xi)

|∂Brε (0)|
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it is possible to prove that

N∑
i=1

Gε(xi)
CapBrε

(T ε)(xi)

|∂Brε (0)| δ∂Brε
→ G(x)K(x)ρ(x)

in H−1 strong.
Therefore, we have

∫
Ω

∇F̄ε · ∇R2,ε →
∫

Ω

Kρ(x)F · w.

and we obtain, as a limit equation,

∫
Ω

∇F · ∇w +
∫

Ω

Kρ(x)F · w =
∫

Ω

g · w

4 Non-homogeneous Boundary Conditions

In the non-homogeneous case,

HF(Ωε) = {f ∈ (H1(Ωε))
d′ : f |∂T ε

i
, i = 1, . . . ,N are constant},

so that test functions and solutions do not belong to the same space and, because
of the non zero boundary terms, it is not possible to get easily an a priori bound on
‖∇F̄ε‖L2(Ωε).

We need then to introduce correctors also into the natural extension, rewriting it
as F̄ε = Fε + Aε, the sum of a function Fε ∈ HW = (H1

0 (Ωε))
d′

plus a corrector
Aε, having the same role as the corrector Bε, i.e. such that at each step Fε|∂Ωε

= 0.
Aε ∈ (H1

0 (Ω))d
′
enjoys properties which are similar to the properties of Bε, i.e.:

(a’) Aε|Bε(xi) = Fi

(b’) Aε| ⇀ 0 in (H1
0 (Ω))d

′
weakly

(c’) supp Aε ⊂ BXN
rε with Brε (xi) ∩ Brε (xi) = ∅ for i 
= j

(d’) Aε has minimal energy among the functions satisfying condition (a’).

With this definition:

Aε =
N∑
i=1

ψε,rε [Fi](x − xi) = R2,ε[FN ],
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and we can get estimates on Fε using Eq. (2). Indeed :

∫
Ωε

∇F̄ε · ∇Fε =
∫

Ω

|∇Fε|2 +
∫

Ω

Aε · ∇Fε

so that we have:

‖∇Fε‖L2(Ω) ≤ C‖g‖L2(Ω) + ‖∇Aε‖L2(Ω) < C

and we obtain Fε

(H1
0 (Ω))d

′

⇀ F ∈ (H1(Ω))d
′
(by subsequences).

We rewrite now the equation in the whole Ω:

∫
Ω

∇w · ∇Fε +
∫
Ω

∇Aε · ∇w −
∫
Ω

∇Bε · ∇Fε −
∫
Ω

∇Bε · ∇Aε =
∫
Ω
g · (w − Bε).

The first three terms on the left-hand side and the right-hand side term have the
same behaviour as the corresponding terms in the homogeneous case (Aε has the
same compactness properties as Bε); we need then to analyse only the last term on
the left-hand side,

∫
Ω

∇Bε · ∇Aε.
Using the same notation as in the previous section,

∫
Ω

∇Bε · ∇Aε =
∫

Ω

∇R1,ε · ∇Aε +
∫

Ω

∇R2,ε · ∇R2,ε[FN ].

Thanks to the strong convergence R1,ε → 0, the first term vanishes in the chosen
asymptotics.

As for the second term. observe that:

∫
Ω

∇R2,ε · ∇R2,ε[FN ] =
N∑
i=1

w(xi) · Fi

∫
Brε \T ε

i

|∇ψε,rε [1]|2(x − xi)

=
N∑
i=1

w(xi) · Fi Cap
Brε

(T ε
i ) →

∫
Ω

w(x) · (ρF )(x)K(x)

so that the limit equation is

∫
Ω

∇w · ∇F +
∫

Ω

w(x) · ρ(x)FK(x) −
∫

Ω

w(x) · (ρF )(x)K(x) =
∫

Ω

g · w.
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5 Adding Constraints on the Solutions

Let us add a last remark, related to the paper [4]: when the original problem (1)
imposes suitable (linear) constraints to the solution (Op(Fε) = 0 in Ωε), like e.g.
Div Fε = 0 for x ∈ Ωε in the Stokes or Navier-Stokes equations, we may perform
a similar procedure by adding the constraint on the space where we minimise the
energy to build the correctors.

This means that we can build correctors verifying the same constraints as the
solution, by redefining condition (d) (and (d’)) as:

D)
∫
B
XN
rε

|∇Bε|2 = min
f∈I ′

{∫
B
XN
rε

|∇f |2
}

, where

I ′ = IA ∩
{
f ∈ (H1

0 (BXN
rε ))d

′ : Op(f ) = 0
}

.

The steps which follow are then the same as the ones described in the previ-
ous sections, provided we substitute to the “free” capacity CapB(S) a capacity with
constraints Capvin

B (S), which will be of course bigger than CapB(S), Capvin
B (S) ≥

CapB(S).
Because the test functions verify the same constraints as the solutions, in the

paper [4] it will not be required an explicit estimate of the pressure in the Stokes or
Navier-Stokes equations (i.e. of the “Lagrange multiplier” associated to the constraint
Div F = 0) for the solution in the weak formulation of the equation. The constraint
will nevertheless be present when computing explicitly the capacitary potential.

6 Conclusion

We gave a general picture of the procedure adopted in [4, 5] for deriving the
homogenised limit of some particular equations describing two-component mix-
tures containing a dispersed phase. In those mixtures, the dispersed phase is mod-
elled through solid particles which are not periodically distributed; the fluid phase
is modelled through a field, satisfying equations where the space differential opera-
tor involved in the equations is a second order operator of divergence form, which
assumes constant values on the boundary of the solid particles. In order to give a
simplified description of the steps adopted to get the homogenised limit and of the
relevant size of the set occupied by the dispersed phase leading to an effective term
which permains in that limit, we connected the procedure to the notion of capacity.
In generalising the procedure, we extended it to a general dimension d ≥ 2 and to
general shapes of the inclusions. Finally we gave a short comment on the case, also
met in [4], in which simple constraints are present.
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Derivation of the Boltzmann Equation:
Hard Spheres, Short-Range Potentials
and Beyond

Chiara Saffirio

Abstract We review some results concerning the derivation of the Boltzmann
equation starting from the many-body classical Hamiltonian dynamics. In partic-
ular, the celebrated paper by Lanford III [21] and the more recent papers [13, 23]
are discussed.

Keywords Boltzmann equation · Many-body particle systems

1 Introduction

A central question in non-equilibrium statistical mechanics is to investigate the
rigorous derivation of effective macroscopic equations starting from the fundamental
laws of classical mechanics. Though we are still very far from a complete under-
standing, considerable progress has been made in the last years in developing new
mathematical methods. In particular, several interesting questions regarding classical
systems in the mean-field and low-density limits are now approachable by a rigorous
mathematical analysis. The aim of this paper is to give an overview on the derivation
of the classical Boltzmann equation, in light of recent developments.

The Boltzmann equation. At the end of the XIXth century Maxwell [22] and
Boltzmann [5] addressed independently the problem of the mathematical description
of classical dilute gases, in an attempt to produce a reduced kinetic picture emerging
from themicroscopic fundamental laws of classical mechanics. A kinetic description
holds at a mesoscopic level, that is on quantities which averages are susceptible of
measurement. The equation for the evolution of a rarefied gas, that nowadays bears
the name of Boltzmann, reads

(∂t + v · ∇x ) f = Q( f, f ). (1)
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The unknown f : R+ × R
3 × R

3 → R+ is the probability density of finding a
particle with position x and velocity v at time t .

The l.h.s. in the Boltzmann Eq. (1) is the free transport operator, representing
the free flow of particles in absence of external forces. The r.h.s. is a non-linear
(quadratic) operator which describes the elastic binary collisions among particles:

Q( f, f )(t, x, v) =
∫
S2
dω

∫
R3

dv∗B(v − v∗, ω){ f (t, x, v′) f (t, x, v′∗) − f (t, x, v) f (t, x, v∗)},
(2)

where S2 is the unit sphere in R
3, ω ∈ S2 is the scattering vector, v′ and v′∗ are

obtained as functions of v and v∗ by the following scattering laws:

{
v′ = v − [(v − v∗) · ω]ω,

v′∗ = v∗ + [(v − v∗) · ω]ω.
(3)

The integral kernel B(·, ·) is proportional to the differential cross-section.
In particular, in [5] Boltzmann established Eq. (1) by taking into account the

interactions among particles which occur through elastic binary collisions, which
are localised in space and time. Precisely, when the particles interact as hard spheres
(in other words as billiard balls), the kernel assumes the simple and explicit form
B(v − v∗, ω) = ω · (v − v∗). In this case, the scattering vector ω is equal to ν ∈
S2+ := {θ ∈ S2 | θ · (v − v∗) ≥ 0}, the unit vector pointing from the particle with
velocity v to the particle with velocity v∗.

Then the Boltzmann collision operator for hard spheres reads

Q( f, f )(t, x, v) =
∫
S2+

dν

∫
R3

dv∗ ν · (v − v∗) { f (t, x, v′∗) f (t, x, v′) − f (t, x, v∗) f (t, x, v)}.
(4)

The peculiarity of Eq. (1) is the following: on the one hand, it purports to describe
the evolution of the density of a rarefied gas, whose dynamics is time-reversible at a
microscopic level; on the other hand, the equation itself has an irreversible behaviour,
with an increasing entropy (the celebrated H-Theorem1) and trend to equilibrium.

The derivation problem. The issue of derivation consists in determining whether
the theory of Boltzmann is only a phenomenological observation or a rigorous con-
sequence of the laws of mechanics. The question is: is it possible to derive mathe-
matically an irreversible dynamics, such as the Boltzmann dynamics, starting from

1The H-Theorem asserts that the kinetic entropy associated to the solution f (t) of the Boltzmann
Eq. (1) decreases in time. More precisely, let H( f ) be the H -functional defined as the information
entropy with a negative sign:

H( f (t)) =
∫
R3×R3

dx dv f (t, x, v)[log f (t, x, v) − 1].

A straightforward computation shows that H( f (t)) ≤ H( f (0)).
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the microscopic reversible classical dynamics? A positive answer to this question
would show rigorously that there is no contradiction between the reversibility of the
molecular dynamics and the irreversibility implied by the H -Theorem.

The mathematical formulation of the derivation problem was given by Grad
(more than fifty years after Boltzmann). Indeed, in [14] Grad formulated for the first
time the question of the validity of the Boltzmann equation as a limit—involving
the number of particles—in which it is expected to hold. To state Grad’s idea, we
introduce the key ingredients for the description of a microscopic classical dynamics
of a system of particles.

The time evolution of a configuration of N particles in the phase space

MN = {(q1, . . . , qN , v1, . . . , vN ) ∈ (R3 × R
3)N : |qi − qk | > 0, i, k = 1, . . . , N , k 	= i},

(5)
is given by the Newton equations:

⎧⎨
⎩
q̇i (τ ) = vi (τ ),

i = 1, . . . , N
v̇i (τ ) = −∑N

j 	=i ∇Φ(qi (τ ) − q j (τ )),

(6)

where τ is the time variable, (q1, . . . , qN ) ∈ R
3N and (v1, . . . , vN ) ∈ R

3N are respec-
tively the position and velocity variables of the N particles, and Φ is a smooth
two–body interaction potential.2 We introduce the Hamiltonian associated to (6):

H(τ, q1, . . . , qN , v1, . . . , vN ) = 1

2

N∑
i=1

|vi (τ )|2 +
N∑

i, j=1
j 	=i

Φ(qi (τ ) − q j (τ )). (7)

which is constant in time.
We stress that, in order to get a kinetic picture, we are not interested in the detailed

analysis of the motion of each particle, but in the collective behaviour of the system.
For this reason it is useful to adopt a statistical viewpoint: consider a probability
densityWN

0 on the phase spaceR3N × R
3N and denote byΨ (τ) the Newtonian flow.

Then, WN (τ ) := WN
0 ◦ Ψ (−τ) solves the Liouville equation

∂τW
N (τ ) +

N∑
i=1

vi · ∇qi W
N (τ ) −

N∑
j 	=i

∇qi Φ(qi − q j ) · ∇vi W
N (τ ) = 0 (8)

for a probability density WN on the phase space MN , with WN ∈ C 1(R+ × MN ),
vi · ∇qi W

N , ∇Φ · ∇vi W
N ∈ L1(MN ). Note moreover that since the particles are

identical, WN is symmetric w.r.t. permutation of particles.

2For simplicity, the potential is assumed to be smooth, to ensure the existence and uniqueness of
the solution to the Newton equations (6).
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In [14], Grad remarked that the solution of (8) can be approximated by the
Boltzmann equation in the following regime, and in the following sense. Let ε > 0 be
a scale parameter, which represents the ratio between macroscopic and microscopic
units. Let us scale time and space according to

t = ετ, xi = εqi , ∀i = 1, . . . , N . (9)

Sometimes we will use the shortened notation zi := (xi , vi ) ∈ R
3 × R

3, for i =
1, . . . , N . In the limit of N large, with Nε2 = 1, the solution of (8) with approxi-
mately factorised initial data remains approximately factorised. Note that approxi-
mate factorisation has to be understood in the sense of the marginal distributions

f Nj (t, z1, . . . , z j ) :=
∫
R6(N− j)

WN (t, z1, . . . , zN ) dz j+1 . . . dzN . (10)

More precisely, if f Nj (0, x1, . . . , x j , v1 . . . , v j ) � f ⊗ j
0 (xi , vi ), then

f Nj (t, x1, . . . , x j , v1 . . . , v j ) � f (t)⊗ j (xi , vi ), (11)

where f solves the Boltzmann Eq. (1) with initial datum f0. This approximation,
called propagation of chaos, is specified in Theorem 1.

The regime
N → ∞, Nε2 = 1

is called the low-density limit (orBoltzmann-Grad limit, BG-limit from now on). The
underlying idea is that, on the one hand, we want to describe the physical situation
in which the gas is rarefied. Hence a tagged particle undergoes a finite number of
collisions in a macroscopic time, implying that the density Nε3 vanishes in the limit
of large N . On the other hand, we want the collisional structure of the microscopic
system to survive in the limit, that is

number of interactions

time unit
= O(1).

Therefore, it is important to keep in mind that the number of particles N is linked
to the scale parameter ε by the relation Nε2 = O(1) (for simplicity we have chosen
Nε2 = 1), so that the limit ε → 0 is equivalent to N → ∞. Observe that, if Φ

has compact support, the parameter ε represents the range of the interaction at a
macroscopic scale thanks to the scaling (9).

The crucial assumption to be verified is that Eq. (11) holds for positive times once
it is assumed to be true at time zero. The lack of correlation between two particles
(i.e. factorisation (11)) up to the moment in which they collide is the way to concil-
iate a microscopic time-reversible dynamics with an evolution equation exhibiting
increase of entropy and trend to equilibrium.
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The evolution of the j-particle marginal distribution (10) is given by the following
set of equations, called BBGKY hierarchy (after Bogoliubov [4], Born and Green
[6], Kirkwood [19], Yvon [32]). It is obtained by integrating the Liouville equation
(8) with respect to the variables dz j+1 . . . dzN :

∂t f
N
j (t, z1, . . . , z j ) +

j∑
i=1

vi · ∇xi f
N
j (t, z1, . . . , z j )

= (L ε
j f

N
j )(t, z1, . . . , z j ) + (C ε

j+1 f
N
j+1)(t, z1, . . . , z j ),

(12)

where

(L ε
j f

N
j )(t, z1, . . . , z j ) := 1

ε

j∑
i=1

j∑
k=1
k 	=i

∇Φ

(
xi − xk

ε

)
· ∇vi f

N
j (t, z1, . . . , z j ), (13)

(C ε
j+1 f

N
j+1)(t, z1, . . . , z j )

:= (N − j)

ε

j∑
i=1

∫
∇Φ

(
xi − x j+1

ε

)
· ∇vi f

N
j+1(t, z1, . . . , z j+1) dz j+1,

(14)
where (14) is called collision operator.

Lanford’s theorem. The first rigorous derivation of theBoltzmann equation in the
low-density limit was given by Lanford [21], for hard-sphere potentials. To prove
his result, Lanford studied the BBGKY hierarchy, describing the evolution of the
marginals f Nj , j = 1, . . . N , and expressed f Nj (t) as a sum of operators acting on
the sequence of initial data f Nj (0). To state in a precise way the result, we need to
introduce some functional normed spaces, on which these operators act.

Definition 1 Let X j,β be the space of Borel functions f j on M j such that

‖ f j‖ j,β = sup
(z1,...,z j )∈M j

| f j (z1, . . . , z j )|(β/2π)−
3
2 j exp(βH(z1, . . . , z j )) < ∞,

where H(z1, . . . , z j ) is the Hamiltonian of the j particle system.

Definition 2 For all b > 0, we define the space Xb,β of sequences of functions
f = { f j } j≥1 such that the following norm is finite

‖ f ‖b,β = sup
j

b− j‖ f j‖ j,β .

Remark 1 Observe that β and b can be interpreted respectively as the inverse of the
temperature and the activity of the j-particle system, see [25].
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Now we have all the ingredients to state Lanford’s theorem:

Theorem 1 (Lanford 1975)Given a system of N identical hard spheres of diameter
ε and the set f N = { f Nj }1≤ j≤N of associated j-particle marginals. Assume that:

(i) there exist positive constants b and β such that

‖ f N (0)‖b,β ≤ C,

where C is an absolute constant, independent of N;
(ii) f j is continuous on the phase space M j and

lim
ε→0

f Nj (0, x1, . . . , x j , v1, . . . , v j ) = f (0)⊗ j (x, v)

uniformly on compact sets inM j .

Then, there exists a strictly positive time t0 := [K π Nε2b β−1/2]−1, with K a positive
constant, such that for 0 < t < t0,

f Nj (t, x1, . . . , x j , v1, . . . , v j ) → f (t)⊗ j (x, v)

a.e. in the BG-limit, with f (t, ·, ·) the solution of the Boltzmann equation with initial
datum f (0, ·, ·).
Remark 2 Notice that in the hard-sphere case, the system (6) is defined for a singular
potential on the phase space

MN (ε) := {(x1, . . . , xN , v1, . . . , vN ) ∈ R
3N × R

3N : |xi − x j | ≥ ε, for i 	= j}
(15)

and the j-particle marginals are defined accordingly to this constraint.

Remark 3 Observe that theBoltzmann equation only describes likely configurations,
i.e. there are configurations which are out of the picture painted by Boltzmann. This
justifies the almost everywhere convergence.

Although all the ideas of the proof were present in [21], some details weremissing
and they have been analysed in [8, 9, 13, 23, 27–30]. We will give a sketch of the
proof of Theorem 1 in Sect. 2. A slightly different but detailed argument can be found
in [13], Part II.

We stress that Lanford’s result holds only for short time intervals, which are of the
same order as the mean free time. This is a severe limitation, since in the applications
of the Boltzmann equation a long-time behaviour of the solution is involved. One
of the difficulties in extending the proof for long times is to prove that, once the
j-particle marginals f Nj (0) are smooth, their evolutions f Nj (t) do not develop singu-
larities. To our knowledge, the only situation in which the validity result for the non
linear Boltzmann equation has been proved globally in time is the one analysed in
[16, 17], where a rare cloud of gas expanding in the vacuum is considered. Neverthe-
less, the positive time t0 in Lanford’s theorem is large enough to observe a decrease
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of entropy in the Boltzmann H -functional. It is worth mentioning that recently a
new quantitative point of view to study the correlations has been introduced in [24],
where the authors consider a system of hard spheres in the BG-limit and introduce
a set of functions measuring the correlation error. Although these objects seem to
be more appropriate to identify and isolate the dynamical events responsible for the
breakdown of propagation of chaos, the extension to long times of the validity of the
Boltzmann equation is still far from being achieved. Recently, the validity for long
times has been achieved in [2, 3], in the context of the linear Boltzmann equation in
any dimension d ≥ 2 and the linearised Boltzmann equation in dimension d = 2.

The second limitation of Lanford’s theorem is the restriction to the hard-sphere
interaction. In 1975King presented a PhD thesis (unpublished, [18]) on the derivation
of Eq. (1) for smooth short-range potentials. This problem has been considered
a simple extension of Lanford proof, until it was recently reconsidered in [13]:
there the authors proved rigorously that Eq. (1) can be obtained from a system of
particles interacting via smooth positive short-range potentials. This is done through
a sophisticated analysis and some further restrictions on the potential are needed.
Hence, in [13] the authors have shown that the extension from hard-spheres to short-
range potentials is a delicate and non trivial task.

The paper is organised as follows: in Sect. 2 we give a sketch of the proof of
Theorem 1, where the derivation of the Boltzmann equation for the hard-sphere
dynamics is presented; in Sect. 3 we give an idea of the main difficulties in extending
Theorem 1 to the case of short-range potentials and we review the recent results
obtained in [13, 23]; Sect. 4 is devoted to the open problem of the derivation of
Eq. (1) in the case of long-range interactions.

2 Hard-Sphere Interaction

The aim of this section is to give an overview on the steps of Lanford’s proof [21].
We consider a system of N particles, interacting as hard spheres of diameter

ε on the phase space (15); we define the j-particle marginals associated to it and
we compute their evolution in time, according to (12). An important observation is
that, as already pointed out in [7], there is a formal similarity between the BBGKY
hierarchy for hard spheres and the Boltzmann equation. Indeed, in the case of a
hard-sphere interaction, the BBGKY reads as (12), withL ε

j replaced by appropriate

boundary conditions L̃ ε
j and Cε

j+1 is replaced by

(C̃ ε
j+1 f

N
j+1)(t, z1, . . . , z j ) = (N − j)ε2

j∑
i=1

∫
dω

∫
dv j+1 ω · (v j+1 − vi )

× f Nj+1(t, x1, . . . , x j , xi + εω, v1, . . . , v j+1).

(16)



308 C. Saffirio

To deal with the full differential hierarchy is a hard task. Indeed one has to deal with
a family of N integro-differential equations, in the limit of N large. Hence, the idea
of Lanford is to proceed in a perturbative way, by considering the temporal series
solution of the BBGKY hierarchy, i. e. the Duhamel series

f Nj (t, z1, . . . , z j ) =
N− j∑
n=0

αε
n( j)

∫ t

0
dt1

∫ t1

0
dt2 . . .

∫ tn−1

0
dtnS

ε
j (t − t1)C̃

ε
j+1S

ε
j+1(t1 − t2)

. . . C̃ ε
j+nS

ε
j+n(tn) f

N
j+n(0, z1, . . . , z j+n),

(17)

where αε
n( j) := ε2n(N − j)(N − j − 1) . . . (N − j − n + 1) is O(1) in the BG-

limit and S ε
j (t) is the flow operator of the j-body hard-sphere dynamics. Roughly

speaking, it behaves as the free flow up to the first impact time, then a collision
occurs according to the scattering and the dynamics restarts as a free flow with the
new outgoing configuration as initial condition up to the next impact time. Notice
that, by conservation of energy, the operatorS ε

j (t) acts as a one-parameter group of
isometries on the functional space X j,β , i. e. ‖S ε

j (t) f j‖ j,β = ‖ f j‖ j,β for any β.
We want to compare (17) with f j (t, z1, . . . , z j ), obtained as follows: let f (t, z)

be a solution to the Boltzmann equation, then

f j (t, z1, . . . , z j ) :=
j∏

i=1

f (t, zi )

is a solution to the following hierarchy of equations

∂t f j +
j∑

i=1

vi · ∇xi f j = C j+1 f j+1 (18)

where

C j+1 =
j∑

k=1

Ck, j+1, Ck, j+1 = C +
k, j+1 − C −

k, j+1 (19)

C+
k, j+1 f j+1(t, z1, . . . , z j )

=
∫
S2+

dω

∫
R3

dv j+1ω · (vk − v j+1) f j+1(t, z1, · · · , xk , v
′
k , · · · , z j , xk , v

′
j+1),

C−
k, j+1 f j+1(t, z1, . . . , z j )

=
∫
S2+

dω

∫
R3

dv j+1ω · (vk − v j+1) f j+1(t, z1, · · · , xk , vk , · · · , z j , xk , v j+1).
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Again, we can apply iteratively Duhamel formula to get the series expansion

f j (t, z1, . . . , z j ) =
∑
n≥0

∫ t

0
dt1

∫ t1

0
dt2 . . .

∫ tn−1

0
dtnS j (t − t1)C j+1S j+1(t1 − t2)

. . .C j+nS j+n(tn) f j+n(0, z1, . . . , z j+n),

(20)

where S j (t) is the free-flow of j particles.
Lanford’s proof is made of two parts:

(a) a proof of the absolute convergence of series expansions (17) and (20), uniformly
in ε;

(b) a proof of the term by term convergence of one series to the other in theBG-limit.

The limitation to small times arises from point (a). Indeed, we prove the absolute
convergence of the series by bounding the series by the geometric series

∑
n(Ct)n ,

for which the convergence is achieved only when |t | < 1/C .
Step (a): absolute convergence of the series. In the first step we show that

the series solutions exist, at least in a small time interval, by proving the absolute
convergence of (17) and (20). We focus on Eq. (17), the procedure for Eq. (20) is
analogous.

We observe that Eq. (17) expresses f Nj (t) as a sum of operators acting on the
sequence of initial data f Nj (0), hence it is useful to set the problem on the functional

spaces introduced in Definitions 1 and 2, on which the operators S ε
j and C̃ ε

j+1 act.
To prove the absolute convergence of the series we first prove the following

Proposition 1 Let β > β ′ > 0 and b′ > (β ′/β)3/2b. Then, for all f N = { f Nj } j≥1 ∈
Xb,β , there exists a constant K = K (β ′/β, b′/b) such that

sup
j
b′− j‖S ε

j (t − t1)C̃
ε
j+1S

ε
j+1(t1 − t2) . . . C̃ ε

j+nS
ε
j+n(tn) f

N
j+n(0)‖ j,β ′ ≤ n! t−n

0 ‖ f N‖b,β ,

(21)
where t0 = [KπNε2bβ−1/2]−1.

Remark 4 The time of validity t0 is of the order of the mean-free time, defined as
the ratio between the mean-free path and the mean square velocity.

Remark 5 Observe that we started from a functional space Xb,β and we obtained
Xb′,β ′ . The loss is quantised by β − β ′ and b − b′ and it will be compensated by
integration in time (see Corollary 1). This is typical of Cauchy-Kovaleskaya proofs
(see also [30]).

Proof We first estimate the term ‖C̃ ε
j+1 f

N
j+1‖b′,β ′ . We have

| f Nj+1(z1, . . . , z j+1)| ≤ ‖ f Nj+1‖ j+1,β(β/2π)
3
2 j e−β

∑ j+1
i=1

v2i
2 .
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Hence,

|C̃ ε
j+1 f

N
j+1(z1, . . . , z j )|

≤πNε2‖ f Nj+1‖ j+1,β

∫
dv j+1

j∑
i=1

(|vi | + |v j+1|)
(

β

2π

) 3
2 j

e−β
∑ j+1

i=1
v2i
2 .

Therefore, simple computations show that

‖C̃ ε
j+1 f

N
j+1‖ j,β ′ ≤ πNε2

(
β

β ′

) 3
2 j

[
(4π/β)3/2

√
j√

β − β ′ + j
8π

β2

]
‖ f Nj+1‖ j+1,β

(22)

so that C̃ ε
j+1 is a bounded operator from X j+1,β to X j,β ′ for anyβ > β ′. The boundwe

got depends on j as j (β/β ′) 3
2 j , hence, for b′ > (β/β ′)3/2b, the sequence of operators

{C̃ ε
j+1} j≥1 is a bounded operator from Xb,β to Xb′,β ′ .
Since S ε

j (t) is an isometry on X j,β , by iterating the argument above, we obtain
the bound (21).

Corollary 1 Let b, b′, β, β ′, t0 given as in Proposition 1. Then the nth term in (17)

T ε( j, n) = S ε
j (t − t1)C̃

ε
j+1S

ε
j+1(t1 − t2) . . . C̃ ε

j+nS
ε
j+n(tn)

is an operator T ε( j, n) : Xb,β → Xb′,β ′ , such that the following bound holds

‖T ε( j, n) f N‖b,β ≤ C

( |t |
t0

)n

. (23)

Therefore the series (17) converges uniformly in ε, N and j , for |t | < t0.

Remark 6 Observe that we started from a functional space Xb,β and we obtained
Xb′,β ′ . The loss is quantised by β − β ′ and b − b′ and it will be compensated by
integration in time (see Corollary 1). This is typical of Cauchy-Kovaleskaya proofs
(see also [30]). Due to the singularity of the interaction, in the hard-sphere case this
is a delicate argument that has been made rigours in [26] and in the erratum of [13].

Proof The time integrals can be easily bounded as follows

∫ t

0
dt1

∫ t1

0
dt2 . . .

∫ tn−1

0
dtn ≤ tn

n! .

Observe that in theBG-limitαε
n( j) = O(1)uniformly in j . Byvirtue of Proposition 1,

estimate (23) follows.

Step (b): term by term convergence. To prove the convergence of each term
of (17) to the corresponding term in (20), we need to look at the structure of each
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term of the series expansion. In order to have a clearer picture, it is useful to rewrite
first (20) in a handier way, which expresses the terms of the series through binary
trees. The analysis which follows is called tree expansion and it relays strongly on
an interpretational effort while considering (20) (or (17)). Basically, we look at (20)
and we consider the j particles (z1, . . . , z j ) to have known positions and velocities.
In the r.h.s., the integrand describes a collision process, in which a particle j + 1
is added to the j fixed particles via the definition (19) of collision operator. The
tree expansion is based on this interpretation of the iteration of transport flow and
collision process. Precisely, for each j and n, we denote by Γ ( j, n) the binary tree
with j roots and n nodes. For fixed j and n, each tree Γ ( j, n) represents a class of
backwards trajectories

ζ(s) = (ξ(s), η(s)), s ∈ (0, t),

called the Boltzmann backwards flow (BBF), and specified by the collection of
variables in the r.h.s. of (17). the j-particle configuration at time t is denoted by
(z1, . . . , z j ); n is the number of added particles; t1, . . . , tn are the times of creation
of the added particles; ν1, . . . , νn are the impact vectors of the added particles;
v j+1, . . . , v j+n are the velocities of the added particles; σ1, . . . , σn indicate the type
of creation, i. e. outgoing when σi = + or incoming when σi = −.

Then the Boltzmann series (20) can be rewritten as

f j (t, z1, . . . , z j ) =
∑
n≥0

T ( j, n), (24)

with

T ( j, n) :=
∑

Γ ( j,n)

n∏
i=1

σi

∫
dΛ

(
n∏

i=1

Bi

)
f j+n(0, ζ(0)),

where
dΛ = 1{t1>t2>···>tn}dt1 . . . dtn dν1 . . . dνn dv j+1 . . . dv j+n

and for i = 1, . . . , n

Bi = |νi · (v j+i − ηki (t
+
i ))|1{σi νi ·(v j+i−ηki (t

+
i ))≥0},

with ki the index of the progenitor of particle j + i in the binary tree (see [23]).
Analogously, Eq. (17) can be rewritten as

f Nj (t, z1, . . . , z j ) =
N− j∑
n=0

αε
n( j)T

ε( j, n), (25)
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with

T ε( j, n) :=
∑

Γ ( j,n)

n∏
i=1

σi

∫
dΛ

(
n∏

i=1

Bε
i

)
f Nj+n(0, ζ

ε(0)),

where ζ ε(s) = (ξ ε(s), ηε(s)) is a backward in time flow associated to the particle
dynamics, called the interacting backwards flow (IBF); the integral kernel is given
by

Bε
i = |νi · (v j+1 − ηki (t

+
i ))|1{σi νi ·(v j+1−ηki (t

+
i ))≥0}1{|ξε

j+i (ti )−ξε
k (ti )|>ε, ∀ k 	=ki },

with ki the index of the progenitor of particle i in the binary tree. That is, the IBF
ζ ε is constructed analogously to the BBF ζ with the difference that, between two
creations, the trajectories evolve according to the interaction operatorS ε. Moreover,
the created particles are added at distance ε from their progenitors in the tree.

By means of this expansion, the proof of step (b) reduces, via dominated conver-
gence arguments, to the proof of a.e. convergence of the IBF to the BBF:

ζ ε(s) → ζ(s), a.e. with respect to dΛ, for every s ∈ (0, t) (26)

where t < t0 is given, with t0 the limiting time obtained in step (a).
We on the generic terms of the two series (25) and (24), for fixed j and n, we

consider the difference

|αε
n( j)T

ε( j, n) − T ( j, n)| ≤ |(αε
n( j) − 1)T ε( j, n)| + |T ε( j, n) − T ( j, n)|.

(27)

Since αε
n( j) → 1 in the BG-limit, the first term in the r.h.s. of Eq. (27) vanishes as

N → ∞ and Nε2 = O(1). As for the second term in the r.h.s. of Eq. (27), we split
it as follows:

|T ε( j, n) − T ( j, n)|

≤ |
∑

Γ ( j,n)

∑
σ1,...,σn

(−1)|σ |
∫

dΛ [
n∏

i=1

Bε
i −

n∏
i=1

Bi ] f Nj+n(0, ζ
ε(0))|

+ |
∑

Γ ( j,n)

∑
σ1,...,σn

(−1)|σ |
∫

dΛ

n∏
i=1

Bi [ f Nj+n(0, ζ
ε(0)) − f j+n(0, ζ

ε(0))]|

+ |
∑

Γ ( j,n)

∑
σ1,...,σn

(−1)|σ |
∫

dΛ

n∏
i=1

Bi [ f j+n(0, ζ
ε(0)) − f j+n(0, ζ(0))]|.

(28)

The second term on the r.h.s. of Eq. (28) vanishes thanks to hypothesis (i i) in Theo-
rem 1; the first and the third term vanish by continuity and dominated convergence
once we assume (26).
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Hence, it remains to prove Eq. (26). We observe that, by construction, the IBF ζ ε

differs from the BBF ζ because from the one hand the particle flow is sensitive to
small perturbations, so that a small variation of velocities may prevent a collision,
producing a drastically different flow; on the other hand in the IBF two particles
may undergo a recollision, that is a collision which is not a creation (i.e. a node of
the binary tree), while in the BBF all the scattering events are creations of a new
particle. The final argument in the proof consists in the verification that the set of
integrated variables such that one of the two situations above occurs, has measure
zero with respect to dΛ. The control of the recollision set is a delicate task and one
has to do an accurate analysis of the recollision set. Observe that the recollision set is
a non-countable union of zero-measure sets for ε > 0 ([8]). The proof is concluded
by showing that the set of velocities and impact vectors of the particles added in the
binary tree which lead to a recollision has a vanishing measure in the BG-limit.

3 Short-Range Interactions

In this section we present the recent results obtained in [13, 23]. These papers rely
strongly on the ideas presented in [18, 21] and make use of the reduced marginals
introduced by Grad. For this propose, we revert to general interaction potentials Φ,
with the property of being compactly supported.

The new difficulties one has to face are essentially three: the long time scattering,
the multiple collisions and the recollisions, which require a more careful analysis
with respect to the hard-sphere case addressed by Lanford.Moreover, the appropriate
objects to study are not the particle marginals, but the so called reduced particle
marginals, as already noted in [18]. The notion of reduced marginal was introduced
by Grad in [14] and it is asymptotically (in the BG-limit) equivalent to the one of
marginal. The j-particle reduced marginal is defined as follows:

f̃ Nj (z1, . . . , z j ) :=
∫
S(x1,...,x j )N− j

W N (z1, . . . , zN ) dz j+1 . . . dzN , (29)

where S(x1, . . . , x j ) = {(x, v) ∈ R
3 × R

3 : |x − xi | > ε, for all i = 1, . . . , j}. The
evolution equations for the reduced marginals f̃ Nj are obtained by integrating the
Liouville Eq. (8) on the domain S(x1, . . . , x j )

N− j with respect to dz j+1 . . . dzN .
This procedure leads to the following hierarchy:

(∂t +
j∑

i=1

vi · ∇xi ) f̃
N
j (t) = L ε

j f̃
N
j +

N− j−1∑
m=0

A ε
j+1+m f̃ Nj+1+m, (30)
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with

A ε
j+1+m f̃ Nj+1+m(t)

= αε
m+1( j)

j∑
i=1

ε2
∫
S2
dν1{minl=1,..., j;l 	=i |xi+νε−xl |>ε}(ν)

∫
R3

dv j+1 ν · (v j+1 − vi )

×
∫

Δm (x j+1)

ε−2m dz j+2 . . . dzm
m! f̃ Nj+1+m(t, z1, . . . , z j , xi + εν, v j+1, z j+2, . . . , zm)

where αε
m( j) = ε2m(N − j)(N − j − 1)(. . . )(N − j − m + 1) and

Δm(x1, . . . , x j , xi + νε) :=
{(z j+2, . . . , zm) ∈ S(x1, . . . , x j )

m : ∀ l = j + 2, . . . , j + 1 + m,

∃ h1, . . . , hr ∈ { j + 2, . . . , j + 1 + m}such that |xl − xh1 | ≤ ε,

|xhk−1 − xhk | ≤ ε, for k = 2, . . . , r and min
i∈{l,h1,...,hr }

|xi − x j+1| ≤ ε}.

In particular, for m = 0

A ε
j+1 f̃

N
j+1 = ε2(N − j)

j∑
i=1

∫
S2
dν

∫
R3

dv j+1 1{minl=1,..., j; l 	=i |xi+εν−xl |>ε}(ν)

× ν · (v j+1 − vi ) f̃
N
j+1(t, z1, . . . , z j , xi + εν, v j+1)

= ε2(N − j)Cε
j+1 f̃

N
j+1(t, z1, . . . , z j ).

It is not difficult to prove that the contributions given bym ≥ 1 (corresponding tomul-
tiple collisions) are negligible in the BG-limit (indeed, clearly |Δm | ∼ O(ε3m) and
A ε

j+1+m ∼ Nm+1ε2ε3m ∼ εm). For details, see Chap.10 Part III in [13] or Sect. 3.1
in [23].

First, we report the main result achieved in [13]:

Theorem 2 (Theorem 5 in [13]) Assume the repulsive potential Φ satisfies the fol-
lowing assumptions:

(i) Φ : R3 → R is a radial, nonnegative, non increasing function supported in the
unit ball of R3, of class C 2 in {x ∈ R

3, 0 < |x | < 1}, unbounded near zero,
approaches zero as |x | → 1− with bounded derivatives, and ∇Φ vanishes only
on |x | = 1;

(ii) for |x | ∈ (0, 1),
|x |Φ ′′(|x |) + 2Φ ′(|x |) ≥ 0. (31)

Let f (0) : R3 × R
3 → R+ be a continuous density of probability such that for β > 0

‖ f (0) exp [β
2

|v|2]‖L∞ < ∞.
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Consider the system of N particles, initially distributed according to f0 and asymp-
totically independent, governed by Eq. (6). Then, in the BG-limit, its distribution
function converges to the solution of the Boltzmann equation (1) with a bounded
cross-section, depending on Φ implicitly, and with initial data f0, in the sense of
observables, for short times.

Remark 7 The convergence established by Theorem 2 is “in the sense of observ-
ables”, thatmeans convergence uniformly in t and x , after testing against a compactly
supported function of v. Precisely, we say that f Nj converges to f j in the sense of
the observables if, for any ϕ ∈ C 0

c (R3 j ),

∫
ϕ(v1, . . . , v j ) f

N
j (z1, . . . , zN ) dv1 . . . dv j →

∫
ϕ(v1, . . . , v j ) f j (z1, . . . , zN ) dv1 . . . dv j .

Remark 8 Item (i i) in Theorem 2 is a technical assumption due to the strategy
adopted in the proof. Indeed, the authors need the scattering angle to be invertible in
the impact parameter variable. Condition (31) ensures that the scattering angle is a
monotone function of the impact parameter, and hence invertible (see also Appendix
in [23] for a detailed explanation).

From a physical point of view, the assumptions on the class of potentials for
which the Boltzmann equation has been proved to hold is not satisfying, since it is
heuristically expected to be valid independently of the details of the scattering.

We are now ready to state the following

Theorem 3 (Theorem 1 in [23]) Consider a two-body radial potentialΦ : R3 → R

supported in |q| < 1 and non increasing in |q|. We assume
(i) either Φ ∈ C 2(R3), or Φ ∈ C 2(R3 \ {0}) and Φ(|x |) → ∞, as |x | → 0;
(ii) the initial data of the Boltzmann equation f (0) : R3 × R

3 → R+ is a proba-
bility density, continuous and such that, for β > 0,

‖ f (0) exp [β
2

|v|2]‖L∞(R3×R3) < ∞.

(iii) for any N, W N (0) is a probability density on the phase space MN , sym-
metric in the exchange of particles, with reduced marginals { f̃ Nj (0)}N{ j=1} such
that ‖ f̃ Nj (0)‖ j,β < ebj , for b, β > 0 and given f̃ Nj (0) and f j (0) = f ⊗ j (0), we
assume

lim
ε→0

f̃ Nj (0) = f j (0),

in the BG-limit, uniformly on compact sets inM j .

Then, there exists t0 > 0 such that, ∀t < t0 and ∀ j ∈ N, f̃ Nj (t) and f j (t) = f (t)⊗ j

exist and
lim
ε→0

f̃ Nj (t) = f j (t),
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in the BG-limit, uniformly on compact sets in Ω j = {(z1, . . . , z j ) ∈ M j :
(xi − xk) ∧ (vi − vk) 	= 0}, with f (t) solution to (1) with initial datum f (0).

The key ingredient here is to consider the formulation (4) for the collision operator,
which does not require the inverse of the scattering angle to exist as a single-valued
function. Roughly speaking, the problem in considering the formulation (2) is to
invert the map ν → ω. This is a big technical and conceptual difference with respect
to the hard-sphere case, in which ω = ν.

Sketch of the proof of Theorem 3. Following Lanford’s proof, we want to com-
pare f̃ Nj and f j . Step (a) is achieved exactly as in Sect. 2, according to the new
definition (29) and the formulation (30). Obviously, the time restriction in Theo-
rem 3 is a consequence of step (a). As for step (b), we have to compare the IBF and
the BBF. In particular, we want to show that, even for smooth short-range potentials,
the sets which lead to a dynamics which is not close to the one of the Boltzmann
flow are negligible in the BG-limit.

In the case of short-range potentials, the IBF differs from the BBF because:

• collisions occur at distance ε;
• recollisions may occur;
• the scattering is not instantaneous;
• multiple collisions may occur.

As consequence of the third point, we have to carefully analyse the low energy
collisions, the high energy collisions, the central collisions and the recollisions. In
particular, a dramatic differencemayoccur if: a particle created in the IBF interacts for
long time with its progenitor; a couple of particles in the IBF undergoes a recollision.
We study each event separately:

(a) A particle in the IBF interacts for long time with its progenitor. This issue was
not present in the hard-sphere case. It is overcome by cutting-off the impact vectors
and the velocities (νi , v j+1) leading to the singular scattering and by showing that
the contribution they give to the integrals is small in the BG-limit. To prove that, we
need to estimate the scattering time t∗. As it is shown in Lemma 1 in [23], it can be
bounded as follows:

t∗ ≤ A

ρV
ε, (32)

where A is an absolute constant, ρ is the impact parameter and V is the relative
velocity before the scattering takes place. Hence the scattering time may be too long
if the relative velocity involved in the bound (32) is small or if the impact parameter ρ
is close to zero (i. e. a central collision occurs). To avoid these pathologies, we cut off
small relative velocities and the parameters (νi , v j+1) leading to a central collision.
The contribution given to the integrals by the set of cut off variables is negligible in
the BG-limit.

(b) A particle has a very large velocity. This occurence is present in the hard-
sphere case too and it is controlled in the same way, by cutting-off the large values
of |(v j+1, . . . , v j+n)|. The integral over the cut-off region is small because f Nj+n ∈
X j+n,β .
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(c) A couple of particles in the IBF undergoes a recollision. This is the most
delicate task, because concentrations of measure in the differential cross-section
may occur so that the integral over negligible sets can give a contribution of positive
measure. Here we just give an idea of the main issues and we refer to [23] Sect. 7.2
for a detailed description of the technical part. We need to demonstrate that the
contribution of recolliding trajectories is negligible in the limit ε → 0. To do that,
the strategy adopted in [23] is based on three main ideas: (i) to work on the BBF
instead of looking at the IBF and to exploit its simpler structure; (i i) to perform
the integrals on the time variables; (i i i) to keep using ν instead of switching to ω.
Because of this latter point, the Boltzmann collision operator emerges in the form
(4) rather than in the usual formulation given by (2).

First, we define by words the set

N (δ) := {a couple of particles in the BBF is getting closer than δ > ε},

where δ is chosen as a function of ε, vanishing as ε → 0. We observe that

lim
δ→0

1N (δ) = 1N ,

withN := {couples of particles in the BBF which recollide pointwise} andN is a
zero-measure set with respect to the measure dΛ. This is shown by making use of
the time integrals

∫ t
0 dt1

∫ t1
0 dt2 . . .

∫ tn−1

0 dtn . Hence, we are left with the control of
the contribution given by the complement of the set N (δ), defined as N (δ)c. We
notice that inN (δ)c the BBF is close to the IBF when the scattering times are small
and the velocities are not large (we already cut off the long scattering times in (a)

and large velocities in (b)). �
Following the sketch of proof above, it is possible to extend Theorem 3 to stable

short-range potentials:

Theorem 4 (Theorem 1’ in [23]) Let Φ(q) be a stable radial potential, with sup-
port |q| < 1. Under the Hypotheses (i) − −(i i i) in Theorem 3, there exists t0 > 0
such that, for any positive t < t0 and j ∈ N, the series expansions are absolutely
convergent (uniformly in ε), and

lim
ε→0
Nε2=1

f Nj (t) = f j (t) (33)

uniformly on compact sets in Ω j .

Remark 9 The lack of explicit estimates in the proof of the above Theorem is due
to the difficulty in reproducing a bound of type (32) in the case of stable potentials,
due to the possible presence of trapping orbits in the attractive region.

Under the assumptions of Theorem 3 on the potential and further assumptions on
the initial data, it is possible to compute explicitly the rate of convergence:
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Theorem 5 (Theorem 2 in [23])Assume the hypotheses of Theorem 3 to hold. More-
over, assume that the potential Φ is non-increasing and that:

sup
|xi−xk |>ε

eβ
∑ j

i=1
v2i
2 | f Nj (0) − f (0)⊗ j | ≤ C jε,

eβ v2

2 | f (0, x, v) − f (0, x ′, v)| ≤ L|x − x ′|, for some L ≥ 0.

Then, for t ∈ [0, t0), (z1, . . . , z j ) ∈ Ω j , there exist constants C, γ > 0, such that for
any j ≥ 1 and ε small enough, the following estimates hold

| f Nj (t, z1, . . . , z j ) − f (t)⊗ j (z1, . . . , z j )| ≤ C jεγ , γ <
1

6
.

4 Beyond the Short Range

Apart from the long time validity, the other interesting and natural open ques-
tion concerning the derivation of the Boltzmann equation is whether the results
[13, 21, 23] can be extended to the case of long-range interactions. From a phenom-
enological point of view, it should be possible to show that the Boltzmann equation
emerges from the microscopic classical dynamics, at least for potentials of the form
Φ(|x |) = 1

|x |α , for an appropriate choice of α. Heuristically, this was justified by
Maxwell in his paper [22], where he proposed Eq. (1) (tested against a smooth func-
tion of the velocity variable) to be a good approximation of the dynamics of a rarefied
gas with intermolecular force an inverse power law potential. The question here is to
make rigorous Maxwell’s argument, for a reasonable class of long-range potentials.
It has been investigated in [11] in the simpler linear case.

In this section we want to give an overlook on this open problem, underlining the
difficulties one has to face.

The first obstacle one has to cope with is to define the scaling limit. Indeed, in the
case of hard-core and short-range potentials, the scale parameter ε, which goes to
zero, represents the diameter of particles or the range of the interaction, respectively.
Because of the long tail of the potential, ε cannot represent the range of interaction
anymore. Therefore, a revised version of the BG-limit seems to be necessary to
state the problem in a rigorous mathematical way, taking into account the mean-field
effects appearing at large distances in the long-range interaction.

The second difficulty is to show the well-posedness for the BBGKY hierarchy. In
fact, consider the particular case of an interaction given by an hard-sphere dynamics
plus a long tail Φ for |x | > ε. Under the usual hyperbolic scaling of space and time
(9), a new term related to the long tail of the potential appears in the hierarchy:
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(∂t +
j∑

i=1

vi · ∇xi ) f
N
j = L̃ ε

j f Nj + C̃ ε
j+1 f

N
j+1 + L ε

j f Nj

+ N − j

ε

j∑
i=1

∫
dx j+1

∫
dv j+1 ∇xi Φ

(
xi − x j+1

ε

)
· ∇vi f

N
j+1,

(34)

where we used the notations introduced in Sect. 2. The difficulty here is to get a
priori estimates on the derivative with respect to vi of the reduced marginal f Nj+1.
One could use the ideas proposed by Maxwell in his heuristic presentation of the
Boltzmann equation, based on the convergence in the sense of observables (as defined
in Remark 7), i.e. the weak formulation may help to give sense to the third term on
the r.h.s. of Eq. (34).

The situation becomes even more problematic when looking at the Coulomb
potential Φ(|x |) = 1

|x | (α = 1). In this case the collision integral in the r.h.s. of the
Boltzmann equation makes no sense whatever choice of f . This suggests to replace
the Boltzmann equation by a different model. Indeed, the slow decay at infinity of
the potential makes the so-called grazing collisions to be of leading importance in
the macroscopic behaviour of the gas. This problem was pointed out in 1936 by
Landau [20], who proposed a modified equation to describe the effect of grazing
collisions. The Landau equation reads

(∂t + v · ∇x ) f (t, x, v)

=∇v ·
∫
R3

dv∗
P(v−v∗)⊥
|v − v∗| { f (t, x, v∗)∇v f (t, x, v) − f (t, x, v)∇v∗ f (t, x, v∗)}.

(35)

where P(w)⊥ is the orthogonal projection on the subspace orthogonal to w ∈ R
3.

Up to now, there are only very few mathematical results about the Landau
model (35). The validity problem and the well-posedness of the equation are open
questions of primary interest and importance, especially so because of the several
applications involving the Landau equation. The Cauchy problem associated to the
homogeneous Landau equation has been studied in [10, 31], where weak solutions
are proven to exist. Uniqueness is proved in [12] once the solution is known to belong
to L∞. In the non-homogeneous case, the only available result is due to Guo [15],
who proved that there exists a global unique classical solution of (35) for small
perturbations of the equilibrium.

As for the validity problem, the only attempt to derive the Landau equation from
the Hamiltonian dynamics is contained in [1], where a consistency result is achieved,
in the weak-coupling limit starting from a system of N particles interacting via a
rescaled smooth short-range potential. In this regime, a given particle undergoes a
huge number of collisions in the kinetic time, but the two-body potential is weakened,
and hence the variance of the total momentum variation remains finite. The key idea
in [1] is based on the fact that f Nj cannot be smooth. If it were, we would have a
trivial free dynamics. Hence we make the ansatz
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f Nj = gN
j + γ N

j

where gN
j is smooth and γ N

j is strongly oscillating. This allows to find a system of
coupled equations for gN

j and γ N
j . In particular, the equation for γ N

j can be solved
in terms of gN

j . This leads to the following hierarchy:

gN
j (t) = S (t) f j (0) + N − j√

ε

∫ t

0
dτ S (t − τ)C ε

j+1g
N
j+1(τ )

+ N − j

ε

∫ t

0
dτ

∫ τ

0
dσ S (t − τ)C ε

j+1 U
ε
j+1(τ − σ)T ε

j+1 g
N
j+1(σ ),

(36)

where S is the generator of the free-flow, U ε
j+1 is the generator of the evolution

of γ N
j , C

ε
j+1 is a collision operator and T ε

j+1 is the Liouville operator restricted
to j + 1 particles. By perturbing (36) up to the second order in time, we obtain
gN
j (t) → f (t)⊗ j , where f (t) is a solution to the Landau equation, and γ N

j → 0,
where the convergence has to be understood in distributional sense.

This result is not fully satisfactory because of the lack of control of higher order
terms. Therefore, the rigorous mathematical validity of the Landau equation is an
open problem, even for small time intervals.
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Duality Relations for the Periodic ASEP
Conditioned on a Low Current

G.M. Schütz

Abstract We consider the asymmetric simple exclusion process (ASEP) on a finite
lattice with periodic boundary conditions, conditioned to carry an atypically low cur-
rent. For an infinite discrete set of currents, parametrized by the driving strength sK ,
K ≥ 1, we prove duality relations which arise from the quantum algebra Uq [gl(2)]
symmetry of the generator of the process with reflecting boundary conditions. Using
these duality relations we prove on microscopic level a travelling-wave property of
the conditioned process for a family of shock-antishock measures for N > K par-
ticles: If the initial measure is a member of this family with K microscopic shocks
at positions (x1, . . . , xK ), then the measure at any time t > 0 of the process with
driving strength sK is a convex combination of suchmeasureswith shocks at positions
(y1, . . . , yK ), which can be expressed in terms of K -particle transition probabilities
of the conditioned ASEP with driving strength sN .

Keywords Asymmetric simple exclusion process · Duality · Quantum algebra

1 Introduction

In the asymmetric simple exclusion process (ASEP) [26, 27, 34, 36] each lattice
site k on a lattice Λ = (1, . . . , L) is occupied by at most one particle, indicated by
occupation numbers η(k) ∈ S = {0, 1}. We denote by η = (η(1), . . . , η(L)) ∈ Ω =
S
L a configuration η of the particle system. Informally speaking, in one dimension

particles try to jump to the right with rate r = wq and to the left with rate � = wq−1.
The jumpattempt is successful if the target site is empty, otherwise the jumpattempt is
rejected. The invariant measures of the ASEP with periodic boundary conditions are
well-known: For fixed particle number N these are the uniformmeasures. From these
one can construct the grand canonical Bernoulli product measures with fugacity z =
ρ/(1 − ρ) where ρ = N/L is the particle density on the torus. For these measures,
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where each lattice site k is occupied with probability ρ independently of all other
sites, one has a stationary particle current j∗ = (r − �)ρ(1 − ρ), corresponding to
an expected mean time-integrated current 〈 J (t) 〉/t = j∗.

In the context of macroscopic fluctuation theory [8] one is interested in condition-
ing the process on fluctuations around some atypical mean time-integrated current
j �= j∗. A question of fundamental interest is then which macroscopic density pro-
file is most likely to realize such a large deviation of the current inside a very large
(more precisely: infinite) time interval of conditioning. This large-deviation problem
thus concerns an untypical ensemble of trajectories of the process. This ensemble is
usually not defined by j but via Legendre transformation in terms of the canonically
conjugate driving strength s( j) with s( j∗) = 0. Interestingly, for conditioning on a
lower-than-typical current (i.e., for s < 0), it was found by Bodineau and Derrida [9]
for the weakly asymmetric simple exclusion process that there is a dynamical phase
transition: For currents slightly below the typical value j∗ the optimal macroscopic
profile is constant as it is for j∗. However, below a critical threshold jc < j∗ (corre-
sponding to some sc < 0) the optimal macroscopic profile is a travelling wave with
a shape resembling a smoothened shock/antishock pair.

More recently, in a similar setting, but for finite duration t of conditioning, the
microscopic structure of a travelling wave in the ASEP (not weakly!) was elucidated
in detail for a specific choice of negative driving strength [5]: One considers a certain
family of inhomogeneous product measuresμk , indexed by a lattice site k, where the
microscopic density profile as function of the position on the lattice has a density-
jump at position k on the torus, analogous to a shock on macroscopic scale. At
time t = 0 N particles (N arbitrary) are distributed according to the restricted mea-
sure μN

k ∝ μkδ
∑

k η(k),N . Then at any future time t > 0 of the conditioned dynamics
the measure is a convex combination μN

k (t) = ∑
l c(l, t |k, 0)μN

l of such measures.
The weights c(l, t |k, 0) are the transition probabilities of a single biased random
walk, thus suggesting that a shock in a macroscopic travelling wave performs a
biased random walk on microscopic level.

In this workwe trace back themathematical origin of this rigorous result to certain
algebraic properties of the generator of the process. Then, using these properties, we
go beyond [5] to derive a family of duality relations that allow us to construct more
complexmicroscopic structures corresponding to more general macroscopic optimal
profiles. The starting point is thewell-known fact that for reflecting boundaries,where
the process is reversible, the generator of the process commutes with the generators
of the quantum algebra Uq [gl(2)] [1]. This fact has been used in [31] to construct
the canonical reversible measures and in [33] to derive self-duality relations for the
unconditioned ASEP.1

1Wemention that the deep link between duality ofMarkovprocesses and symmetries of its generator,
first noted in [32], that we exploit here was given a systematic abstract treatment in [21]. More
recently many concrete symmetry-based dualities for interacting particle systems were derived
using this approach [7, 10, 12–15, 17, 25, 29].



Duality Relations for the Periodic ASEP Conditioned on a Low Current 325

On the torus, however, the symmetry of the generator under Uq [gl(2)] breaks
down. Nevertheless, some time ago Pasquier and Saleur [30] found intertwining
relations involving the generators of Uq [gl(2)] and the Heisenberg quantum Hamil-
tonian with a boundary twist. This quantum Hamiltonian operator became later to
be known to be closely related to the generator of the conditioned ASEP [18]. Here
we present a new proof for the results of [33] (and correct some typos there) for
reflecting boundaries andmake use of intertwining relations of [30] (correcting some
typos also in that paper) to derive an infinite discrete family of duality relations for
the ASEP with periodic boundary conditions. These new duality relations apply to
the process conditioned on fluctuations around some untypically low mean time-
integrated current.

The simplest of these duality relations proves that the homogeneous Bernoulli
measure is the invariantmeasure for the unconditionedASEPwith periodic boundary
conditions. The derivation of this well-known fact from the Uq [gl(2)]-symmetry of
the process with reflecting boundary questions is remarkable in so far as it raises the
interesting question whether one can construct the matrix product measures [19, 20]
of the periodic multi-species ASEP from the Uq [gl(n)]-symmetry of that process
with reflecting boundaries [1, 6].

From the non-trivial higher order duality relations we obtain an infinite discrete
family of new microscopic “travelling waves” for the conditioned process.

2 Definitions and Notation

It is convenient to work with the quantum Hamiltonian formalism [28, 34] where
the generator of the process is represented by a matrix which in a judiciously chosen
basis turns out to be closely related to theHamiltonian operator of a physical quantum
system. We first introduce some notation and then describe in some detail the tools
required for the quantumHamiltonian formalism for the benefit of readers not familiar
with this approach.

2.1 State Space and Configurations

We say that a site k ∈ Λ is occupied by a particle if η(k) = 1 or that it is empty if
η(k) = 0. The fact that a site can be occupied by at most one particle is the exclusion
principle. Occasionally we denote configurations with a fixed number of N particles
by ηN . The set of all configurations with N particles is denoted ΩN . We also define

υ(k) := 1 − η(k) (1)
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and the particle numbers

N (η) =
L∑

k=1

η(k), V (η) =
L∑

k=1

υ(k) = L − N (η). (2)

A useful alternative way of presenting uniquely of configuration ηN is obtained
by labelling the particles consecutively from left to right (clockwise) by 1 to N and
their positions on Λ by xi mod L . A configuration η is then represented by the set
x := {x : η(x) = 1}. We call this notation the position representation. We shall use
interchangeably the arguments η, x, for functions of the configurations. When the
argument is clear from context it may be omitted. We note the trivial, but frequently
used identities N (η) ≡ N (x) = |x| and

η(k) =
N (x)∑
i=1

δxi ,k . (3)

For a configuration η ≡ x we also define the number Nk(η) of particles to the left of
a particle at site k

Nk(η) :=
k−1∑
i=1

η(i) =
N (η)∑
i=1

k−1∑
l=1

δxi ,l . (4)

Furthermore, for 1 ≤ k ≤ L − 1 we define the local permutation

π kk+1(η) = {η(1), . . . η(k − 1), η(k + 1), η(k), η(k + 2), . . . , η(L)} =: ηkk+1,

(5)
and for k = L we define

π L1(η) = {η(L), . . . , η(k), . . . , η(1)} =: ηL1. (6)

The space reflection is defined by

R(η) = {η(L), η(L − 1), . . . , η(1)} (7)

corresponding to R(η(k)) = η(L + 1 − k) for the occupation numbers.

2.2 Definition of the ASEP

For functions f : SL → C the ASEP ηt with periodic boundary conditions and hop-
ping asymmetry q is defined by the generator

L f (η) :=
∑′

η′∈SL
w(η → η′)[ f (η′) − f (η)] (8)
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where the transition rates between configurations

w(η → η′) =
L∑

k=1

wkk+1(η)δη′,ηkk+1 (9)

are defined in terms of the local hopping rates

wkk+1(η) = w
[
qη(k)υ(k + 1) + q−1υ(k)η(k + 1)

]
. (10)

The prime at the summation symbol (8) indicates the absence of the term η′ = η

which is omitted since w(η → η) is not defined.2 The transition rates are non-zero
only for a transition from a configuration η to a configuration η′ = ηkk+1 defined
by (5).

We shall assume partially asymmetric hopping q �= 0, 1,∞. The constant w �= 0
sets the time scale of the process. On the torus we identify increasing order of
the lattice index with the clockwise direction. In the case of reflecting boundary
conditions no jumps from site 1 to the left and no jumps from site L to the right are
allowed. Increasing order of the lattice index is identified with the direction left to
right. The upper summation limit L in (9) has to be replaced by L − 1, giving rise
to a generator that we denote by L̃ .

In order to study fluctuations around some untypical integrated current, parame-
terized in terms of the driving strength s, we define the weighted transition rates

wkk+1
s (η) = w

[
qesη(k)υ(k + 1) + q−1e−sυ(k)η(k + 1)

]
, 1 ≤ k ≤ L − 1 (11)

wL1
s,s̄(η) = w

[
qes+s̄η(L)υ(1) + q−1e−s−s̄υ(L)η(1)

]
, k = L . (12)

This leads us to define the weighted generators

L̃s f (η) :=
L−1∑
k=1

wkk+1
s (η) f (ηkk+1) − wkk+1(η) f (η) (13)

Ls,s̄ f (η) := L̃s f (η) + wL1
s,s̄(η) f (ηL1) − wL1(η) f (η). (14)

The weighted generators give a weight es (e−s) to each particle jump to the right
(left) anywhere on the lattice and for the process with periodic boundary conditions
an extra weight es̄ (e−s̄) to each particle jump to the right (left) across bond (L , 1).
Thus each random trajectory of the process is given a weight es J (t)+s̄ JL (t) where J (t)
is the time-integrated total current, i.e., the total number of all particle jumps to the
right up to time t minus the total number of all particle jumps to the left up to time t
and JL(t) is the time-integrated current across bond (L , 1). Studying the evolution

2When the summation is overΩ = S
L we shall usually omit the set SL under the summation symbol

and simply write
∑

η.
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under theweighted generator provides a description of the process under conditioning
on some non-typical current parametrized by the parameters s or s̄. Choosing s < 0
corresponds to conditioning on a time-integrated total current that is smaller than the
typical total current. Similarly, s̄ < 0 yields a conditioning on a smaller than typical
time-integrated local current across bond (L , 1). For details on this construction see
e.g. [16, 22, 23] and specifically for the present context see [35].

We fixmore notation and summarize somewell-known basic facts from the theory
of Markov processes. For a probability distribution P(η) we denote the expectation
of a continuous function f (η) by 〈 f 〉P := ∑

η f (η)P(η). The transposed genera-
tor is defined by L T f (η) := ∑′

η′∈SL f (η′)L 1η′(η) where 1η′(η) = δη,η′ . With this
definition (8) yields for a probability distribution P(η) the master equation

L T P(η) =
∑′

η′ [w(η′ → η)P(η′) − w(η → η′)P(η)]. (15)

An invariant measure is denoted π∗(η) and defined by

L Tπ∗(η) = 0 (16)

and the normalization
∑

η π∗(η) = 1. An unnormalized measure with the property
(16) is denoted π(η). The time-reversed process is defined by

L rev f (η) :=
∑
η′

′
wrev(η → η′)[ f (η′) − f (η)] (17)

withwrev(η → η′) = w(η′ → η)π(η′)/π(η). The process is reversible ifL rev = L
which means that the rates satisfy the detailed balance condition π(η)w(η → η′) =
w(η′ → η)π(η′). A probability distribution satisfying the detailed balance condition
is a reversible measure. It is easily verified that the ASEP with reflecting boundary
conditions is reversible with reversible measure

π(η) = q
∑L

k=1(2k+μ)η(k) = eμN (η)q2
∑N (η)

i=1 xi . (18)

for any μ ∈ R.
We define the transition matrix H of the process by the matrix elements

Hη′η =
{−w(η → η′) η �= η′∑′

η′w(η → η′) η = η′. (19)

with w(η → η′) given by (9). One has

L f (η) = −
∑
η′

f (η′)Hη′η, L T P(η) = −
∑
η′

Hηη′ P(η′). (20)
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Notice that here the sum includes the term η′ = η. In slight abuse of languagewe shall
also call H the generator of the process. Analogously we also define the weighted
transition matrix where the off-diagonal elements are replaced by the weighted rates
(11), (12).

For an unnormalized stationary distribution we define the diagonal matrix π̂ with
the stationary weights π(η) on the diagonal. For ergodic processes with finite state
space one has 0 < π(η) < ∞ for all η. In terms of this diagonal matrix we can
write the generator of the reversed dynamics as Hrev = π̂HT π̂−1. The reversibility
condition Hrev = H then reads

π̂−1H π̂ = HT . (21)

Therefore, if one finds a diagonal matrix with the property (21) then this matrix
defines a reversible measure.

2.3 Representation of the Generator in the Natural
Tensor Basis

In order to write thematrix H explicitly we assign to each configuration η a canonical
basis vector | η 〉. We choose the binary ordering ι(η) = 1 + ∑L

k=1 η(k)2k−1 of the
basis. Defining single-site basis vectors of dimension 2

|0) :=
(
1
0

)
, |1) :=

(
0
1

)
(22)

one then has | η 〉 = |η(1)) ⊗ · · · ⊗ |η(L)) where ⊗ denotes the tensor product.
These basis vectors span the complex vector space (C2)⊗L of dimension d = 2L . We
also define transposed basis vectors 〈 η | := | η 〉T and the inner product 〈 v |w 〉 :=∑

η v(η)w(η).
Furthermore we define the two-by-two Pauli matrices

σ x :=
(
0 1
1 0

)
, σ y :=

(
0 −i
i 0

)
, σ z :=

(
1 0
0 −1

)
(23)

and the two-dimensional unit matrix 1. From these we construct

σ± = 1

2
(σ x ± iσ y), n̂ = 1

2
(1 − σ z), υ̂ = 1

2
(1 + σ z). (24)

These matrices satisfy the following relations:

σ+σ− = υ̂, σ−σ+ = n̂, n̂υ̂ = 0, υ̂n̂ = 0
σ+n̂ = σ+, n̂σ+ = 0, σ+υ̂ = 0, υ̂σ+ = σ+,

σ−n̂ = 0, n̂σ− = σ−, σ−υ̂ = σ−, υ̂σ− = 0.
(25)
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With the occupation variables (1) for a single site we have the projector property

n̂|η) = η|η), υ̂|η) = υ|η). (26)

Having in mind the action of these operators to the right on a column vector, we
call σ− a creation operator, and σ+ annihilation operators. When acting to the left
on a bra-vector the roles are interchanged: σ+ acts as creation operator and σ− as
annihilation operator.

For L > 1 and any linear combination u of these matrices we define the tensor
operators uk := 1⊗k−1 ⊗ u ⊗ 1⊗L−k . By convention the zero’th tensor power of any
matrix is the real number 1 and u⊗1 = u. We note that also the tensor occupation
operators n̂k act as projectors

n̂k | η 〉 = η(k)| η 〉 =
N (η)∑
i=1

δxi ,k | η 〉, (27)

with the occupation variables η(k) or particle coordinates xi respectively understood
as functions ofη. The proof is trivial: Thefirst equality is inherited from (26) bymulti-
linearity of the tensor product, the second equality follows from (3).Multilinearity of
the tensor product also yields ukvk+1 = 1⊗(k−1) ⊗ [(u ⊗ 1)(1 ⊗ v)] ⊗ 1⊗(L−k−1) =
1⊗(k−1) ⊗ (u ⊗ v) ⊗ 1⊗(L−k−1) and the commutator property ukvl = vluk for k �= l.
For k = l one has relations analogous to (25).

It turns out to be convenient to introduce parameters α = qes and β = es̄ and
express for periodic boundary conditions the weighted generator as H(q, α, β) with
the convention H(q, q, 1) = H for the unweighted generator. Similarly one writes
H̃(q, α) for the weighted generator with reflecting boundary conditions with the
convention H̃(q, q) = H̃ . With these definitions the weighted generators H̃(q, α)

and H(q, α, β) defined by (13) and (14) resp. become

H̃(q, α) =
L−1∑
k=1

hk,k+1(q, α) (28)

H(q, α, β) = H̃(q, α) + hL ,1(q, α, β) (29)

with the hopping matrices

hk,k+1(q, α) = −w
[
ασ+

k σ−
k+1 − qn̂k υ̂k+1 + α−1σ−

k σ+
k+1 − q−1υ̂k n̂k+1

]
(30)

and

hL ,1(q, α, β) = −w
[
αβσ+

k σ−
k+1 − qn̂k υ̂k+1 + (αβ)−1σ−

k σ+
k+1 − q−1υ̂k n̂k+1)

]
.

(31)
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It is useful to introduce the space-reflection operator R̂ defined by

R̂uk R̂
−1 = uL+1−k (32)

for local one-site operators uk and the diagonal transformations

V (γ ) = γ
1
4

∑L
k=1(2k−L−1)σ z

k = γ − 1
2

∑L
k=1(2k−L−1)n̂k (33)

W (z) = z N̂ (34)

with the number operator N̂ = ∑L
K=1 n̂k . We note the properties

R̂V (γ )R̂−1 = V−1(γ ) = V (γ −1), (35)

R̂W (z)R̂−1 = W (z) = W−1(z−1), (36)

R̂H(q, α, β)R̂−1 = H(q, α−1, β−1) (37)

HT (q, α, β) = H(q, α−1, β−1) (38)

WH(q, α, β)W−1 = H(q, α, β). (39)

Moreover, the transformation property

V (γ )σ±
k V−1(γ ) = γ ± 1

2 (2k−L−1)σ±
k (40)

yields

V (γ )H(q, α, β)V−1(γ ) = H
(
q, αγ −1, βγ L

)
(41)

V (γ )H̃(q, α)V−1(γ ) = H̃
(
q, αγ −1

)
. (42)

Thus for periodic boundary conditions global conditioning and local conditioning
are related by a similarity transformation, while for reflecting boundary conditions
the conditioning can be completely absorbed into a similarity transformation. One
also finds with γ = q2, α = q the reversibility relation V (q2)H̃(q)V−1(q2) = H̃ T .
By (21) this shows that π̂ = V−1(q2) is the matrix form of the reversible measure
(18) with μ = −L − 1 [33].3

For driving strength s0 := − ln (q) corresponding to α = 1 one finds for 1 ≤ k ≤
L − 1

hk,k+1(q, 1) = −w

2

[
σ x
k σ x

k+1 + σ
y
k σ

y
k+1 + Δ(σ z

k σ
z
k+1 − 1) + h(σ z

k − σ z
k+1)

]
(43)

with

Δ = 1

2
(q + q−1), h = 1

2
(q − q−1) (44)

3This is equivalent to Eq. (2.14) in [33], which, however, has a sign error and should read HT =
V−2HV 2.
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and the unit-matrix 1 of dimension 2L . Notice that for periodic boundary conditions
the local divergence termsσ z

k − σ z
k+1 cancel. For reflecting boundaries the local diver-

gence term contributes opposite boundary fields h(σ z
L − σ z

1 ). With the further choice
s̄0 = 0 corresponding to β = 1 the weighted generator (29) becomes the Hamil-
tonian operator H(q, 1, 1) of the ferromagnetic Heisenberg spin-1/2 quantum chain,
while for β �= 1 one has the Heisenberg chain H(q, 1, β) with twisted boundary
conditions [30].

Since particle number is conserved the process is trivially reducible. For each
particle number N one has an irreducible process ηN ,t on the state space ΩN . We
define the projector

1̂N :=
∑
η∈ΩN

| η 〉〈 η | (45)

where we have used the quantum mechanical ket-bra convention | η 〉〈 η | ≡ | η 〉 ⊗
〈 η | for the tensor product of two vectors. Thus one obtains the generator

HN (q, α, β) := 1̂N H(q, α, β) 1̂N (46)

for the N -particle weighted ASEP.
Notice that 1̂N acts as unit matrix on the irreducible subspace corresponding to

particle number N . The unit matrix 1 in the full space has the useful representation

1 =
∑
η∈Ω

| η 〉〈 η |. (47)

2.4 The Quantum Algebra Uq[gl(2)]

The quantum algebra Uq [gl(2)] is the q-deformed universal enveloping algebra of
the Lie algebra gl(2). This associative algebra over C is generated by L±1

i , i = 1, 2
and S± with the relations [11, 24]

[ Li , L j ] = 0 (48)

LiS± = q±(δi,2−δi,1)S±Li (49)

[ S+ , S− ] = (L2L−1
1 )2 − (L2L−1

1 )−2

q − q−1
(50)

Notice the replacement q2 → q that we made in the definitions of [11].
It is convenient to work also with the subalgebra Uq [sl(2)]. We introduce the

generators N and V via q−N/2 = L1, q−V/2 = L2 and define

Sz = 1

2
(N − V) (51)
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and the identity I . Then the quantum algebra Uq [sl(2)] is the subalgebra generated
by q±Sz

and S± with relations

qSz
q−Sz = q−Sz

qSz = I (52)

qSz
S±q−Sz = q±1S± (53)

[ S+ , S− ] = q2Sz − q−2Sz

q − q−1
(54)

Observing that N + V belongs to the center ofUq [gl(2)] [24] one sees thatUq [sl(2)]
is a subalgebra of Uq [gl(2)].

It is trivial to verify that Uq [gl(2)] has the two-dimensional fundamental rep-
resentation S± → σ±, N → n̂, V → υ̂ given by the matrices (24). Then σ± and
σ z/2 form the two-dimensional fundamental representation ofUq [sl(2)]. Reducible
higher-dimensional representations can be constructed using the coproduct [24]

Δ(S±) = S± ⊗ q−Sz + qSz ⊗ S± (55)

Δ(Sz) = Sz ⊗ 1 + 1 ⊗ Sz . (56)

By repeatedly applying the coproduct to the fundamental representation we obtain

S±(k) = q
1
2

∑k−1
j=1 σ z

j − 1
2

∑L
j=k+1 σ z

j σ±
k (57)

Sz(k) = 1

2
σ z
k . (58)

One has

S±(k)S±(l) =
⎧⎨
⎩
q±2S±(l)S±(k) k > l

0 k = l
q∓2S±(l)S±(k) k < l

(59)

Thus the spatial order in which particles are created (or annihilated) by applying
the operators S±(k) gives rise to combinatorial issues when building many-particle
configurations from the reference state corresponding to the empty lattice.

From the coproduct one obtains the tensor representations of Uq [sl(2)], denoted
by capital letters,

S± =
L∑

k=1

S±(k), Sz =
L∑

k=1

Sz(k). (60)

For the full quantum algebra Uq [gl(2)] the tensor generators are S± and N̂ =∑L
k=1 n̂k , V̂ = ∑L

k=1 υ̂k . The unit I is represented by the 2L -dimensional unit matrix
1 := 1⊗L .

For reflecting boundary conditions the Heisenberg Hamiltonian H̃(q, 1) is sym-
metric under the action of Uq [gl(2)] [1, 30]. This symmetry property is the origin
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of the duality relations derived in [33] and will also be used extensively below.
In fact, for 1 ≤ k ≤ L − 1 one has [ hk,k+1(q, 1) , S± ] = [ hk,k+1(q, α) , Sz ] = 0,
which imply

[ H̃(q, 1) , S± ] = 0 (61)

and, equivalently to (39), the diagonal symmetries [ H̃(q, α) , N̂ ] = [ H̃(q, α) , V̂ ]
= 0, thus giving rise to the Uq [gl(2)] symmetry of H̃(q, 1).

We stress that [ hL ,1(q, 1) , S± ] �= 0. One the other hand [ hL ,1(q, α, β) , Sz ] =
0. Hence for periodic boundary conditions the symmetry breaks down to only a
residualU (1) symmetry [ H(q, α, β) , Sz ] = 0 generated by Sz , which corresponds
to particle number conservation since the z-component of the total spin Sz is related
to the particle number operator N̂ through Sz = L/2 − N̂ .

We also define

S±(q, α) =
L∑

k=1

S±
k (q, α) (62)

where
S±
k (q, α) = α± 1

2 (L+1−2k)q
1
2

∑k−1
i=1 σ z

i − 1
2

∑L
i=k+1 σ z

i σ±
k . (63)

The diagonal transformation (40) and the defining relation (53) yield

V (γ )S±(q, α)V−1(γ ) = S± (
q, αγ −1

)
(64)

W (z)S±(q, α)W−1(z) = z∓1S±(q, α). (65)

Notice that S±(q, 1) = S± as defined in (60). Hence S±(q, α) and Sz also form a
representation ofUq [sl(2)]. Since according to (61) H̃(q, 1) commutes with the gen-
erators S± = S±(q, 1)weconclude from (42) that H̃(q, α) commuteswith S±(q, α),
which together with Sz form an equivalent representation of Uq [sl(2)]. In particu-
lar, the generator of the ASEP with reflecting boundary conditions H̃ = H̃(q, q)

commutes with S̃± := S±(q, q).
We note that

(S±(q, α))T = S∓(q, α−1) (66)

R̂S±(q, α)R̂−1 = S±(q−1, α−1). (67)

To prove the second equality one uses R̂S±
k (q, α)R̂−1 = S±

L+1−k(q
−1, α−1) which

comes from (32).
Finally we introduce the symmetric q-number

[x]q := qx − q−x

q − q−1
(68)
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for q, q−1 �= 0 and x ∈ C. This definition can be applied straightforwardly to
finite-dimensional matrices through the Taylor expansion of the exponential. For
integers we also define the q-factorial

[n]q ! :=
{
1 n = 0∏n

k=1[k]q n ≥ 1.
(69)

2.5 Duality in the Quantum Hamiltonian Formalism

For self-containedness we briefly review how to express expectation values using
the matrix representation of the generator which allows to state the notion of duality
in a neat matrix form [21, 37].

A probability measure P(η) is represented by the column vector

| P 〉 =
∑

η

P(η)| η 〉. (70)

Next we define the summation vector

〈 s | :=
∑

η

〈 η | (71)

which is the row vector where all components are equal to 1. The expectation 〈 f 〉P
of a function f (η)with respect to a probability distribution P(η) is the inner product

〈 f 〉P = 〈 f | P 〉 = 〈 s | f̂ | P 〉 (72)

where
f̂ :=

∑
η

f (η)| η 〉〈 η | (73)

is a diagonal matrix with diagonal elements f (η). Notice that

f (η) = 〈 η | f̂ | η 〉 = 〈 s | f̂ | η 〉. (74)

One obtains the diagonal matrix f̂ (73) corresponding to a function f (η) by substi-
tuting in f (η) the variable η(k) by the diagonal matrix n̂k .

For a Markov process ηt the master equation (15) for a probability measure
P(ηt ) := Prob [ ηt = η) ] reads

d

dt
| P(t) 〉 = −H | P(t) 〉 (75)
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which implies
| P(t) 〉 = e−Ht | P0 〉 (76)

for an initial probability measure P0(η) ≡ P(η0) at time t = 0. We write the expec-
tation of a function f (ηt ) as

〈 f (t) 〉 :=
∑

η

f (η)P(ηt ) =
∑

η

f (η)〈 η |e−Ht | P0 〉 = 〈 s | f̂ e−Ht | P0 〉. (77)

If the initial distribution needs to be specified we use an upper index 〈 f (t) 〉P0 .
Normalization implies 〈 s | P(t) 〉 = 1 for all t ≥ 0 and therefore 〈 s |H = 0. A sta-
tionary distribution, denoted by | π∗ 〉, is a right eigenvector of H with eigenvalue
0, i.e., H | π∗ 〉 = 0 and normalization 〈 s | π∗ 〉 = 1. For the ergodic subspaces with
fixed particle number N it is unique.

In order to introduce duality we consider a process ξt with generator H and a
process xt with generator G which may have different countable state spaces ΩA

and ΩB . Consider also a family of functions f x : ΩA �→ C indexed by x ∈ ΩB and
a family of functions gξ : ΩB �→ C indexed by ξ ∈ ΩA such that f x (ξ) = gξ (x) =:
D(x, ξ). Let the process ξt start at some fixed ξ ∈ ΩA and let xt start at some fixed
x ∈ ΩB . Then the two processes are said to be dualwith respect to the duality function
D(x, ξ) if [26]

〈 f x (t) 〉ξ = 〈 gξ (t) 〉x . (78)

As pointed out in [21] this property can be stated neatly in terms of the generators as

DH = GT D (79)

where the duality matrix D is defined by

D =
∑
ξ∈ΩA

∑
x∈ΩB

D(x, ξ)| x 〉〈 ξ | (80)

By construction one has D(x, ξ) = 〈 x |D| ξ 〉.

2.6 Shock/Antishock Measures

In vector notation a product measure with marginals ρk is a tensor vector | {ρi } 〉 =
|ρ1) ⊗ · · · ⊗ |ρL)with the single-site column vectors |ρk) = (1 − ρk, ρk)

T . It is con-
venient to introduce the local fugacity

zk = ρk

1 − ρk
(81)
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andwrite the productmeasure in the form | {zi } 〉 = |z1) ⊗ · · · ⊗ |zL)/ZL with |zk) =
(1, zk)T and normalization ZL = ∏L

k=1[zk/(1 + zk)].
Specifically, we define for a set x of lattice sites with cardinality K = |x| the fol-

lowing family | νx 〉 = |z1) ⊗ · · · ⊗ |zL)/ZL of shock/antishock measures, or SAM’s
for short, in terms of the fugacities

zk =
{
zq2l for xl < k < xl+1, l ∈ {0, 1, . . . , K + 1}
∞ for k ∈ x

(82)

with x0 = 0 and xK+1 = L + 1. On coarse-grained scale with ξ = k/L and ξ s
i =

xi/L the macroscopic density profile ρ(ξ) corresponding to the fugacities zk has
discontinuities at ξ = ξ s

i with constant fugacity ratios z
+
i /z−

i = q2 where z±
i = zξ s

i ±1.
In forward (clockwise) direction and for q > 1 this is an upward step, corresponding
to a shock profile for the ASEP (with positive bias q > 1). Between site L and
site 1 there is downward jump with fugacity ratio q−2K . On macroscopic scale this
constitutes an antishock at position ξ a = ξ s − (1 + κ)/2 mod 1, hence the term
SAM. These shock measures are closely related to the shock measures defined in
[4] and also to the infinite-volume shock measures studied in [3] where the shock
positions xi are occupied by second-class particles.

With a different normalization factor the general SAM (82) with constant fugacity
jumps q2 can be written as

| μ̄x 〉 :=
K∏
j=1

z−1q
− ∑x j−1

i=1 n̂i+∑L
i=x j+1 n̂i n̂x j | z 〉 ∝ | νx 〉. (83)

Here
| z 〉 := |z)⊗L (84)

for K = 0 is the unnormalized homogeneous product measure corresponding to the
Bernoulli product measure | ρ 〉 = | z 〉/(1 + z)L where ρ = z/(1 + z).

From the SAM defined by (83) we construct a second type of SAM’S using the
transformations (33) and (34)

| μx 〉 := z−K V (q
2K
L )

K∏
j=1

W (q
2x j−L−1

L )| μ̄x 〉 (85)

=
K∏
j=1

[
z−1q

2
L

∑L
l=1(x j−l)n̂l−∑x j−1

i=1 n̂i+∑L
i=x j+1 n̂i n̂x j

]
| z 〉. (86)

These are product measures that have a shock discontinuity at the same positions as
the shock measures of the first type, but the density between shocks is not constant.
We illustrate the definition for K = 1 and K = 2.
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For K = 1 the SAM (85) is closely related to the type-II shock measures defined
in [5]. In explicit form it reads

| μx 〉 := z−1q
2
L

∑L
l=1(x−l)n̂l−∑x−1

i=1 n̂i+∑L
i=x+1 n̂i n̂x | z 〉 (87)

with 1 ≤ x ≤ L . This is a product measure with space-dependent fugacities

zk =
⎧⎨
⎩
zq− 2(k−x)+L

L for 1 ≤ k < x
∞ for k = x

zq− 2(k−x)−L
L for x < k ≤ L

(88)

corresponding to space-dependent densities

ρk =
⎧⎨
⎩

1
2

[
1 − tanh

(
E
L (k − x + L κ+1

2 )
)]

for k < x
1 for k = x
1
2

[
1 − tanh

(
E
L (k − x + L κ−1

2 )
)]

for k > x
(89)

where E = ln q and κ = ln z/E (corresponding to z = qκ ). The point x where the
density is 1 marks the microscopic shock position. On coarse-grained scale with
ξ = k/L and ξ s = x/L the macroscopic density profile ρ(ξ) has a discontinuity at
ξ = ξ s with amplitude As := ρ+ − ρ− = tanh (E(κ + 1)/2) − tanh (E(κ − 1)/2),
where ρ± = limε→0 ρ(ξ s ± ε). In forward (clockwise) direction and for E > 0 this
is an upward step with fugacity ratio z+/z− = q2, corresponding to a shock profile
for the ASEP (with positive bias E > 0). For strong asymmetry E = εL one has
near k = x − L(1 + κ)/2 mod L a smoothened downward “step” with an intrinsic
width ∝ 1/ε on lattice scale. On macroscopic scale this constitutes an antishock at
position ξ a = ξ s − (1 + κ)/2 mod 1.

For K = 2 the SAM | μx,y 〉 (85) with 1 ≤ x < y ≤ L has local fugacities

zk =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

zq− 2(2k−x−y+L)

L for 1 ≤ k < x
∞ for k = x

zq− 2(2k−x−y)
L for x < k < y

∞ for k = y

zq− 2(2k−x−y−L)

L for y < k ≤ L

(90)

corresponding to densities

ρk =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

1
2

[
1 − tanh

(
E
L (2k − x − y + L κ+2

2 )
)]

for 1 ≤ k < x
1 for k = x
1
2

[
1 − tanh

(
E
L (2k − x − y + L κ

2 )
)]

for x < k < y
1 for k = y
1
2

[
1 − tanh

(
E
L (2k − x − y + L κ−2

2 )
)]

for y < k ≤ L

(91)
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On macroscopic scale this density profile has two shock discontinuities at ξ s
1 =

x/L mod 1 and ξ s
2 = y/L mod 1. Both fugacity ratios are ofmagnitude q2. For strong

asymmetry E = εL there are two antishocks at ξ a
1 = (ξ s

1 + ξ s
2 )/2 − (κ + 2)/4mod1

and ξ a
2 = (ξ s

1 + ξ s
2 )/2 − (κ + 2)/4 mod 1.

3 Results

Before stating the new results we recall the duality relation for the ASEPwith reflect-
ing boundary conditions derived in [33], Eq. (3.12). We reformulate this duality rela-
tion slightly and correct a sign error in Eq. (3.12) of [33]. In the next section we
also present a new proof, parts of which are then used to prove the new results given
below.

Theorem 1 (Schütz, [33]) The ASEPwith reflecting boundary conditions and asym-
metry parameter q is self-dual w.r.t. the duality function

D(x, η) =
|x|∏
j=1

q−2x j Qx j (η) (92)

where

Qx j (η) = q
∑x j−1

i=1 η(i)−∑L
i=x j+1 η(i)

η(x j ). (93)

Remark 1 Because of particle number conservation also

D̃(x, η) = q |x|(N (η)−1)D(x, η) =
|x|∏
j=1

q2Nx j (η)−2x j η(x j ) (94)

is a duality function with the particle numbers N (η) (2) and Nx (η) (4). This is the
duality function (3.12) of [33].4

Now we present the main results of this work.

Theorem 2 Let HN (·, ·, ·) be the conditioned generator (46) of the ASEP with N
particles and periodic boundary conditions. Then the matrix

DK±n
K (q, α) = 1K∓n(S

±(q, α))n1K (95)

yields the duality relation

DK∓n
K (q, α)HK (q, α, q2nβ±) = (

HK∓n(q, α−1, β∓)
)T

DK∓n
K (q, α). (96)

4Notice a sign error in front of the term 2ki in Eq. (3.12) of [33] and pay attention to the different
convention q ↔ q−1.
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As an application of this dualitywe focus nowonglobal conditioning (α �= q, β =
1) and local conditioning α = q, β �= 1.

Theorem 3 Let HK
N := 1N H(q, q1− 2K

L , 1)1N be the generator (46) of the globally
conditioned ASEP with N particles and periodic boundary conditions and driving
strength s = −2K/L ln q. Furthermore, let | μN

x 〉 = 1N | μx 〉 be the unnormalized
shock-antishock measure (85) restricted to N particles and

| μN
x (t) 〉 := e−HK

N t | μN
x 〉 (97)

with K = |x|. Then
| μN

x (t) 〉 =
∑

y∈ΩK

PN (y, t |x, 0)| μN
y 〉 (98)

where PN (y, t |x, 0) := 〈 y |e−HN
K t | x 〉 is the conditioned K -particle transition prob-

ability from x to y at time t with driving strength s ′ = −2N/L ln q.

Remark 2 The significance of this result lies in the fact that the conditioned evolution
of an N -particle SAM is fully determined by the conditioned transition probability of
only K particles, in analogy to the evolution of shocks in the infinite lattice explored
in [3, 4].

Remark 3 For K = 1 a related result was obtained in [5] for a normalized and
slightly different definition of the shock measures. The proof of [5] is by explicit
computations relying on the presence of a single shock. The present proof for the
generalized case K ≥ 1 shows that the mathematical origin of the conditioned shock
motion is the duality relation (114).

Theorem 4 Let H̄ K
N := 1N H(q, q, q−2K )1N be the generator (46) of the locally

conditioned ASEP with N particles and periodic boundary conditions and boundary
driving strength s̄ = −2K ln q. Furthermore, let | μ̄N

x 〉 = 1N | μ̄x 〉 be the unnormal-
ized shock-antishock measure (82) restricted to N particles and

| μ̄N
x (t) 〉 := e−H̄ K

N t | μ̄N
x 〉 (99)

with K = |x|. Then
| μ̄N

x (t) 〉 =
∑

y∈ΩK

P̄ N (y, t |x, 0)| μ̄N
y 〉 (100)

where P̄ N (y, t |x, 0) := 〈 y |e−H̄ N
K t | x 〉 is the boundary-conditioned K -particle tran-

sition probability from x to y at time t with driving strength s̄ ′ = −2N ln q.

Remark 4 In both theorems the conditioning parameters s, s ′ and s̄, s̄ ′ respectively
are negative, corresponding to conditioning on a time-integrated current that is lower
than typical.
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4 Proofs

4.1 Proof of Theorem 1

Proof We first note

Lemma 1 Let

S̃ =
L∑

n=0

S̃+

[n]q ! , Q̂x = q
∑x−1

i=1 n̂i−∑L
i=x+1 n̂i n̂x . (101)

Then for a configuration x ∈ ΩN with N = |x| particles one has

〈 x |S̃ = 〈 s |
|x|∏
i=1

Q̂xi . (102)

The proof is completely analogous to the proof in [7] of (164) with y = ∅.
Now we observe that with the reversible measure (18) and with (74) we can write

D(x, η) = π−1(x)〈 s |
|x|∏
i=1

Q̂xi | η 〉 = f x(η) = gη(x). (103)

Then the following chain of equalities holds and proves the theorem:

〈 f x(t) 〉η :=
∑

ξ

f x(ξ)〈 ξ |e−H̃ t | η 〉 (104)

=
∑

ξ

π−1(x)〈 s |
|x|∏
i=1

Q̂xi | ξ 〉〈 ξ |e−H̃ t | η 〉 (105)

= π−1(x)〈 s |
|x|∏
i=1

Q̂xi e
−H̃ t | η 〉 (106)

= π−1(x)〈 x |S̃e−H̃ t | η 〉 (107)

= π−1(x)〈 x |e−H̃ t S̃| η 〉 (108)

= π−1(x)
∑

y

〈 x |e−H̃ t | y 〉〈 y |S̃| η 〉 (109)

=
∑

y∈ΩN

〈 x |π̂−1e−H̃ t π̂ | y 〉π−1(y)〈 s |
|y|∏
i=1

Q̂yi | η 〉 (110)

=
∑

y∈ΩN

〈 y |e−H̃ t | x 〉π−1(y)〈 s |
|y|∏
i=1

Q̂yi | η 〉 (111)
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=
∑

y∈ΩN

gη(y)〈 y |e−H̃ t | x 〉 (112)

=: 〈 gη(t) 〉x (113)

The following ingredients were used: Eqs. (104) and (113): The expressions (77) for
expectations; Eqs. (105) and (112): The expression (103) for the duality function;
Eq. (106): The expressions (77) and the representation (47) of the unit matrix of
dimension 2L ; Eq. (107): The expression (102) of part of the duality function in
terms of the symmetry operator S̃; Eq. (108): The Uq [sl(2)]symmetry (61); Eq.
(109): Particle number conservation and the representation (45) of the unit matrix
in the subspace of N particles; Eq. (110): The diagonal matrix representation of the
reversible measure (18); Eq. (111): Reversibility (21). �

4.2 Proof of Theorem 2

We first present a generalized and slightly reformulated version of the intertwiner
relation Eq. (2.62b) of [30] for periodic boundary conditions.

Proposition 1 Let H(·, ·, ·) be the conditioned generator (29) of the ASEPwith peri-
odic boundary conditions and let ηK ∈ ΩK be any configuration with K particles.
Then for 0 ≤ n ≤ L − K one has the intertwiner relation

[
(S±(q, α))nH(q, α, q2nβ±) − H(q, α, β±)(S±(q, α))n

] | ηK 〉 = 0 (114)

with
β± = q±(L−2K )α−L (115)

and the generators S±(q, α) (62) of Uq [gl(2)].
Remark 5 For α = 1 this is the result (2.62b) of [30].5 The proof of Proposition (1)
is entirely analogous to the derivation of (2.62b) given in [30] since the generalized
form (114) follows trivially from the result of [30] for α = 1 through the similarity
transformation (33). Some ingredients of the proof, with sign errors in [30] corrected,
are presented in the appendix.

Defining the duality matrix DK±n
K = 1K∓n(S±(q, α))n1K with the projector (45)

and using (38) the intertwiner relation (114) then yields the duality relation (96) by
projection on the sectors with fixed particle number.

5Eqs. (2.62a) and (2.62b) of [30] have some sign errors which are corrected in Proposition (1).
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4.3 Proofs of Theorems 3 and 4

Before we set out to prove Theorems3 and 4 we show that the SAM (85) can be
generated by the action of the particle creation operator Uq [sl(2)].
Lemma 2 Let x be a configuration of K = |x| particles and let

μ̄N
x := μ̄xδ∑L

k=1 η(k),N , μN
x := μxδ∑L

k=1 η(k),N (116)

be the SAM’s defined by (82), (85) restricted to N ≥ K particles. Then the vector
representations | μ̄N

x 〉 := 1N | μ̄x 〉 and | μN
x 〉 := 1N | μx 〉 can be written as

| μ̄N
x 〉 = zN−K

(
S−(q−1, q)

)N−K

[N − K ]q ! | x 〉 (117)

| μN
x 〉 = zN−K V (q

2(K−N )

L )

(
S−(q−1, q1− N

L )
)N−K

[N − K ]q ! | x 〉 (118)

in terms of the generators (62) of Uq [sl(2)] and the transformation (33).

Proof From Lemma1 and (66) one finds

L−K∑
n=0

(
S−(q−1, q)

)n
[n]q ! | x 〉 =

K∏
j=1

q
− ∑x j−1

i=1 n̂i+∑L
i=x j+1 n̂i n̂x j | s 〉. (119)

Notice that for z = 1 one has | z = 1 〉 = | s 〉.
The transformation (33) yields V (γ )| x 〉 = γ − 1

2

∑K
j=1(2x j−L−1)| x 〉 and (64) gives

S−(q−1, q) = V−1(λ)S−(q−1, qλ−1)V (λ). Putting this together and using (65) turns
(119) into

V (γ )

L−K∑
n=0

zn
(
S−(q−1, qλ−1)

)n
[n]q ! | x 〉

= V (γ λ)

K∏
j=1

z−1λ
1
2 (2x j−L−1)q

− ∑x j−1

i=1 n̂i+∑L
i=x j+1 n̂i n̂x j | z 〉. (120)

Now we choose λ = q
2N
L and γ = q

2(K−N )

L to obtain

V (q
2(K−N )

L )

L−K∑
n=0

zn
(
S−(q−1, q1− 2N

L )
)n

[n]q ! | x 〉

=
K∏
j=1

z−1q
N
L (2x j−L−1)− 1

L

∑L
l=1(2l−L−1)n̂l q

− ∑x j−1

i=1 n̂i+∑L
i=x j+1 n̂i n̂x j | z 〉. (121)
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Finally one applies the projector 1N on both sides of the equation. On the l.h.s.
this projects out the term with n = N − K , corresponding to the r.h.s. of (118). On
the r.h.s. the projection allows us to substitute the number N in the first power of q
by the number operator N̂ (34). Thus the terms proportional to L + 1 cancel and the
expression (86) remains under the projection operator. Therefore the r.h.s. is equal
to | μN

x 〉. Similarly one chooses γ = λ = 1 to obtain (117). �

4.3.1 Proof of Theorem 3

Now we are in a position to prove (98).
Consider a K -particle configuration x and the duality relation (114) with n =

N − K and β = 1:

(S−(q, q2 K
L −1))N−K

[N − K ]q ! H(q, q2 K
L −1, q2N−2K )| x 〉

= H(q, q2 K
L −1, 1)

(S−(q, q2 K
L −1))N−K

[N − K ]q ! | x 〉. (122)

With the transformation (33) with γ L = q2K−2N one uses (41) to cast this in the
form

H(q, q2 K
L −1, 1)

(S−(q, q2 K
L −1))N−K

[N − K ]q ! | x 〉

= (S−(q, q2 K
L −1))N−K

[N − K ]q ! V−1(γ )H(q, q2 N
L −1, 1)V (γ )| x 〉 (123)

or, alternatively,

H(q, q2 K
L −1, 1)V−1(γ )

(S−(q, q2 N
L −1))N−K

[N − K ]q ! | x 〉

= V−1(γ )
(S−(q, q2 N

L −1))N−K

[N − K ]q ! H(q, q2 N
L −1, 1)| x 〉. (124)

Applying (37), (67), (35) this turns into

H(q, q1−2 K
L , 1)V (γ )

(S−(q−1, q1−2 N
L ))N−K

[N − K ]q ! | x̃ 〉

= V (γ )
(S−(q−1, q1−2 N

L ))N−K

[N − K ]q ! H(q, q1−2 N
L , 1)| x̃ 〉. (125)

where | x̃ 〉 = V−1(γ )| x 〉 is an arbitrary K -particle configuration.
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Since H conserves particle number, this relation remains valid for any power of
H . Thus we find

e−HK
N t V (γ )

(S−(q−1, q1−2 N
L ))N−K

[N − K ]q ! | x̃ 〉

= V (γ )
(S−(q−1, q1−2 N

L ))N−K

[N − K ]q ! e−HN
K t | x̃ 〉 (126)

=
∑
η′
K

V (γ )
(S−(q−1, q1−2 N

L ))N−K

[N − K ]q ! | η′
K 〉〈 η′

K |e−HN
K t | x̃ 〉 (127)

where in the last equality we have inserted the unit operator restricted to K -particle
states. Using (118) of Lemma2 then proves (98). �

4.3.2 Proof of Theorem 4

The proof of Theorem4 is similar. For α = q−1 where β = q2K one has

(S−(q, q−1))N−K

[N − K ]q ! H(q, q−1, q2N )| x 〉 = H(q, q−1, q2K )
(S−(q, q−1))N−K

[N − K ]q ! | x 〉.
(128)

Applying space reflection (37), (67) this becomes

(S−(q−1, q))N−K

[N − K ]q ! H(q, q, q−2N )| x 〉 = H(q, q, q−2K )
(S−(q−1, q))N−K

[N − K ]q ! | x 〉.
(129)

Here we dropped the tilde over the configuration x since it is arbitrary.
Projecting on N particles and iterating this duality over powers of H̄ K

N yields

e−H̄ K
N t (S

−(q−1, q))N−K

[N − K ]q ! | x 〉 = (S−(q−1, q))N−K

[N − K ]q ! e−H̄ N
K t | x 〉. (130)

Inserting the unit operator restricted to K -particle states and Using (117) of Lemma2
then proves (100). �
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Appendix

We present some details of the proof of Proposition (1) which are not shown in [30]
and from which Proposition (1) follows by the similarity transformation (33).
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We define eL(·, ·, ·) := hL ,1(·, ·, ·), see (31). By explicit matrix multiplications
one finds from the relations (25) for the bulk operators

S±
k (q, α)eL(α

′, q ′, β) = eL(α
′, q ′, βq−2)S±

k (q, α) 2 ≤ k ≤ L − 1 (131)

eL(α
′, q ′, β)S±

k (q, α) = S±
k (q, α)eL(α

′, q ′, βq2) 2 ≤ k ≤ L − 1 (132)

and for the boundary operators

S+
1 (q, α)eL(α

′, q ′, β) = q−1/2α
1
2 (L−1)

[
(q ′)−1σ+

1 υ̂L − α′βυ̂1σ
+
L

]
q−Sz (133)

S−
1 (q, α)eL(α

′, q ′, β) = q1/2α− 1
2 (L−1)

[
q ′σ−

1 n̂L − (α′β)−1n̂1σ
−
L

]
q−Sz (134)

S+
L (q, α)eL(α

′, q ′, β) = q1/2α− 1
2 (L−1)

[
q ′υ̂1σ

+
L − (α′β)−1σ+

1 υ̂L
]
qSz (135)

S−
L (q, α)eL(α

′, q ′, β) = q−1/2α
1
2 (L−1)

[
(q ′)−1n̂1σ

−
L − α′βσ−

1 n̂L
]
qSz (136)

and

eL(α
′, q ′, β)S+

1 (q, α) = q−1/2α
1
2 (L−1)

[
q ′σ+

1 n̂L − α′βn̂1σ+
L

]
q−Sz (137)

eL(α
′, q ′, β)S−

1 (q, α) = q1/2α− 1
2 (L−1)

[
(q ′)−1σ−

1 υ̂L − (α′β)−1υ̂1σ
−
L

]
q−Sz (138)

eL(α
′, q ′, β)S+

L (q, α) = q1/2α− 1
2 (L−1)

[
(q ′)−1n̂1σ

+
L − (α′β)−1σ+

1 n̂L
]
qSz (139)

eL(α
′, q ′, β)S−

L (q, α) = q−1/2α
1
2 (L−1)

[
q ′υ̂1σ

−
L − α′βσ−

1 υ̂L
]
qSz . (140)

Consider now q = q ′ and α = α′. From the quantum algebra symmetry and from
the previous relations one obtains (omitting the q, α-dependence)

S±H(β) − H(β ′)S± = S±eL(β) − eL(β
′)S± (141)

= [
eL(q

−2β) − eL(β
′)
] L−1∑
k=2

S±
k

+ (
S±
1 + S±

L

)
eL(β) − eL(β

′)
(
S±
1 + S±

L

)
. (142)

Observe that

S+
1 = q−1/2α

1
2 (L−1)σ+

1 q−Sz , S−
1 = q1/2α− 1

2 (L−1)σ−
1 q−Sz , (143)

S+
L = q1/2α− 1

2 (L−1)σ+
L q

Sz , S−
L = q−1/2α

1
2 (L−1)σ−

L q
Sz (144)

and the auxiliary relations

σ+
1 eL(β) = q−1σ+

1 υ̂L − αβυ̂1σ
+
L , (145)

eL(β)σ+
1 = qσ+

1 n̂L − αβn̂1σ
+
L (146)

σ+
L eL(β) = qυ̂1σ

+
L − (αβ)−1σ+

1 υ̂L , (147)

eL(β)σ+
L = q−1n̂1σ

+
L − (αβ)−1σ+

1 n̂L , (148)
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and

σ−
1 eL(β) = qσ−

1 n̂L − (αβ)−1n̂1σ
−
L , (149)

eL(β)σ−
1 = q−1σ−

1 υ̂L − (αβ)−1υ̂1σ
−
L (150)

σ−
L eL(β) = q−1n̂1σ

−
L − αβσ−

1 n̂L , (151)

eL(β)σ−
L = qυ̂1σ

−
L − αβσ−

1 υ̂L . (152)

Thus one obtains

(
S+
1 + S+

L

)
eL(β) − eL(β

′)
(
S+
1 + S+

L

)
= A+(β, β ′)β1/2αL/2q−Sz−1 + B+(β, β ′)β−1/2α−L/2qSz+1 (153)

with

A+(β, β ′) = q1/2

(αβ)1/2
σ+
1

[
q−1υ̂L − qn̂L

]
− (αβ)1/2

q1/2
σ+
L

[
qυ̂1 − q

β ′
β
n̂1

]
(154)

B+(β, β ′) = q1/2

(αβ)1/2
σ+
1

[
q−1 β

β ′ n̂L − q−1υ̂L

]
− (αβ)1/2

q1/2
σ+
L

[
q−1n̂1 − qυ̂1

]
(155)

and

(
S−
1 + S−

L

)
eL(β) − eL(β

′)
(
S−
1 + S−

L

)
= A−(β, β ′)β−1/2α−L/2q−Sz+1 + B−(β, β ′)β1/2αL/2qSz−1 (156)

with

A−(β, β ′) = (αβ)1/2

q1/2
σ−
1

[
qn̂L − q−1υ̂L

]
− q1/2

(αβ)1/2
σ−
L

[
q−1n̂1 − q−1 β

β ′ υ̂1
]

(157)

B−(β, β ′) = (αβ)1/2

q1/2
σ−
1

[
q

β ′
β

υ̂L − qn̂L

]
− q1/2

(αβ)1/2
σ−
L

[
qυ̂1 − q−1n̂1

]
. (158)

With the choice β ′ = q−2β (142) reduces to

S±H(β) − H(q−2β)S± = (
S±
1 + S±

L

)
eL(β) − eL(q

−2β)
(
S±
1 + S±

L

)
. (159)

For S+ the r.h.s. reduces to

{
q1/2

(αβ)1/2
σ+
1

[
q−1υ̂L − qn̂L

] − (αβ)1/2

q1/2
σ+
L

[
qυ̂1 − q−1n̂1

]}

× [
β1/2αL/2q−Sz−1 − β−1/2α−L/2qSz+1

]
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With (143), (144) one thus arrives at

S+H(β) − H(q−2β)S+ = [
q−1υ̂L − qn̂L

]
S+
1

[
1 − β−1α−Lq2Sz+2

]
+ [

qυ̂1 − q−1n̂1
]
S+
L

[
1 − βαLq−2Sz−2

]
. (160)

Notice that the action of the pseudo commutator on states with particle number
satisfying

qL−2N+2 = βαL (161)

vanishes.
Similarly one obtains for S− the r.h.s. of (159)

{
(αβ)1/2

q1/2
σ−
1

[
q−1υ̂L − qn̂L

] − q1/2

(αβ)1/2
σ−
L

[
qυ̂1 − q−1n̂1

]}

× [
β1/2αL/2qSz−1 − β−1/2α−L/2q−Sz+1]

which yields

S−H(β) − H(q−2β)S− = − [
q−1υ̂L − qn̂L

]
S−
1

[
1 − βαLq2Sz−2

]
− [

qυ̂1 − q−1n̂1
]
S−
L

[
1 − β−1α−Lq−2Sz+2

]
. (162)

Notice that the action of the pseudo commutator on states with particle number
satisfying

q−L+2N+2 = βαL (163)

vanishes.
In compact form (159) can thus be written

S±H(β) − H(q−2β)S± = ± [
q−1υ̂L − qn̂L

]
S±
1

[
1 − β∓1α∓Lq2Sz±2]

± [
qυ̂1 − q−1n̂1

]
S±
L

[
1 − β±1α±Lq−2Sz∓2

]
. (164)

One can iterate. E.g. for (S−)2 one obtains

(S−)2H(β) − H(q−4β)(S−)2

= (1 + q−2)
[
qn̂L − q−1υ̂L

]
S−
1

(
L−1∑
k=2

S−
k

) [
1 − βαLq2Sz−4

]

+(1 + q−2)
[
q−1n̂1 − qυ̂1

] (
L−1∑
k=2

S−
k

)
S−
L

[
1 − β−1α−Lq−2Sz+4

]
. (165)

Iterating further as in [30] one arrives at Proposition1.
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