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Abstract. In current big data era, there has been an explosive growth
of various data. Most of these large volume of data are non-structured
or semi-structured (e.g., tweets, weibos or blogs), which are difficult to
be managed and organized. Therefore, an effective and efficient classifi-
cation algorithm for such data is essential and critical. In this article, we
focus on a specific kind of non-structured/semi-structured data in our
daily life: recipe data. Furthermore, we propose the document model and
similarity-based classification algorithm for big non-structured and semi-
structured recipe data. By adopting the proposed algorithm and system,
we conduct the experimental study on a real-world dataset. The results
of experiment study verify the effectiveness of the proposed approach
and framework.
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1 Introduction

In current big data era, there has been an explosive growth of various data.
Most of these large volume of data are non-structured or semi-structured (e.g.,
tweets, weibos or blogs). These data has the following distinct characteristics,
which cannot be handled by the conventional database management systems.

– Huge Volumed. The user-generated data is large scale as users are easily
to produce and share data with various kinds of devices.

– Explosive Grown. Every day, 2.5 quintillion bytes of data are produced
and 90 % of the data in the world today were created within the past two
years [20].
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– Non-/Semi-Structured. The structure of the user-generated data are nor-
mally non-structured and semi-structured, since a piece of data (e.g., a tweet
or a blog) may contain videos, images, texts and so on.

Therefore, it is very difficult to manage and organize such data by using
the conventional approaches. To find the underline behaviors and patterns of
the data, it is quite important to classify data into categories. To achieve this
goal, an effective and efficient classification algorithm for the data is essential
and critical. In this article, we focus on a specific kind of non-structured/semi-
structured data in our daily life: recipe data. As the recipe data is a useful source
to help people cook dishes, it is quite necessary to categorize these data to help
them find favorite dishes of their preference. The main contribution of this paper
are listed as follows.

– We present a document and similarity model for the big non-structured and
semi-structured recipe data.

– We propose a similarity-based classification algorithm based on the document
and similarity model.

– We conduct the experimental study on a real-world dataset, and verify the
effectiveness of the proposed algorithm and framework.

The remainingparts of this article are organizedas follows. Section 2 reviews the
related work to our research. The proposed document and similarity modeling app-
roach and the classification algorithm for big non-structured and semi-structured
recipe data is introduced in Sect. 3. In Sect. 4, we report the experimental results
by performing the algorithm and baseline in a real-world dataset. Section 5 sum-
marizes the findings and some potential future directions of this research.

2 Related Work

In this section, we mainly review the research on the user-generated contents
(e.g., twitters) in the Web 2.0 era. Golder and Huberman investigated the usage
patterns and user behaviors of the social media contents and annotations [7].
Bischoff et al. did some statistical analysis on some social tagging data sets
to gain valuable tags for search [2]. Manish et al. investigated various distinct
characteristics of the user-generated tags [9]. Furthermore, the social tags were
considered as an important semantic sources for modeling the items for recom-
mendations [17,29], semantic retrieval [25] and personalized search [3,22]. More
recently, researchers attempted to organize and categorize these data from the
perspective of users. For example, the community-based modeling approaches
[19,21,23,24] were adopted to achieve this goal. Another example is to identify
the underlying patterns from the structure of social data [1,11]. Some researches
also try to index the data through a cognitive approach, which identify senti-
ments [14,15], emotions [18], pre-knowledge [6,30], role in the group [5], preferred
patterns [31] and personality [8]. There have been several classifying and orga-
nizing approaches for non-structured/semi-structured data. A classifier for the
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semi-structured documents was proposed by using the a structured vector model
[28]. Lesbegueries et al. presented models take into account characteristics of het-
erogeneous human expression modes: written language and captures of drawings,
maps, pictures, etc., and semantic treatments have been built to automatically
manage spatial and temporal information from non-structured data [13]. The
techniques and relevant issues of keyword search were discussed in [4]. Mans-
mann et al. proposed an approach based on introducing a data enrichment layer
responsible for detecting new structural elements in the data using data min-
ing and other techniques [16]. EsdRank, which treats vocabularies, terms and
entities from external data as objects connecting query and documents, was a
new technique for improving ranking using external semi-structured data such
as controlled vocabularies and knowledge bases [26].

3 Methodology

The overall workflow of classification algorithm is shown in Fig. 1. Firstly, the
non-/semi-structured data will be pre-processed. The detail steps include Chi-
nese segmentation, summarization and weighted value assignment. Secondly, the
similarity among different documents will be calculated. Finally, we exploit the
document similarity for classification, and obtain the categorized data.

Fig. 1. The workflow of classification algorithm

3.1 Pre-process on Non/Semi-Structured Data

As the dataset is Chinese, we firstly need to segment Chinese texts into terms.
To address this issue, we employ the Hidden Markov Model (HMM) to perform
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the Chinese segmentation. The detail of our segmentation approach is introduced
in [27]. Furthermore, we build a domain dictionary to extract the summary of the
texts, filter trivial terms and assign the weight to these terms. The construction
of domain dictionary follows the approach introduced in [10]. After the pre-
processed, we then attempt to construct the relationship among documents.

3.2 Document and Similarity Modeling

By pre-processing the texts, we obtain a set of documents to be categorized.
Formally, we defined a document as

di =< t1 : wi(t1); t2 : wi(t2); ...tn : wi(tn) > (1)

where tx is a term of the document, and wi(tx) is the weight to be assigned to
the term. wi(tx) is calculated based on the hybrid paradigm [22] as follows.

wi(tx) = fi(tx) × log2N

m2
x

× fi(tx) · (k + 1)
fi(tx) + k · (1 − b + b · li

la
)

(2)

where fi(tx) is the term frequency of tx in the document, N is the total number
of documents, mx is the number of document containing tx, li is the length of
the document, la is the average length of all documents, and k and b are two
parameters, which are set as 2 and 0.75.

By modeling the document, we obtain a vector for each document. It is quite
straightforward to adopt the cosine measurement to compute similarity between
documents.

Sim(di, dj) =
di · dj

||di ||||dj || (3)

Therefore, we can construct the similarity between each pair of documents
in the corpus.

3.3 Classification Based on Similarity

The algorithm of classification is based on the similarity we have obtained in the
last step. As shown in Algorithm 1, the core idea is adapted from the prototype-
based clustering [12]. Firstly, we randomly assign documents to each category
as a prototype. Secondly, we assign the document has the maximal similarity
with the prototype to the category. Finally, the class labels are outputs when all
documents in the corpus has been assigned.

4 Experiment

The experiment is based on a dataset collected from a folksonomy-based multi-
media recipe dataset in [3]. The dataset contains 500 recipes (documents) in five
main kinds of dishes in China (i.e., Cantonese dishes, Sichuan dishes and so on)
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Data: A set of documents D (di ∈ D); The set of categories C (cx ∈ C)
Result: Class label cx for di
for each cx ∈ D do

Randomly assign |C| documents to each cx;
Set these documents dx as the prototype of cx;
D ← D − {dx}

end
for each document di ∈ D do

Compute sim(di, dx) by Equation (3);
Find thedi,dx with maximal sim(di, dj);
cx ← di;
dx ← Mean(cx;
D ← D − {di};

end
Output class label cx for di;

Algorithm 1. The Similarity-based Classification

Fig. 2. The performance of F1 measurement

associated with the general descriptions on the characteristics, ingredients, main
taste and so on. Furthermore, 203 users have annotated 7, 889 tags on these
recipes. Averagely, each user has annotated 16.7 recipes. For the purpose of
evaluating the classification algorithm on non/semi-structured documents, we
combine the user-generated tags for each recipe with the corresponding recipe
descriptions to generate a non/semi-structured document.
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To evaluate the effectiveness of the proposed framework and algorithm, we
use the F1 measurement, which is the harmonic mean of precision and recall.
As the proposed method is an unsupervised method for classification, we adopt
a voting strategy to determine the predicted classification label in a category.
That is, the final label of a category is determined by the label which have the
most members in the category. The accuracy and recall are therefore evaluated
by matching the final labels and the ground-truth labels. As shown in Fig. 2, the
performance of the proposed methods (OUR), K-Means (K-MEAN) and Hierar-
chial method (HC) are illustrated. It is also quite clear that the F1 measurement
achieve by our method has the best performance (F1 = 0.535, c = 5). The effec-
tiveness of our proposed method is verified. It is worth to point out that all
methods have the best performance in the number of categories (c = 5). A rea-
sonable explanation for this observation is that the dataset contains five kinds
of dishes as we mentioned. The classification is overfitting the dataset when the
number of categories is greater than 5, while it is underfitting when the number
of categories is less than 5.

5 Conclusion

In this paper, we present a document and similarity model for the big non-
structured and semi-structured user-generated data. Based on the model, we pro-
pose a similarity-based classification algorithm for processing the user-generated
data. Furthermore, We conduct the experimental study on a real-world dataset,
and verify the effectiveness of the proposed algorithm and framework. In future
research, we plan to build user profiles to further improve the effectiveness of
the system.
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