Similarity Search on Massive Data
Based on FPGA

Yanzheng Wang, Hong Gao, Shengfei Shi, and Hongzhi Wang(g)

School of Computer Science and Technology,
Harbin Institute of Technology, Harbin, China
{yz_wang, honggao, shengfei, wangzh}@hit. edu. cn

Abstract. Data quality is a very important question in massive data process.
When we want to distill valuable knowledge from a mass set of data, the key
point is to know whether the dataset is clean. So before we extract useful
massage from the dataset we’d better do some data clean job. Similarity search
is a very important method in data clean. MapReduce will be used to do sim-
ilarity search in our data clean system. But the efficiency is very low. We found
that when we process the massive data stored in HDFS with MapReduce pro-
graming model every part of the dataset will be scanned and this is very
time-consuming especially for large scale dataset. In this paper we will do filter
operation on original data with hardware before we use similarity search to do
data clean.
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1 Introduction

There is growing enthusiasm for the notion of “Big Data”. More and more people want
to find treasure from “Big Data”. However data quality issues will result in lethal
effects of big data applications. Therefore clean the massive data with the problem of
quality is very important. Real treasure will be found only the data quality issue is taken
seriously [1].

In traditional relation database, multi-tuples representing the same entity is the most
common type of poor-quality data. Organizing the multi-tuples which represents the
same entity is an effective method of management of poor-quality data. A Similarity
search [2—4] problem is that given a query, one can get a list of results and each pair of
them meets the similarity threshold. Similarity search is a very important technique in
massive data clean.

In order to clean large amounts of data, we use MapReduce [5] to do similarity
search on massive data stored in HDFS [6]. MapReduce is a part of Hadoop envi-
ronment and it is a programming model for processing large data sets with a parallel,
distributed algorithm on a cluster.

Although the performance is very good when we do similarity search with
MapReduce on massive data, it becomes slow as data size stored in HDFS grows fast.
MapReduce will scan every part of the table stored in HDFS and this is very
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time-consuming. In order to fix this problem we will use FPGA [7] to filter the original
data. And FPGA does better in this job.
The main contributions of the paper are summarized as follows:

1. Put FPGA into hadoop environment and call FPGA to do filtration job. In order to
use FPGA in hadoop, we changed Mapreduce programing model.

2. Two algorithm was proposed and implemented. A lot of experiments was per-
formed to test our system.

The rest of the paper is organized as follows: Sect. 2 describes the background of
our work. We present two algorithms in Sect. 3 and we did some explain for each of
them. In Sect. 4, we give the results of our experiment evaluation. Finally, Sect. 5
concludes this paper.

2 Background

2.1 Similarity Search

Due to data reported many times or other human factor, it’s quite normal for data repeat
in real work environment. Field similarity was used to judge repeated data. The sim-
ilarity factor S (0 < S < 1) between two fields represent the level of similarity. It is
calculated according to the content of the fields. The smaller of S, the similarity
between the fields. S = 0 means the two fields completely same. The method to
calculate S is different according to the field type.

For bool type, if the two fields are equal, S is zero; otherwise, S is one.

For numeric field, we use relative difference to get the similarity factor. It can be
represent by

S(S_1,S 2) = |S_1 —S_2|/max(S_1,S_2) (1)

For character type, there is a relatively easy method to calculate the similarity
factor. Divide the number of matching character by the average number of the two
character string.

S(S_1,5_2) = [K|/((IS_1]+S_2])/2) 2)

In this formula, K is matching character of the two character string.
Set the threshold and discover similar objects with similarity search. Then we can
do delete operation or other data clean operations.

2.2 MapReduce Programing Model

In recent years Hadoop was used to solve massive data problem due to its distributed
file system and MapReduce programing model. MapReduce is a software framework
capable of processing large amounts of data-sets in parallel across a distributed cluster
of processors or stand-alone computers. A MapReduce program is composed of two
procedures:
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e Map() procedure performs filtering and sorting
e Reduce() procedure performs a summary operation

2.3 System Architecture

Our data clean system is based on Hadoop environment, data-sets stored in HDFS
(Hadoop Distributed File System) and processed with MapReduce. In order to speed up
similarity search module, we use FPGA to do filter operation instead of CPU. We can
see FPGA does better than CPU in this job in many previous papers. As we write
before, Map procedure performs filtering and sorting. So we will add FPGA into Map
procedure to do filter job (Fig. 1).

Slave

Fig. 1. Hadoop system with FPGA. As we can see from this architecture, FPGA will insert into
each slave.

When we use MapReduce to do data clean job, we will change that job into another
form which can be done with FPGA.

2.4 File Format

ORCFile [8, 9] was introduced in Hive 0.11 and each ORCFile is composed of one or
several stripes. The default size of stripe is 250 MB. Stripes have three sections: a set of
indexes for the rows within the stripe, the data itself, and a stripe footer.

This file format will be used as default file format in our data clean system because
of its excellent compression. This file format is convenient for hardware to process
(Fig. 2).

The stripe footer contains the encoding of each column and the directory of the
streams including their location. In row data each column is stored separately. Index
data includes min and max values for each column and the row positions within each
column. We will use the statistic information of each column stored in index data to do
coarse filtration.
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Index Data

Row Data

Stripe

Stripe Footer

Fig. 2. Stripe’s structure, ORCFile is composed of stripes.

3 Filter Operation

ORCFile was used as our default file format. Our dataset was stored in HDFS in this
format. Each file stored in HDFS will be sliced into several ORCFiles and every
ORCFile composed by some stripes. Stripe will be processed as a whole, it won’t be
split at here. This operation was added into map function. Map function was changed
by us to process with FPGA (Fig. 3).

Map Task

____________________________________________________

Local
Input Blocks HDFS Storage 8

Fig. 3. Map task’s execution with FPGA

3.1 Coarse Filtration

If we just use a part of data of one file and the rest of the file has nothing to do with the
result, we do not want to scan all of the file. If we can read the data related the result
only we can avoid many I/O time-consuming.

Stripe has some index data, we use this information to do coarse filtration. When
we store data file in HDFS, program will calculate statistical information for each
column. Each stripe has statistical information for its row data. This information will be
used for coarse filtration.
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Algorithm 1. Coarse Filtration
Input: sinfo — Stripe Information
Input: ficon — filter conditions
Output: true iff this stripe can be ignored without read
1: Function coarseFil(sinfo, ficon)
2: if we want to use FPGA to do filter job then
3 for each filter condition c € ficon do
4 if the variable in condition ¢ can be used to do filtration then
5 get s € sinfo
6: result € compare(c, S);
7
8

: update the ficon with result;
: for each operator op € ficon do
9: if opis ‘alb’ then

10: return a&b;
11: if op is ‘a&b’ then
12: return alb;

For every stripe, we can get its statistic information by its id. Then the information
will be used by function coarseFil. In function coarseFil we can decide whether this
stripe needs to be read from disk through compare stripe’s statistic information with
filter conditions. If one stripe needs not to be read from disk, we can avoid I/O
operations on the stripe. This can save our time.

We analyze the filter condition and compare the data user defined with every stripes
statistic information in Line 2-6. After we will replace the filter condition with the
compare result. And the final result will be calculated in Line 8—12.

3.2 Add Hardware into Software

In this paper, we use FPGA to do filtration job. We expect FPGA will give us a good
performance in this kind of job. In order to use FPGA in hadoop environment we will
change original system.

We pass the whole stripe and some useful information to FPGA. FPGA will do
filter operations with the information on that stripe. Result will be returned to software
after filtration. Software will use the result to do similarity search. Because the data
used to do similarity search was filtered by FPGA. Unnecessary data won’t be used at
this time.

For each stripe, it will be read from disk and passed to FPGA through interface.
Along with the stripe, some useful information will be used by FPGA as parameter. We
get the filter results from FPGA and put it into memory, it will used to do other things.
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Algorithm 2. Interface to access Hardware
Input: finfo - ORCFile which we are processing
Input: ficon - filter conditions

Input: rdata — raw data will be used by FPGA

1: Function visit FPGA(finfo, ficon, rdata)
2: if we want to use FPGA to do filter job then

3: for each stripe s € finfo do

t < coarseFil(ficon, s);

if tis true then
get sinfo from stripe;
get raw_data from stripe;
set_para_FPGA(sinfo);
get_result(raw_data);

10: put each result for stripe into memory pool;

11: for each key/value in memory pool do
12: pass down the data to do similarity search;

We get each stripe information from metadata (Line 6). Then the raw data waiting
to be processed will be read from disk (Line 7). Function set_para_FPGA will be used
to set parameters for FPGA (Line 8). We can get the final result from FPGA through
function get_result (Line 9).

3.3 Mechanism of FPGA

In recent years, many researches use FPGA (field-programing gate arrays) to process
high-volume data, e.g., data mining [10, 11], image processing [12—14], or other
high-throughput applications [15, 16]. It seems that we can make use of FPGA in the
field of data clean.

The core component of FPGA is a series of processing unit. Each unit can process
two kinds of judge sentences.

1. Sentence like column 6 constants. In this sentence 6 is compare symbol, it include
=, <>, >, <, >=, <=. Column is the column used to do compare. Constant represent a
constant or string, it was used to be compared.

2. Sentence like column 6 column. In this sentence 6 is compare symbol, it include =,
<>, >, <, >=, <=. Two columns will be used to do compare.

When a query comes, CPU will analyze that query and pass the parameter to
FPGA. Processing unit of FPGA can calculate whether the data meet the condition
based on parameter immediately. It will send signal “1” when the condition are met.
Otherwise, it will send signal “0”.
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4 Experiments

4.1 Framework

The algorithms introduced in Sect. 4 have been implemented in Hadoop-2.6.0. The
experiments were performed on Hadoop system with one namenode and three datan-
ode. Each node running Ubuntu 14.04 equipped with one Intel Core 15-2400 3.10 GHz
quad-core processors and 8§ GB DRAM.

The dataset we used in experiments is generated by TPC-H. We will use different
size to test our system because of we assumed that the lager the dataset the better the
performance of this system. And our FPGA will just do filter job this time, so we will
just use one table in TPC-H.

The experiments will tested with and without coarse filtration in a series of size of
dataset. In this way we can see the performance of coarse filtration and FPGA alone.

4.2 With FPGA Alone

Set the MapReduce run with FPGA and run test query in this model. Compare the
result with the original Hadoop. Do this in different size of dataset.
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@ 1000
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g 400 0.5
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0 || 0
1 5 10 1 5 10
Dataset Size(GB) Dataset Size(GB)
Fig. 4. Running time on three kind of dataset Fig. 5. Performance improved ratio

size

In Fig. 4 we can see two system’s time cost on three different size of dataset. It
shows that we can improve the performance with FPGA. Time cost by system with
FPGA less than original Hadoop. Figure 5 shows the ratio between our system and
original one. With the increase of the amount of data, the ratio will increase. It means
our system perform better on high-volume dataset.
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4.3 Add Coarse Filtration

We know how coarse filtration works from algorithm 1. It performs filtration based on
statistic information of the whole stripe. So it only works on stripe rather than rows.
This means the performance relate with the query sentence. And if one column of the
file was ordered, the performance will be better.

In this section query sentence include a range query on the ordered column.
Therefore, the coarse filtration will be used. Otherwise, we cannot test the performance
of it (Figs. 6 and 7).
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Fig. 6. Running time on three kind of dataset Fig. 7. Performance improved ratio

size

We can imagine that if the range query on ordered column is fixed, the large the
dataset the more data will be filtered. The performance improved significantly because
of the filtered data won’t be read from disk.

However, we can’t say this System is the best due to its performance rely on the
query sentence. If we can’t filter data from it, its performance is not better than the
system with FPGA alone.

5 Conclusion and Outlook

In this paper, we proposed filtration based on FPGA to improve the performance of
data clean system based on Hadoop. We want to reduce the running time of the most
time-consuming part. We use FPGA to do filtration job to reduce I/O time and ease
CPU’s pressure. The experiment results show that our system performs better than the
original one.

Coarse filtration performs better during the query sentence include range query on
the ordered column. We can filter large amount of data through it when the dataset is
ordered. If the dataset is disorganized, coarse filtration will not bring us benefits. In
order to fix this problem we can chose use it or not based on the query sentence.
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We can do many things with FPGA [17-19] because of its inherent advantages in

data process. We want to implement join, group by and other operations with FPGA.
We hope FPGA and other hardware play a huge role in massive data process in the
future.
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