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Abstract. Recommender systems become increasingly significant in
solving the information overload problem. Beyond conventional rating
prediction and ranking prediction recommendation technologies, two-
step recommendation algorithms have been demonstrated that they
have outstanding accuracy performance in top-/N recommendation tasks.
However, their recommendation lists are biased towards popular items.
In this paper, we propose a popularity normalization method to improve
the diversity of user-based two-step recommendation algorithms. Exper-
iment results show that our proposed approach improves the diversity
performance significantly while maintaining the advantage of two-step
recommendation approaches on accuracy metrics.

Keywords: Recommender system - Collaborative filtering - Diversity -
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1 Introduction

As the development of Internet and Mobile Internet, massive user-generated
data give an opportunity to offer personalized information service with semantic
computing [18,25,26]. Recommendation is an important kind of personalization
technology which may help people in retrieving potentially useful information
in a huge set of choices, especially in the current age of information overload.
Collaborative filtering (CF) is a leading approach to build recommender sys-
tems which has gained much popularity recently [5,6,20,21]. CF is based on the
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analysis of past interactions between users and items, and hence can be readily
applied in a variety of domains, without requiring external information about
the traits of the recommended items.

Conventional CF approaches are based on users’ rating values, for example
from 1 to 5, and consider the recommendation problem as a rating prediction
problem. These approaches estimate the ratings of items that have not been
rated by the target user based on the rating history with a heuristic method
[7,9] or a learned model [4,16,31], and recommend top-N items with the highest
predicted ratings. Therefore, many researchers focus on improving the prediction
accuracy of unknown ratings. They consider that high quality of rating predic-
tions directly indicates good recommendations [16,31]. However, what people
want from recommender systems is not whether the system can predict rat-
ing values accurately, but recommendations that match their interests [8]. Some
researchers demonstrate that there is no trivial relationship between rating pre-
diction accuracy and recommendation quality, as the rating prediction accuracy
is not always consistent with ranking effectiveness [8,19,28]. Therefore, different
from these rating prediction approaches, some researchers directly consider the
recommendation problem as a ranking problem [17,19,24]. They propose models
for ranking predictions by directly modeling user preferences with respect to a
set of items rather than the rating scores on individual items.

We agree that the recommendation problem is a ranking problem. However,
directly optimizing ranking targets may loss the semantic information of the rec-
ommendation scenario. Different from these ranking prediction CF, we proposed
a two-step recommendation framework to generate recommendations by simu-
lating the steps of users generating their rating data in previous work [28,30].
Experiments show that our proposed approaches based on this framework gain
better accuracy than conventional ones. However, beyond accuracy, other qual-
ity factors, such as diversity and novelty, are also important for recommendation
technology [1,3,10,12,15,23,27,32]. Some studies argue that one of the goals of
recommender systems is to provide a user with highly idiosyncratic or person-
alized items, and more diverse recommendations result in more opportunities
for users to get recommended such items [2]. In 2014, the ACM conference on
Recommender Systems holded an independent session “Diversity, Novelty and
Serendipity”!. Unfortunately, diversity and novelty of these two-step recommen-
dation approaches are not very good. It appears that some recommendations
of these approaches are biased towards well-known items, which may have been
known by users. In this circumstance the recommendations are accurate, but not
that valuable as the lack of novelty.

Therefore, the goal of this paper is to improve the diversity and novelty
performance of two-step recommendation approaches while maintaining their
advantages of accuracy. An improved user-based two-step recommendation algo-
rithm with popularity normalization (UTSP) is proposed by adjusting the impor-
tance of items according to their popularity.

! http://recsys.acm.org/recsysl4/session-diversity-novelty-serendipity /.
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The remainder of the paper is organized as follows. Section 2 introduces two-
step recommendation algorithm. UTSP is proposed in Sect. 3. Experiments are
carried out on the MovieLens dataset in Sect.4 to compare the proposed app-
roach with some benchmark ones. We review related literature in Sect. 5. Finally,
Sect. 6 concludes the paper.

2 Two-Step Recommendation Algorithm

A typical Collaborative Filtering recommendation task is based on the rating
data generated by users. These data contain two layers of user behaviors. The
first one is that the current user selects an item to rate. The second one is rating
it with a value. However, conventional recommendation approaches directly use
rating values or rating ordinal relation to build rating prediction or ranking
prediction algorithms and generate recommendations with no concern on the
behaviors that users select items to rate. The effectiveness of these approaches
is based on a condition that if a user rates an item, he/she may rate it with
a value which is predicted by recommendation algorithms. Unfortunately, the
prerequisite may not be satisfied. A user may not tend to rate an item, as it
does not match his/her interest.

Therefore, we have proposed two-step recommendation algorithms to solve
the recommendation problem in our previous work [28,30]. In a two-step recom-
mendation algorithm, the unknown user behaviors can be predicted as simulation
of user generating ratings. That is predicting the probability P(u,z) that user
w rates item 4 (in the first step), and then predicting the value 7(u,?) which
u may rate ¢ with (in the second step). After that, the ranking score can be
computed as:

ranking(u,i) = P(u,i)?(u, 1) (1)

This ranking score can be interpreted by the generation steps with a proba-
bility semantic. In addition, for a certain (u, %), the probability that the user may
rate the item is p(u, i). Therefore, the probability that the user will not rate the
item is 1 — p(u,z) In recommender systems, typical values for the rated item
are in 1-5 or 1-10 scale. In order to model rating values and rating behaviors in
a unique model, the items that a user does not want to rate can be considered
as being rated with value 02. In this way, the ranking score can be viewed as the
mathematical expectation of users’ rating on the items. This can be considered
as another interpretation of the ranking score:

2 0 is a typical value out of the range of rating scale, which can be used to distinguish
the rating value and the rating behavior.
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The goal of the first step is to predict the rating behaviors. Intuitively, histor-
ical rating behaviors are relevant to it, whereas rating values are not. Therefore,
the probability is predicted using only rating behaviors in the first step of our
proposed framework. In the second step, all users’ historical rating data (both
rating behaviors and rating values) are used to predict unknown ratings. This is
a classical rating prediction problem. Existing techniques focus on rating predic-
tion can be used in this step. After the two-step calculation, the ranking score
can be computed with (1). The recommendation results can be generated based
on the rankings.

3 UTSP Recommendation Algorithm

Recommender systems are explored to solve information overload problem for
users. It means that the purpose of recommendation is inherently linked to
a notion of discovery, as recommendation makes most sense when it exposes
the user to a relevant experience that he/she would not have found by him-
self/herself. However, it is found that recommender systems actually can reduce
the aggregate diversity, which has been described as “Harry Potter Problem?”
[11,29]. Harry Potter is a runaway bestseller, which always appears in customers’
recommendation list whatever books they are browsing. That is, recommended
items are biased towards popular, well-known items. This can be explained by
the fact that the idiosyncratic items often have limited historical data and, thus,
are more difficult to be recommended to users; in contrast, popular items typi-
cally have more ratings and, therefore, can be recommended to more users. This
phenomenon exists and is even worse in two-step recommendation algorithms,
hence a UTSP algorithm is proposed to improve the diversity and novelty per-
formance in this section.

3.1 The First Step

The target of the first step is to predict the probability that a user rates an item
with users’ historical rating behaviors. The rating behaviors are binary data,
hence a user can be described as an n-dimensional vector in which 1 represents
rated items and 0 represents unrated ones, which can be written as:

Vu(u) = (vi,v2,- - ,vn) (3)
o 1,i€I(u)Z, n
= { S e ) (4)

where I(u) represents the item set rated by user w.

Conventional user-based two-step recommendation algorithm (UTS) directly
use this model to predict the probability that a user rates an item. If ignoring
the effect of user similarity, the probability can be calculated as:

Plui) = e 3 V@)l 5)

a€N(u)

3 http://glinden.blogspot.com/2006/03 /early-amazon-similarities.html.
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where Vis(a)[i] is the i'" element of the binary user model for user a, N(u)
represents the neighbor set of user u, which contains the most similar users to
user u.

This is the probability that an item rated by the neighbors for a given user.
Intuitively, it is biased towards popular items as they have more ratings overall.
Let’s take the book domain for a motivate example. Harry Potter, as a bestseller,
is bought by about 20 % of users, while Data Mining is a professional book for
computer science researchers, only bought by no more than 0.3 % of total users.
But in the neighbor set (with 50 neighbors) of a specific user a, there are 10 users
who have bought Harry Potter, and 5 users who have bought Data Mining. If
using (5) to generate recommendation directly, Harry Potter will be recommend
to a. However, Data Mining might be a much better recommendation as the
purchase rate in a’s neighbor set is far larger than the overall rate, the user may
be a computer science researcher. It means that the increment of the purchase
rate in a user’s neighborhood is a more important measure than the value of
purchase rate itself. It can be calculated as:

 Yeenio W@/INW)
Plu.i) = GIONE ®)

where U (i) represents the set of users who have rated item ¢, U represents the
set of all the users. The value of the increased rate may be larger than 1, which
is not suitable for the definition of probability. Moreover, since the main target
of recommender systems is to recommend items for given users, and | N (u)| and
|U| are constants for a given user, (6) can be simplified as:

~ N ZaEN(u) VU(G)[Z]
P(u,i) = 00| (7)

As U(i) is the popularity of item 4, (7) can be considered as a normalization
function with popularity. Furthermore, the attitude from a more similar user
is always considered as more important information. Therefore, by including
the similarity information, the probability that a user rates an item can be
calculated as: ] ]

p(u’ Z) _ ZaE{V(u) szm(u, a) VU(G)[Z]
|U(7’)| ! ZaEN(u) szm(u, a’)

where sim(u,a) is the similarity between user v and user a.

In theory, this is an effective method to predict the probability that a user
rates an item. However, according to our empirical study, the recommendations
from (8) are biased towards long tail items. Let’s get back to the book domain
example. If only one neighbor has bought Data Mining because of his/her indi-
vidual interest, the book still will be recommended to the user as its popularity
is much less than Harry Potter. This means that the recommended items will be
biased towards individual neighbor’s long tail interest rather than the common

(®)
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interest of the neighbor set. Therefore, we can decrease the degree of popularity
normalization in order to reduce the bias towards long tail items. The revised
function is written as:

p(u ’L) _ ZaGN(u) szm(u, a’) : VU(G’)[Z]
B VUG X senu sim(u,a)

where 3 is a small constant to make sure the probability is between 0 and 1.

9)

3.2 The Second Step

The second step is considered as a classical rating prediction problem. It can be
done by making use of existing techniques. In UTSP, we use SVD++ [16] in the
second step.

SVD++ is a matrix factorization approach, which is demonstrated to yield
superior accuracy by considering implicit feedbacks® as complement of explicit
feedbacks (rating values), and using them together to build recommendation
models by minimizing prediction errors. The prediction model of SVD++ is as
follows:

1
Puyi) = s+ by + b+ af (pu + [N(W)[ 77 Y y)) (10)
j€lu
where p is the average rating value of the known data. b, and b; indicate the
observed deviations of user u and item %, respectively, from the average. p, and
g; are the factorized user and item factor, respectively. y; is an item factor which
is computed according to the impact of implicit feedbacks.

SVD-++ learns the values of involved parameters with a stochastic gradi-
ent descent technique by minimizing the regularized squared error function [16]
associated with:

Ml gu by 2o (Pui = = bu — bi — ¢ (pu+

<u,i> .
IN(W)[72 X 9i))* + Ae(D7 +b7)
. (11)
JQGN(u) 2 2
A7l + llpull® + 22 Nwill®)
JEN (u)

where r,; is the actual rating value for item 7 rated by user u, A\¢ and \; are
two regularization parameters. The predicted ratings can be calculated by (10)
using the learned parameters.

Based on the above models, UTSP can predict P(u, i) according to (9), pre-
dict #(u,4) according to (10), compute the rankings of the unrated items for
users according to (1), and then generate recommendations.

4 Types of implicit feedback include rating behaviors, purchase history, browsing his-
tory, and search patterns.
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4 Experiment

4.1 Experiment Setup

In this paper, we focus on both accuracy and diversity performance in top-N
recommendation task, and use 4 metrics to evaluate our proposed approach.
1-call [22] and the Normalized Discounted Cumulative Gain (NDCG) [14] are
used as accuracy metrics, whereas Coverage (COV) is used for evaluate the diver-
sity of recommendations, and coverage in long tail (CIL) is mainly for evaluating
novelty [30].

The proposed recommendation approach is evaluated on the MovieLens
dataset, which consists of 100,000 ratings which are assigned by 943 users on
1682 movies. Collected ratings are in a 1-to-5 star scale. We use 5-fold cross vali-
dation for the evaluation. Starting from the initial data set, five distinct splits of
training and test data are generated. For each data split, 80 % of the original set
is included in the training data and 20 % of it is included in the test data. Users’
rating history in the training set is used to generate recommendations according
to different algorithms. The test set is then used to evaluate the recommendation
results.

The proposed approach is compared with some benchmark ones for both
rating prediction and ranking prediction approaches. For rating prediction
approaches, UserCF [9] and SVD++ [16] are used for comparison. UserCF is
a user-based CF with Jaccard as its similarity function. SVD++ is a state-of-
the-art rating prediction approach. For ranking prediction approaches, pLPA [19]
is used for comparison, which is a probabilistic latent preference analysis model
which directly optimizes ranking target based on a pairwise ordinal model.

In addition, some approaches need user-specific parameters. The details of
parameter assignments for different approaches are as follows: the size of nearest
neighbors for UserCF is 50; SVD++ has 50 features and 25 iteration steps with
X¢ = A7 = 0.05, and v = 72 = 0.002; pLPA has 6 latent preferences and
30 iterations [19]. The first step of UTS and UTSP has the same neighbor size
as UserCF, and the second step of UTS and UTSP has the same parameters as
SVD++. Therefore, the effectiveness of the proposed approaches is irrelevant to
the impact of these parameters.

With these parameters, all of the above mentioned approaches are evaluated
by 1-call, NDCG, COV and CIL.

4.2 Experiment Results

In this subsection, UTSP will be compared with some benchmark recommenda-
tion approaches, including UserCF, SVD++, pLPA, and UTS, to demonstrate
its effectiveness. For each approach, we report the NDCG values at the 1st,
3rd and 5th positions in the recommendation list, and 1-call, COV and CIL at
the 5th position. Table 1 illustrates the results, where the top 2 best performed
approaches for each metric have been highlighted.
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Table 1. Performance of two-step recommendation approaches.

NDCG l-call |COV |CIL
1 3 5
UserCF |0.0101 | 0.0100 | 0.0131 |0.0880 |0.2949 |0.1700
SVD++0.0372 |0.0448 |0.0468 |0.1994 | 0.0386 |0.0065
pLPA 0.1506 |0.1326 |0.1211 | 0.3213 | 0.0428 |0.0000
UTS 0.2082 | 0.1855 | 0.1750 | 0.4369 | 0.1034 |0.0036
UTSP |0.18770.1690 0.1587  0.4358 | 0.2592 | 0.0910

As can be seen from the results, the two rating prediction approaches, UserCF
and SVD++, get the worst accuracy. It means that there is no trivial relationship
between the accuracy of rating prediction and quality of top-/V recommendation.
pLPA, a ranking prediction recommendation approach, can improve top-N rec-
ommendation accuracy from rating prediction approaches, which indicates that
the recommendation problem is a ranking problem. For UTS and UTSP, these
two-step recommendation approaches can further increase the recommendation
accuracy. This shows that two-step recommendation is more suitable for top-IV
recommendation task.

Focusing on diversity metrics, UTS almost gets the worst performance. How-
ever, by using popularity normalization, UTSP improves its diversity perfor-
mance significantly and achieves the 2nd best among all the approaches. If
considering many recommended items from UserCF are irrelevant as its poor
accuracy, UTSP recommends most effective items in terms of diversity. It means
that UTSP outperforms all the benchmark recommendation approaches if con-
sidering both accuracy and diversity performance comprehensively.

5 Related Work

In this section, the review of literatures is divided into three parts. The first one
is about conventional rating prediction recommendation algorithms. The second
one includes some studies on ranking prediction recommendation approaches.
The last one focuses on the two-step recommendation approaches.

5.1 Rating Prediction Approaches

Recommendation techniques have been studied for several years. Conventional
recommendation approaches are based on rating prediction. In these approaches,
the past interactions between users and items are analyzed by collaborative
filtering. Algorithms of collaborative filtering can be divided into two classes:
memory-based and model-based [2].

Memory-based algorithms are heuristic methods that make rating predictions
based on the entire collection of items previously rated by users [7,9]. They are
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based on a basic assumption that people who agreed in the past tend to agree
again in the future. The level of agreement can be measured by similarity. Based
on the similarity calculation, recommender systems predict ratings for unknown
items using adjusted weighted sum of known ratings and recommend items with
high predicted values [9].

Model-based CF is another kind of typical CF methods. Model-based algo-
rithms use the collection of ratings to learn a model, typically using some statis-
tical machine-learning methods, which are then used to make rating prediction.
These approaches always design appropriate loss functions and optimization pro-
cedures to learn their models by minimizing the error between predicted ratings
and actual ones. Examples of such techniques include Bayesian clustering [4],
matrix factorization [16,31], and probabilistic Latent Semantic Analysis [13].

These conventional approaches are based on users’ rating values, their opti-
mization goals are minimizing prediction errors. Though they cannot generate
top-IN recommendation effectively, these techniques can be applied in the second
step of two-step recommendation approaches.

5.2 Ranking Prediction Approaches

Differently from those rating prediction approaches, some researches directly
consider the recommendation problem as a ranking prediction problem. They
propose models for ranking prediction by directly modeling user preferences
with respect to a set of items rather than the rating scores on individual items.

Weimer et al. [24] present a method (CofiRank) which uses Maximum Margin
Matrix Factorization and considers maximum NDCG as the optimizing target.
The approach is adaptable to different scores. Since the optimizing target of
Cofirank is a listwise one, the approach scales well on collaborative filtering
tasks.

Liu et al. [19] propose a probabilistic latent preference analysis (pLPA) model
to make ranking predictions. From a user’s observed ratings, they extract his/her
preferences in the form of pairwise comparisons of items which are modeled by
a mixture distribution based on Bradley-Terry model. An EM algorithm for
fitting the corresponding latent class model as well as a method for predicting
the optimal ranking is described.

Koren et al. [17] propose a collaborative filtering recommendation framework,
which is based on the technique that considers user feedback on products as
ordinal, rather than the more common numerical point of view. Their approach
is based on a pointwise ordinal model, which allows it to linearly scale with data
size. In addition, the approach can predict a full probability distribution of the
expected item ratings, rather than only a single score for an item, and estimate
the confidence level in each individual prediction.

It is demonstrated that these ranking prediction approaches can get bet-
ter ranking results than rating prediction ones. However, experiments show
that good performance on ranking prediction does not necessarily indicate good
quality of top-IN recommendation, which is the main purpose of recommender
systems.
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5.3 Two-Step Recommendation Approaches

Typical recommendation task is based on the rating data which contain two
layers of user behaviors. The first one is that the current user selects an item to
rate. The second one is rating it with a value. In this circumstance, simply using
either rating prediction or ranking prediction idea to generate recommendations
is ineffective since their basement condition that if a user rates an item, he/she
may rate it with a value which is predicted by recommendation algorithms may
not be satisfied. Therefore, two-step recommendation approaches try to solve
recommendation problem in a different way.

Hofmann [13] decomposes the recommendation problem into the prediction
of selected items and the prediction of the rating conditioned on the selected
items. This mimics a scenario in which the user is free to select an item of
his/her choice and also provides a rating for it. [28] finds that whether a user
rates an item can be considered as a measure of interest no matter whether the
value is high or low, and the rating values themselves represent the attitude
to the quality of the target item, especially in the information overloaded age.
Therefore, used-based and item-based two-step recommendation approaches are
proposed by recommending items matching users’ interests first, and then finding
high quality items which users will like from the interested item set. [30] further
proposes a two-step recommendation framework by simulating user generating
ratings. That is predicting the probability that a user rates an item in the first
step, and then predicting the value which the user may rate the item with in
the second step. After that, the ranking score, which is used for generating
recommendations, can be computed as the product of the probability and the
value. Based on the framework, a hybrid approach of topic model and matrix
factorization is proposed.

All the above two-step recommendation approaches gains good performance
on accuracy in top-N recommendation task. The main difference between them
is that Hofmann’s approach is a intra two-step recommendation approach, which
learns a unified model containing both steps, whereas others are inter two-step
recommendation approaches, which combine two models, each of which processes
in one step, respectively.

6 Conclusions

User-based two-step recommendation approach directly uses the probability that
an item is rated by the neighbors to predict given user’s possible rating behavior.
It may cause recommendations to bias toward popular items.

By analyzing this problem, we propose a popularity normalization approach to
improve UTS, which leads to significant diversity improvement while maintaining
the good performance on accuracy. Experiment results show that our proposed
approach outperforms the benchmark, including UserCF, SVD++, pLPA, and
UTS while considering both accuracy and diversity performance comprehensively.
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