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Abstract. We propose to design a semi-automatic ontology building approach
to create a new taxonomy of the digital economy based on a big data approach –
harvesting data by scraping publicly available Web pages of digitally-focused
business. The method is based on a small core ontology which provides the basic
level concepts in business model. We try to use computational approaches to
extracting Web data towards generating concepts and taxonomy of business
models in the digital economy, which can help consequently address the important
question while exploring new business models in big data era.
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1 Introduction

Big Data and data science promises to change how business is conducted and how inno‐
vations emerge. Publicly accessible data, such as Web pages, provide a rich source of
structured and unstructured data that we can begin to study and extract knowledge about
emerging trends in culture, society and business – and about the digital economy itself.

In the digital economy many new companies emulate their business models, for
example Google’s exploitation of Web user traffic as a means to generating advertising
revenue is commonly mimicked. Many companies also innovate new value streams. The
ways in which value is generated in the digital economy are not just unclear, but are also
still emerging. Value configurations are very different in digital business, where compa‐
nies frequently partner with other digital revenue streams. Current business model
taxonomies fail to reflect this dynamism.

Taxonomy are data schemas, providing a controlled vocabulary of concepts, each
with an explicitly defined and machine processable semantics. By defining shared and
common domain theories, taxonomy help both people and machines to communicate
concisely, supporting the exchange of semantics and not only syntax. The main prob‐
lems are how to construct domain-specific taxonomy cheaply and quickly. Still now, the
generations of most of the taxonomy for business models depend on human.
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The semi-automatic and automatic generation method is far from sophisticated and prac‐
tical. The manual acquisition of ontologies still remains a tedious, cumbersome task.

What we propose is to address this challenge to designing a semi-automatic ontology
building approach which creates a new taxonomy of the digital economy by taking a big
data approach – harvesting data by scraping publicly available Web pages of digitally-
focused business, and processing this data using text analytics techniques including text
feature extraction, natural language processing, and supervised learning. This approach
is based on a small core ontology which provides the basic level concepts in business
model. Cognitive psychologists find that most human knowledge is represented by basic
level concepts which is a family of concepts frequently used by people in daily life. In
this work, based on a small core ontology constructed by domain experts, we try to use
computational approaches to extracting Web data towards generating concepts and
taxonomy of business models in the digital economy, which can help consequently
address the research question, “What are the new business models of the digital
economy?”.

The remainder of this paper is organized as follows. Section 2 overviews of related
works. Section 3 presents our approach for taxonomy learning method. Section 4 then
presents the experiments and evaluations. Finally, Sect. 5 concludes the paper.

2 Related Work

Taxonomic classification of Web pages by computational means is not novel [2], and
text mining has been used extensively in applied sciences, for example in biology to
extract linked medical concepts, map biological processes, and even to aid the interpre‐
tation of genes for drug development.

“Taxonomy” or broadly “Ontology” in its original sense is a philosophical discipline
dealing with the potentialities and conditions of being. Within Computer Science,
‘ontologies’ have been introduced about a decade ago as a means for formally repre‐
senting knowledge. Gruber gave out the most popular definition of ontology an “explicit,
specification of a conceptualization” [6]. This means that ontologies serve as represen‐
tation in some pre-defined formalism of those concepts and their relations that are needed
to model a certain application domain.

Ontology learning can be defined as the set of methods and techniques used for
building ontology from scratch, enriching, or adapting an existing ontology in a semi-
automatic fashion using several sources. Several approaches exist for the partial autom‐
atization of the knowledge acquisition process. To carry out this automatisation, natural
language analysis and machine learning techniques can be used.

Maedche and Staab [7] distinguished different ontology learning approaches focus
on the type of input used for learning, such as semi-structured text, structured text,
unstructured text. In this sense, they proposed the following classification: ontology
learning from text, from dictionary, from knowledge base, from semi-structured schema
and from relational schema. Now, most of the domains haven’t so much existed semi-
structured text, structured text, but there are many unstructured text, such as domain
literature, web page. So most of the method is to learn ontology from texts consist of
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extracting ontologies by applying natural language analysis techniques to texts. The
most well-known approaches from this groups are:

1. Ontology pruning is to build a domain ontology based on different heterogeneous
sources. It has the following steps. First, a generic core ontology is used as a top
level structure for the domain-specific ontology. Second, a dictionary is used to
acquire domain concepts. Third, domain-specific and general corpora of texts are
used to remove concepts that were not domain specific. This method can quickly
construct aim ontology for a specific domain, but for the lack of domain generic core
ontology and the efficient method of pruning still now, the effect of exist application
is not so good [8].

2. Conceptual clustering, concepts are grouped according to the semantic distance
between each other to make up hierarchies. But because of lack the domain context
to instruct in the process of distance computation, the conceptual clustering process
can’t be efficiently controlled. Furthermore, by this method, only taxonomic rela‐
tions of the concepts in the ontology can be generated [9].

3. Formal concept analysis (FCA), by some technique of NLP, the domain concepts
and their attributes can be obtained to form the formal context for the construction
of concept lattice. This concept lattice can be viewed as original ontology which just
contains classification relations between concepts. After adding non-taxonomic
relations, the ontology can be formed. But this difficulty of this method is concept
lattice is complicated data structure, when formal context is big, the ontology
construction from a set of relevant documents where construction of concept lattice
is not easy.

4. Association rules, the association rules have been used to discover non-taxonomic
relations between concepts, using a concept hierarchy as background knowledge.
Association rules are most used on the data mining process to discover information
stored on database. Ontology learning mostly uses unstructured texts but not the
structure data in database. So, association rule is just an assistant method to help the
ontology generation [7].

5. Pattern-based extraction, a relation is recognized when a sequence of words in the
text matches a pattern. But the pattern should be created under the domain expert’s
instruction. The modification of pattern will bring vibration effect and there is no
promise of best pattern [10].

6. Concept learning, a given taxonomy is incrementally updated as new concepts are
acquired from real-world texts. Concept learning is a part of the process of ontology
learning [11].

The main lacks for all the methods and tools presented in this overview are that there
are not integrated methods and tools that combine different learning techniques and
heterogeneous knowledge sources with existing ontologies to accelerate the learning
process.

Research into taxonomies of e-business has been previously carried out [3, 4],
however our approach looks to keep pace with the quickly evolving nature of businesses
in today’s digital economy by using computational techniques to steer such
classification.
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Our work is based on a core set of basic concepts. According to the studies of cogni‐
tive psychology, there is a family of categories named basic level categories [12, 13].
People most frequently prefer to use basic level concepts constructed from these cate‐
gories in their daily life, and these concepts are the ones first named and understood by
children. For example, when people see a dog, although we also can call it an “animal”
or a “terrier”, most people would call it a “dog”. What is more, most human knowledge
is represented by basic level concepts.

3 Method

The approach starts from a core set of concepts built by Human experts, which provides
the system with a small number of domain-specific top concepts that represent high-
level concepts and are used as seed concepts to discover new concepts and relations [14].
Those concepts and their relations are viewed as the core ontology of the system. Ordi‐
narily, the domain’s name can be the top concept of the core ontology. First, the docu‐
ments in domain corpus need to be preprocessed and converted into plain text format
that natural language process tools can conduct. Then, the natural language process tools
including stemming, pos tagging and parsing tools used to process the plain texts. Using
Gate 3.0 [20] as the tools which is general architecture for text engineering and open
source tool, the stemming and pos tagging results of the text will be obtained and stored
to the semantic units database.

Then, each sentence of the text will be sent into Stanford Parser [15], which works
out the grammatical structure of sentences and the parser tree of each sentence will be
analyzed to produce semantic units. The semantic unit is the minimal sentence segment
that can be independently viewed as a sentence in a sentence. Then, each of the previous
semantic units were POS-tagged and parsed. The process of the corpus processing is
shown in Fig. 1.

Fig. 1. Domain corpus processing process

As described in [5], the core domain concept or corpus is defined as a tuple
F := (U, T, R, Y) where U, T and R are finite sets, whose elements are called users, tags
and resources, respectively, and Y is a ternary relation over them, i.e. Y ⊆ U × T × R.

The target is to learn a hierarchical taxonomy of concepts, which is a tuple
O = (C, P, I, S) where C, P and I are finite sets, whose elements are called concepts,
properties and instances, respectively, and S is a set of rules, propositions or axioms that
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specify the relations among concepts, properties and instances. Every concept consists
of a category of instances and is described by its properties.

Accordingly, an instance is represented as a vector of tag-value pairs: An instance,
ri, is represented by a vector of tag:value pairs, ri = (ti,1 : vi,1, ti,2 : vi,2,…, ti,n : vi,n) with
ti,k ∈ T, 0 < vi,k ≤ 1, 1 ≤ k≤n. Where n is the number of the unique tags assigned to
resource ri, vi,k is the weight of tag ti,k in resource ri. The weight vi,k determines the
importance of the tag ti,k to resource ri. We consider that a tag assigned by more users
to a resource is more important because more users think the tag is useful to describe
the resource.

A concept is the abstraction of a category of instances and holds the common prop‐
erties of them: A concept, ci, is represented by a vector of tag:value pairs, ci = (ti,1 : vi,

1, ti,2 : vi,2,…, ti,n : vi,n) with ti,k ∈ T, 0 < vi,k ≤ 1, 1 ≤ k≤n. Where n is the number of unique
tags, ti,k is a common tag of a category of resources, vi,k is the weight of the tag ti,k.

Accordingly, we construct a concept through extracting common tags of a category
of instances. These common tags are considered as the properties of the concept. The
weights of these tags are their mean values among all instances in a category.

Given a set C of categories and a set F of features, the category utility is defined as
follows:

cu(C, F) =
1
m

m∑

k=1

p(ck)

[
n∑

i=1

p(fi|ck)
2 −

n∑

i=1

p(fi)
2

]

where p(fi|ck) is the probability that a member of category ck has the feature fi, p(ck) is
the probability that an instance belongs to category ck, p(fi) is the probability that an
instance has feature fi, n is the total number of features, m is the total number of cate‐
gories. Features of instances are represented by tags in folksonomies. Accordingly, in
the definition of category utility, the tag set T is used as the feature set F and a tag ti is
used as a feature fi. As we model, the importance of tags is different in folksonomies.
To take the differences of tag importance into account, we modify the definition and add
the weight wi of tag ti into the definition:

cu(C, T) =
1
m

m∑

k=1

p(ck)

[∑nk

i=1 wip(ti|ck)
2

nk

−

∑n

i=1 wip(ti)
2

n

]

To reflect the mean weight of a tag, wi is defined as wi =
1

Nti

Nti∑
j=1

vj,i, where Nti is the

number of resources annotated as the weighted category utility.
Because basic level categories (and concepts) have the highest category utility, the

problem of finding basic level categories (and concepts) becomes an optimization
problem using category utility as the objective function. The value of category utility is
influenced by the intra-category similarity which reflects the similarity among members
of a category. Categories with higher intra-category similarity have higher value of
category utility. Accordingly, we put the most similar instances together in every step
of our method until the decrease of category utility. To compute the similarity, we use
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the idf-cosine coefficient [16] which is a commonly used method of computing similarity
between two vectors in information retrieval. It is defined as follows:

sim(a, b) =

∑n

k=1 id f (tk) ⋅ va,k ⋅ vb,k√∑n

k=1 v2
a,k ⋅

√∑n

k=1 v2
b,k

where a, b are two concepts, n is the total number of unique tags describing them, and
va,k is the value of tag ta,k in concept a, if a does not have the tag, the value is 0. idf (tk)
is the inverse document frequency of the tag tk, idf (tk) = logN(N/Ntk), where N is the total
number of resources and Ntk is the number of resources annotated by tag tk, 0 ≤ idf
(tk) ≤ 1. When id f (tk) is 0, the tag tk is assigned to all resources. In this case, all resources
have this tag, the tag is not useful for categorization.

In our algorithm, firstly, we consider every single instance itself as a concept. This
type of concept which only includes one instance is considered as the bottom level
concepts. Secondly, we compute the similarity between each pair of concepts and build
the similarity matrix. Thirdly, the most similar pair in the matrix is identified and merged
into a new concept. The new concept contains all instances of the two old concepts and
holds their common properties. After that we reconsider the similarity matrix of the
remaining concepts. We apply this merging process until only one concept is left or the
similarity between the most similar concepts is 0. We then determine the step where the
categories have the highest category utility which is the local optimum of category
utility. These categories are considered as the basic level categories and the concepts
are considered as the basic level concepts. The time complexity is O(N2log N) where N
is the number of resources.

To build the taxonomy, we first generate a root concept including all instances. After
finding the basic level concepts with Algorithm 1, we add the basic level concepts to
the taxonomy as sub-concepts of the root. After several iterations, a cognitively basic
ontology is built. The psychological character differentiates the ontology built through
our method to the ontology built using methods proposed in previous taxonomy learning
research.

4 Result

With the method describe before, we construct business model taxonomy as a pilot study.
The construction process starts from core business model ontology with top concepts
containing 300 articles from 20 business model related website. Each articles have no
more than 5000 words. After once extension by our method, there are respectively over
400 of four types of concepts and relations.

Experiments show that the ontologies generated using our method are more consis‐
tent with human thinking. Figure 2 gives an example of the ontology explored through
our approach. In our approach, concepts are represented by the common tags of a cate‐
gory of resources. The tags of a concept are inherited by its sub-concepts and a concept
has all instances of its descendants. For example, tags “crowdfunding” represents a
concept within the category of “crowdsourcing”. Such a representation can keep more
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information and properties of concepts and is consistent with definition of concepts in
psychology.

5 Conclusion

In this work, based on a small core ontology constructed by domain experts, we used
computational approaches to extracting Web data towards generating concepts and
taxonomy of business models in the digital economy. To the best of our knowledge, it
is the first work on discovering taxonomy from core concepts for business model. With
the result graph-based taxonomy, we can explore the interconnectedness within the
digital economy. For example, visual analytics, in the form of interactive graph visual‐
izations, can then be used to explore complex relationships between digital businesses,
such as when digital revenue streams cross and are shared within a business model.
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