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Abstract. Multi-view algorithms such as co-training improve the accu-
racy of text classification because they optimize the functions to exploit
different views of the same input data. However, despite being more
promising than the single-view approaches, document datasets often have
no natural multiple views available.

This study proposes an HMM-based algorithm to generate a new
view from a standard text dataset, and a co-training framework where
this view generation is applied. Given a dataset and a user classifier
model as input, the goal of our framework is to improve the classifier
performance by increasing the labelled document pool, taking advantage
of the multi-view semi-supervised co-training algorithm.

The novel architecture was tested using two different standard text
corpora: Reuters and 20 Newsgroups and a classical SVM classifier. The
results obtained are promising, showing a significant increase in the effi-
ciency of the classifier compared to a single-view approach.

Keywords: Hidden Markov Model · Text classification · Co-training ·
Multi-view

1 Introduction

With the rapid growth of corporate and digital databases, text classification has
become one of the key techniques for handling and organizing text data. Super-
vised text classification algorithms usually require a large number of labelled
examples to learn accurately. However, labelling can be a costly and time con-
suming process because it requires human effort [1,2]. Semi-supervised tech-
niques combine both supervised and unsupervised learning to reduce the need
for labelled training data. These algorithms learn a concept definition by com-
bining a small set of labelled examples and a large set of unlabelled ones [2].

Multi-view semi-supervised algorithms are a subset of these techniques. These
algorithms take advantage of datasets that have a natural separation of their
features or can be described using different “kinds” of information. A prominent
example are web pages, which can be classified based on their content as well as
on the anchor texts of inbound hyperlinks [3].
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If different views of the dataset are available, then co-training [4] and
other multi-view algorithms can improve classification accuracy. The co-training
method is a classical algorithm in a multi-view semi-supervised learning tech-
nique that trains two independent classifiers, which provide each other with
labels for unlabelled data. This algorithm tends to maximize the agreement on
the predictions of the two classifiers on the labelled dataset, as well as minimize
the disagreement on the predictions on the unlabelled dataset.

In contrast to single-view learning, multi-view learning algorithms introduce
one function in order to model a particular view, jointly optimize all the func-
tions to exploit different views of the same input data, and improve the learn-
ing performance [4]. However, despite being more promising than single-view
approaches, document datasets often have no natural multiple views available,
so that only one view may be provided to represent the data.

In this work, we propose an algorithm to generate a new view from a standard
text dataset and a co-training framework where this view generation is applied.
Given a dataset and a classifier model as input, the goal of our framework is
to improve the classifier performance by increasing the labelled document pool,
taking advantage of the multi-view semi-supervised co-training algorithm.

The remainder of the manuscript proceeds as follows. The view generation
process is described in Sect. 2, and the co-training framework is presented in
Sect. 3. In Sects. 4 and 5 we show the experiments and the results obtained for
two different text corpora. Finally, the most relevant conclusions are collected
at Sect. 6.

2 View Generation

In text classification, given a training set T = {(d0, dl0), (d1, dl1)...(dn, dln)},
which consists of a set of pre-classified documents in classes (labels) dlx, the
classifiers are used to model the implicit relation between the characteristics of
the document and its class (label), in order to be able to accurately classify new
unlabelled documents.

To achieve this, documents need to be expressed in a format that classify-
ing algorithms can handle. The most common approach to represent documents
is the Bag-of-Words (BoW) approach [5]. In this case, every document is rep-
resented by a vector where elements describe the word frequency (number of
occurrences) in that document, as shown in Fig. 1 (a). In addition, each docu-
ment di has an attribute dli which has the assigned label as a value.

In order to use a multi-view algorithm like co-training, two representations
or views of the documents are needed. One of main goals of this work is to
generate a new view from the standard BoW approach in order to apply the
co-training algorithm. Specifically, this view generation algorithm is based on
Hidden Markov Models (HMMs).

In a previous study, the authors developed an HMM-based document clas-
sifier called T-HMM [6]. In this model, HMMs are used to represent sets of
documents. An HMM is trained per class (label) with the documents labelled
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with that label. When a new document needs to be classified, the model eval-
uates the probability of this document being generated by each of the HMMs,
and outputs the label with the maximum probability value.

The goal of the view generation process presented in this paper is to build
a new view in which documents are represented by similarities to other groups
of documents. Specifically, these document groups are taken from the training
set of labelled documents, and a document group is created for each label. This
way, each group has all the documents from the training set that share the same
label. Every document in the new view is represented by similarities to each
document group.

In order to calculate similarities between documents and groups, HMMs are
used to represent the groups. One HMM is trained per document group, and the
similarity between a document and a group is expressed with the probability of
the document being generated by the HMM that represents that group.

Figure 1 shows the complete View Generation process. Firstly, each HMM is
trained with a document group. The complete labelled set of the initial dataset
represented by the BoW approach is used as the base of the new view. One
HMM is created per label, and documents assigned with that label are used to
train the HMM.

The training process of the HMMs with a document set as input is the same
as that described in [6]. HMMs with the same structure as in T-HMM are used
to represent each document group. The probability distributions of the HMMs
are adjusted automatically depending on the content of the documents, and only
two additional parameters need to be fixed to start the process: the number of
stats and the generalization factor. Their corresponding values are detailed in
the Experiments Section.

Once the HMMs are trained, any document d represented by a BoW approach
(labelled or unlabelled) can be also represented in the new HMM view. In order
to do so, the probabilities of d being generated by each HMM are calculated using
the forward-backward algorithm [6,7]. Finally, the document d in the HMM view
is represented by a vector with k elements, where k is the total number of labels,
and each element describes the similarity of the document with the document
group having the same label represented by the HMM.

Figure 2 shows an example of an HMM view generation. In this case, the
documents in the initial document set can be labelled as Relevant (R) or Non-
relevant (N). This is a usual scenario in multiple information retrieval systems
where a document can be relevant or not to a specific topic.

Using the labelled set of documents represented by a BoW approach as input,
one document group is created per label. In this case, the labelled document set
is split into Relevant and Non-Relevant document groups. Afterwards, an HMM
is trained for each document group using the documents from that group as
input: HMMR and HMMN .

The new HMM view represents any document (labelled or unlabelled) by
similarities to the selected document groups. In the example, each document is
represented in the new view by similarities to the Relevant and Non-relevant
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Fig. 1. Creation of the View Generator model and generation of the HMM-view. pij
stands for the probability of the document i being generated by the HMM representing
the label j.
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Fig. 2. Example of the creation of the View Generator model and HMM-view gener-
ation. pij stands for the probability of the document i being generated by the HMM
representing the label j
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document groups. Since the previously built HMMs act as the representative
document group, each document di is expressed with a vector containing two
elements: the probability of d being generated by HMMR, and the probability
of d being generated by HMMN .

It is important to note that the label of the document that needs to be repre-
sented in the HMM view is not taken into account in the whole view generation
process. Labels are only used in the training phase of the HMMs to create the
document groups that share the same label.

3 Co-training with HMM View

In this study, we build a classification framework that, given a single-view dataset
and a classifier provided by the user, increases the performance of the classifier
by taking advantage of the multi-view classifying process using the previous view
generation algorithm.

Specifically, the proposed framework integrates the classifier in a co-training
algorithm using both a BoW view and an HMM view of the dataset. In co-
training algorithms, one classifier is trained per view. The parameters and the
classifier models can be different or the same, but a separate classifier is used
for training each view. By maximizing the agreement on the predictions on
the unlabelled dataset, the classifiers learn from each other to reach an optimal
solution. In each iteration, the classifier on one view labels unlabelled data which
are then added to the training pool of both classifiers; therefore, the information
is exchanged between the learners [4].

The classic co-training scheme can be seen in Fig. 3. In each iteration, the
two classifiers must reach a consensus in the classification of the unlabelled data.
Once a set of unlabelled documents is assigned with a label, the documents are
added to the training pool of both classifiers to start a new iteration.

Figure 4 shows the proposed co-training scheme. The HMM view is built with
the BoW view and both are used in the co-training algorithm. Two instances of
the classifier given by the user are created with the same parameters and each
one is trained with each view (BoW view and HMM view). The iterative process
follows the same structure as the classical co-training algorithm.

To improve the accuracy of the consensus between classifiers, an additional
classifier is created. It is important to note that the documents labelled in this
stage are included afterwards in the training pool, assuming that the assigned
label is correct. This is why the precision of the consensus must be very high,
since a misclassification can lead to worse results.

The proposed additional classifier is a distance-based classifier like k-NN. The
choice is made based on the capacity of labelling a document with a certain level
of confidence. Using a threshold, we can determine that a document is labelled
with a certain level of precision. This way, the consensus in each iteration of
the co-training algorithm is made between the two base classifiers and the third
distance-based classifier using a threshold.

The complete specification of the proposed co-training algorithm is detailed
below.
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Fig. 3. Classic co-training algorithm.

Fig. 4. Proposed co-training algorithm.

4 Experiments

The goal of the experiments is to test whether the proposed co-training algorithm
improves the performance in two document corpora, Reuters and 20 Newsgroup.
The collections are described below, and are used in a classification process with
an SVM classifier. In order to compare the effectiveness of the proposed algo-
rithm, the two corpora are also classified using the default single-view approach.

The first test collection is the Reuters-21578 document corpus. The document
set used for this work contains the documents from the 10 top-sized categories
as used in [8], ending up with a total of 8055 documents.
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Data: BoW dataset, classifier model, distance-based classifier, threshold,
number of iterations

Result: Trained classifier
l1 ← Labelled portion of dataset with a BoW view;
l2 ← Generated labelled portion of dataset with an HMM view;
u1 ← Unlabelled portion of dataset with a BoW view;
u2 ← Generated unlabelled portion of dataset with an HMM view;
c1 ← Classifier model given by the user to train with the BoW view;
c2 ← Copy of classifier model given by the user to train with the HMM view;
c3 ← Distance-based classifier to improve the consensus;
t ← Threshold for the distance-based classifier;
k ← Number of iterations for the co-training algorithm;
s ← Number of unlabelled documents;
for i ← 0 to k do

train c1 with l1;
train c2 with l2;
train c3 with l2;
select s/k documents for the iteration;
u′
1 ← selected documents from u1;

u′
2 ← selected documents from u2;

for each selected document d do
pl1 ← predict label for d with c1;
pl2 ← predict label for d with c2;
pl3 ← predict label for d with c3;
cl ← confidence level for the pl3 prediction with c3;
if (pl1 = pl2 = pl3) and (cl >= t) then

l1 ← l1 ∪ d from u′
1 labelled with pl1;

l2 ← l2 ∪ d from u′
2 labelled with pl2;

end

end

end
Algorithm 1. Co-training algorithm with HMM view.

The second test collection is the 20 Newsgroups dataset. This is a collec-
tion of approximately 20, 000 newsgroup documents, partitioned (nearly) evenly
across 20 different newsgroups. It was originally collected by Ken Lang [9] and
has become a popular dataset for experiments in text applications of machine
learning techniques.

Figure 5 shows the complete experiment process for the evaluation of the
proposed co-training algorithm.

Initially, the document corpora need to be pre-processed. Following the BoW
approach, we format every document into a vector of feature words in which
elements describe the word occurrence frequencies. All the different words that
appear in the training corpus are candidates for feature words. In order to reduce
the initial feature size, standard text pre-processing techniques are used. A pre-
defined list of stopwords (common English words) is removed from the text, and
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a stemmer based on the Lovins stemmer [10] is applied. Finally, words occurring
in fewer than ten documents of the entire training corpus are also removed.

Once the initial feature set is determined, a dataset matrix is created where
rows correspond to documents and columns to feature words. The value of an
element in a matrix is determined by the number of occurrences of that feature
word (column) in the document (row). This value is adjusted using the TF-IDF
statistic in order to measure the word relevance. The application of TF-IDF
decreases the weight of terms that occur very frequently in the collection, and
increases the weight of terms that occur rarely [11].

Once the pre-processing phase is finished, the corpus is randomly divided into
two splits. One of them is considered the labelled set of documents and the other
one the unlabelled set of documents after removing their labels. The labelled
split is further divided into the Train and Test splits. The Test split contains
documents that are reserved to evaluate the performance of the algorithm (see
Fig. 5 (a)). Every split (Train, Test, Unlabelled) has one third of the original
corpus. In the Reuters dataset, with a total of 8055 documents, each split has
2685 documents. In the 20 Newsgroups dataset, with a total of 18560 documents,
each split has 6187 documents.

Fig. 5. Experiment workflow for the evaluation of the proposed co-training algorithms.
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Using the Train split represented in the bag-of-words approach as input, the
View Generator is built training one HMM per label in the corpus (Fig. 5 (b)).
The parameterization of the HMM is set with a general approach. The number of
states of each HMM is equal to the average number of words in the documents,
and the f -factor described in [6] is set to 0.5. Once the View generator is created,
it is used to generate the HMM view of each split that is originally represented
with the bag-of-words view (see Fig. 5 (c)).

Before the co-training algorithm starts, the threshold for the distance-based
classifier must be fixed (Fig. 5 (d)). In this experiment, the selected distance-
based classifier is a k-NN with 10 neighbours. When a document is classified with
this kind of classifier, the output is not only the predicted label. The classifier
also outputs a vector with k elements, where k is the number of possible labels
and each element describes the probability of the document having that label.
With this information, an average level of confidence can be calculated using the
probabilities of correctly assigned labels. In order to do so, the Train split with
the HMM view is divided to train a k-NN classifier and calculate the average
confidence threshold to label a new document with a validation document set.

Once the threshold is calculated, the co-training algorithm can be executed
to improve the training process of a classifier given by the user. In our tests,
SVM is selected as the classifier to improve (Fig. 5 (e)). The implementation of
the SVM used in this case is LIBSVM [12] and the parameters are those utilized
by default in the WEKA environment [13], applying a RBF kernel.

Finally, after applying the co-training algorithm, the resultant co-trained
SVM is compared with a trained SVM with a single-view approach using the
Test split. This entire process is repeated 50 times for each corpus in order to
be able to perform a statistic test on the results.

5 Results

To evaluate the effectiveness of the model, F -measure and Kappa Statistic, evalu-
ation measures commonly utilized in text classification and information retrieval,
are used. F -measure is the weighted harmonic mean of recall and precision, and
Kappa is a single metric that takes the output confusion matrix of an evalua-
tion and reduces it into one value [14]. Kappa Statistic is interesting because it
compares the accuracy of the system to the accuracy of a random system. Pos-
sible values of kappa range between −1 (random classification) and 1 (perfect
classification).

Table 1 shows the results achieved. The values correspond to the average
value achieved in that measure for the total of 50 executions with each method.
In addition, the F -measure value corresponds to the weighted average F -measure
among all the classes in the corpus. The table compares the results achieved
by training the SVM with a single-view BoW approach (called Baseline) as
opposed to the results achieved by training the SVM with the proposed co-
training algorithm.

Furthermore, in order to demonstrate that the observed results are not just
a chance effect in the estimation process, we use a statistical test that gives
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confidence bounds to predict the true performance from a given test set. A
Student’s t-test is performed on Kappa and F -measure values achieved in method
and corpus.

One test is performed for each pair of collection results achieved in each
method. In this case, the baseline scenario (single-view method) is compared in
each corpus with the results obtained when applying the co-training algorithm.
The difference in a given confidence level is checked to determine if it exceeds
the confidence limit stated by a Student’s distribution. If so, the null-hypothesis
(the difference is due to chance) is rejected, proving that the application of
the co-training algorithm makes a real difference in the output of the classifier.
The values in brackets correspond to the t-value calculated in the comparison
of the value collections. t-value gives a measure of how large the difference is
between applying and not applying the co-training algorithm: higher absolute
values indicate more difference.

According to the results, there is a statistical difference between the baseline
and co-training methods, since the calculated t-values outrange the confidence
limits. This means that the increase in the average Kappa and F -measure values
using the proposed co-training algorithm is significant. The SVM classifier gets
an improvement using a multi-view approach, specially in the 20 Newsgroups
corpus, because the training pool has increased labelling examples from the
unlabelled data, something that is not possible in a single-view approach without
overfitting the model. It is important to note that the improvement achieved by
using the co-training algorithm laregly depends on the corpus. The quality (in
terms of information) of the unlabelled documents influences the whole process.
This can be seen in the difference between the results achieved with Reuters and
20 NewsGroups.

Table 1. Results

Corpus Kappa F-measure

Reuters

Baseline algorithm 0,809 0,866

Co-train algorithm 0,811 (−17,59) 0,869 (−19,13)

20 newsgroups

Baseline algorithm 0,621 0,681

Co-train algorithm 0,667 (−42,27) 0,710 (−31,78)

p-value: 0.05

t-value (two-tailed, 50 freedom degrees): +/−2.009

6 Conclusions

In this study, we propose a co-training scheme where an HMM view is used. The
proposed view generation algorithm allows any dataset and text classifier given
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by the user to be applied in a co-training framework and take advantage of a
multi-view learning algorithm.

The experimental results show that the application of multi-view techniques
improve the accuracy of the text classifiers, especially when the number of docu-
ments previously classified (used for training) is far lower than the total number
of texts for classification. This is the case when accessing big text corpora as
public databases (PubMed, Internet) using semi-automatic searches. As a future
work, a bigger study on how different classifiers are affected by the co-training
system can demonstrate its usefulness in many scenarios. This implies both the
main classifier and the distance-based classifier that is used to control the con-
fidence level of the new view.
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