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Abstract. This work reports the research on active learning approach
applied to the data stream classification. The chosen characteristics of
the proposed frameworks were evaluated on the basis of the wide range of
computer experiments carried out on the three benchmark data streams.
Obtained results confirmed the usability of proposed method to the data
stream classification with the presence of incremental concept drift.
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1 Introduction and Related Works

Designing the appropriate models for data stream classification is nowadays focus
of intense research, because canonical classifiers usually do not take into consid-
eration that the statistical dependencies between the observations of incoming
objects and their classifications may change during. Such phenomena is called
concept drift [13] and we may meet it in many practical issues, as spam filtering,
intrusion detection/prevention, or recognition of client behaviour to enumerate
only a few. There are several taxonomies of concept drift. The first one is consid-
ering its rapidity, then we can distinguish sudden concept drift and smooth one.
We can also distinguish two types of such an event, according to its influence on
the probabilistic characteristics of the classification task [6]:

– virtual concept drift means that changes do not impact the decision boundaries
(some say the posterior probabilities do not change, but it is disputable), but
affect the probability density functions [12].

– real concept drift means that changes affect the posterior probabilities and
may impact unconditional probability density function [13].
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From the classification point of view, the real concept drift is important because
it can strongly affect the shape of the decision boundary. The virtual drift does
not affect the decision rule, especially taking into consideration the Bayes deci-
sion theory [5]. Additionally, during the designing a data stream classifier we
should take also into consideration the limitation of the resources as memory
and computational power, as well that we are not able have access all labels of
learning examples. In this work we will mostly focus on the problem related to
cost of labelling. The most of the classifier devoted to data stream or drifted data
streams use supervised learning algorithms, which could produce a classifier on
the basis of labelled examples. Unfortunately, from the practical point of view
it is hard to be granted that labels are always available, e.g.,

– Medical diagnosis - human expert should always verifies the diagnosis, i.e., we
have to ensure the continuous access to the human expert.

– Credit application (the true label is available ca. 2 years after the decision);
– Spam filtering - user should confirm the decision if incoming mail is legitimate

or not.

In this approach we should take into consideration the cost of data labelling,
which is usually passed over. Let us notice that labels are usually assigned by
human experts and therefore they can not label all new examples if they come too
fast. Therefore methods of classifier design which could produce the recognition
system on the basis of a partially labelled set of examples (especially if learner
could point out the interesting example to be labelled) [7].

Changes are discovered by monitoring the unlabelled input data and dis-
cover novelties related to outlier detection, or by monitoring classification accu-
racy [9]. Constant update of a classifier is accomplished by using incremental
learning methods that allow adding new training data during the exploitation
of a classifier or by dataset windowing.

Therefore, developing methods which are able to effectively deal with this
phenomena has become an increasing issue in the intense researches. In general,
the following approaches can be considered to deal with the above problem.

– Rebuilding a classification model if new data becomes available. It is very
expensive and impossible from a practical point of view, and especially for
which the concept drift occurs rapidly.

– Detecting concept changes in new data, and if these changes are sufficiently
significant then rebuilding the classifier.

– Adopting an incremental learning algorithm for the classification model.

Our work will focus on a hybrid aproach which is combination of online learn-
ing approach and sliding windows method with forgetting. The online learning
relates to the family of algorithms that continuously update the classifier para-
meters, while processing the incoming data.Online learners have to meet some
basic requirements [4]:

– Each learning example must be processed only once in the course of training.
– The system should consume only limited memory and processing time, irre-

spective of the execution time and amount of data processed.
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– The training process can be paused at any time, and its accuracy should not
be lower than that of a classifier trained on batch data collected up to the
given time.

We should also mention algorithms that incorporate the forgetting mecha-
nism. This approach is based on the assumption that the recently arrived data
are the most relevant, because they contain characteristics of the current con-
text. However, their relevance diminishes with the passage of time. Therefore,
narrowing the range of data to those that were most recently read may help form
a dataset that embodies the actual context. There are three possible strategies
here:

– selecting the instances by means of a sliding window that cuts off older
instances [13];

– weighting the data according to their relevance; and
– applying boosting-based algorithms that focus on misclassified instances [3].

When dealing with the sliding window the main question is how to adjust the
window size. On the one hand, a shorter window allows focusing on the emerging
context, though data may not be representative for a longer lasting context. On
the other hand, a wider window may result in mixing the instances representing
different contexts [10].

Therefore, certain advanced algorithms adjust the window size dynamically
depending on the detected state (e.g., FLORA2 [13] and ADWIN2 [1]). In more
sophisticated algorithms, multiple windows may even be used [11].

2 Active Learning Classifier for Data Stream

Let us propose the classifier learning framework which employs the active learn-
ing paradigm. This framework works as the block classifier, because it collects
the data in the form of chunk, but for each chunk the online learner is used. The
decision about the object labelling depends on two parameters:

– threshold - which is responsible for choosing the “interesting” examples, i.e.,
if support function related with the decision is lower than a given threshold
the the object seems to be interesting and algorithm is asking for its label.

– The label will be assigned (i.e., algorithm will pay for it) only in the case if its
budget related to a given chunk will allows to pay for it. For each chunk only
limited percentage of the objects could be labelled (depends on parameter
budget).

Because the data stream is collected in the form of chunk, but each of them is
processing incrementally, therefore before its analysis the order of the collected
objects is randomizing. The idea of the algorithm is presented in Algorithm1.
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Algorithm 1. Active learning classifier for data stream
Require: input data stream,

n - data chunk size,
incremental training procedure(),
classifier(),
budget - max. percent of labeled example in a chunk,
treshold

1: i ← 0
2: initialize classifier
3: repeat
4: collect new data chunk DSi = {x1

i , x
2
i , ..., x

n
i }

5: set random order of collected examples in DSi

6: for j = 0 to n do
7: support ← max (support function value returned by the classifier for xj

i )
8: if support < treshold then
9: if budget > 0 then

10: ask for the label of the jth example
11: classifier ← incremental training procedure(xj)
12: budget ← budget − 1
13: end if
14: end if
15: end for
16: i ← i + 1
17: until end of the input data stream

3 Experiments

3.1 Goals

The goal of the experiment is to check dependencies between algorithm’s para-
meters (chunk size, threshold and budged for labelling) and the accuracy and
stability of the classifier. The experiments were carried out for the 3 arti-
ficially generated data streams available in MOA (WaveformGeneratorDrift,
RandomTreeGenerator, LEDGeneratorDrift) and 3 online learners as minimal
distance classifier (k-NN), Näıve Bayes and Perceptron.

Software Environment. All experiments were carried out in the program-
ing language Java using MOA (Massive Online Analysis) experimental software
environment1. MOA [2] is a very popular framework for data stream analysis.
It includes tools for evaluation and a collection of machine learning algorithms.
The MOA project is related to WEKA software [8] developed by the same team
from University of Waikato, New Zealand.

1 http://moa.cms.waikato.ac.nz/.

http://moa.cms.waikato.ac.nz/
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Fig. 1. Idea of test and train evaluation.

Table 1. Result of the experiments for k-NN classifier and LEDGeneratorDrift stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 38.74 6.36 100 0.5 0.5 59.94 2.57

10 0.25 0.25 38.28 4.92 100 0.5 0.75 58.43 2.34

10 0.25 0.5 42.73 4.65 100 0.75 0.125 62.93 4.60

10 0.25 0.75 32.78 2.96 100 0.75 0.25 63.75 3.32

10 0.5 0.125 52.63 9.78 100 0.75 0.5 64.11 2.88

10 0.5 0.25 54.42 8.02 100 0.75 0.75 64.02 2.44

10 0.5 0.5 58.51 6.45 1000 0.25 0.125 38.43 2.27

10 0.5 0.75 58.93 6.57 1000 0.25 0.25 35.31 2.37

10 0.75 0.125 57.65 11.95 1000 0.25 0.5 41.77 2.09

10 0.75 0.25 60.01 9.29 1000 0.25 0.75 35.25 2.33

10 0.75 0.5 61.81 7.71 1000 0.5 0.125 56.65 1.92

10 0.75 0.75 62.26 7.20 1000 0.5 0.25 56.63 1.66

100 0.25 0.125 35.49 2.93 1000 0.5 0.5 60.94 1.75

100 0.25 0.25 38.5 2.99 1000 0.5 0.75 60.99 1.45

100 0.25 0.5 33.83 2.84 1000 0.75 0.125 64.82 1.38

100 0.25 0.75 32.71 3.43 1000 0.75 0.25 64.37 1.35

100 0.5 0.125 55.74 3.52 1000 0.75 0.5 63.87 1.58

100 0.5 0.25 55.45 2.79 1000 0.75 0.75 64.18 1.40
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Table 2. Result of the experiments for k-NN classifier and RandomTreeGenerator
stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 58.54 3.36 100 0.5 0.5 57.93 3.17

10 0.25 0.25 58.54 3.36 100 0.5 0.75 60.75 3.15

10 0.25 0.5 41.45 3.44 100 0.75 0.125 75.44 2.49

10 0.25 0.75 58.54 3.36 100 0.75 0.25 75.63 2.59

10 0.5 0.125 58.54 3.36 100 0.75 0.5 76.04 2.26

10 0.5 0.25 59.31 3.26 100 0.75 0.75 75.72 2.32

10 0.5 0.5 60.94 3.00 1000 0.25 0.125 57.69 3.12

10 0.5 0.75 58.54 3.36 1000 0.25 0.25 42.31 3.12

10 0.75 0.125 73.40 4.78 1000 0.25 0.5 57.69 3.12

10 0.75 0.25 74.76 4.03 1000 0.25 0.75 57.69 3.12

10 0.75 0.5 74.79 3.97 1000 0.5 0.125 59.28 2.57

10 0.75 0.75 75.10 3.84 1000 0.5 0.25 64.16 2.38

100 0.25 0.125 57.93 3.17 1000 0.5 0.5 61.11 2.47

100 0.25 0.25 57.60 3.14 1000 0.5 0.75 57.69 3.12

100 0.25 0.5 57.93 3.17 1000 0.75 0.125 76.06 1.76

100 0.25 0.75 42.07 3.17 1000 0.75 0.25 75.96 1.64

100 0.5 0.125 57.93 3.17 1000 0.75 0.5 76.28 1.33

100 0.5 0.25 57.93 3.17 1000 0.75 0.75 75.79 1.86

Error Evaluation. The new model is trained on a given data chunk, but the
error is estimated on the basis on the next (unseen) portion of data. Such a
method is called “test and train” or “block evaluation method” [2] and its idea
is depicted in Fig. 1.

3.2 Results

The results of the experiments are presented in Tables 1, 2, 3, 4, 5, 6, 7, 8 and 9.
The abbreviations used in the column description: ch-s - chunk size, tresh.-
treshold, bud. - budget, acc.-accuracy, sd - standard deviation.

3.3 Discussion

We realize that the scope of the experiments we carried out is limited and derived
remarks are limited to the tested methods and three data stream generators only.
In this case formulating general conclusions is very risky, but the preliminary
results are quite promising, therefore we would like to continue the work on
active learning methods applied to online learning in the future. Let’s focus on
some interesting observations:
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Table 3. Result of the experiments for k-NN classifier and WaveformGeneratorDrift
stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 48.44 4.79 100 0.5 0.5 65.01 2.94

10 0.25 0.25 33.23 3.17 100 0.5 0.75 71.12 2.65

10 0.25 0.5 33.22 3.18 100 0.75 0.125 79.50 2.34

10 0.25 0.75 65.71 3.26 100 0.75 0.25 81.87 2.23

10 0.5 0.125 65.16 5.25 100 0.75 0.5 80.49 2.04

10 0.5 0.25 74.95 5.26 100 0.75 0.75 81.02 2.43

10 0.5 0.5 75.54 3.80 1000 0.25 0.125 57.70 2.76

10 0.5 0.75 69.54 3.27 1000 0.25 0.25 33.25 3.12

10 0.75 0.125 77.24 8.55 1000 0.25 0.5 74.18 2.46

10 0.75 0.25 77.85 6.83 1000 0.25 0.75 33.43 2.96

10 0.75 0.5 80.33 3.48 1000 0.5 0.125 72.09 2.35

10 0.75 0.75 80.96 3.56 1000 0.5 0.25 75.98 2.12

100 0.25 0.125 50.40 3.23 1000 0.5 0.5 73.13 2.24

100 0.25 0.25 61.23 3.17 1000 0.5 0.75 74.95 2.16

100 0.25 0.5 33.40 2.94 1000 0.75 0.125 80.57 1.79

100 0.25 0.75 33.40 2.94 1000 0.75 0.25 80.39 2.06

100 0.5 0.125 61.28 3.19 1000 0.75 0.5 81.48 1.56

100 0.5 0.25 72.38 2.91 1000 0.75 0.75 81.51 1.50

Table 4. Result of the experiments for Naive Bayes classifier and LEDGeneratorDrift
stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 35.65 4.05 100 0.5 0.5 62.13 3.16

10 0.25 0.25 42.38 4.05 100 0.5 0.75 66.70 3.08

10 0.25 0.5 35.14 5.18 100 0.75 0.125 73.61 3.75

10 0.25 0.75 36.79 3.08 100 0.75 0.25 73.81 3.39

10 0.5 0.125 58.04 10.34 100 0.75 0.5 73.65 2.94

10 0.5 0.25 61.97 8.14 100 0.75 0.75 74.05 2.87

10 0.5 0.5 62.46 5.37 1000 0.25 0.125 48.26 3.26

10 0.5 0.75 65.84 4.60 1000 0.25 0.25 50.70 3.32

10 0.75 0.125 68.87 12.05 1000 0.25 0.5 38.87 3.02

10 0.75 0.25 70.65 10.10 1000 0.25 0.75 45.90 3.14

10 0.75 0.5 72.20 6.70 1000 0.5 0.125 61.81 3.11

(Continued)
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Table 4. (Continued)

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.75 0.75 72.28 7.03 1000 0.5 0.25 61.45 2.97

100 0.25 0.125 39.83 3.40 1000 0.5 0.5 68.35 3.14

100 0.25 0.25 42.64 11.25 1000 0.5 0.75 67.34 3.05

100 0.25 0.5 38.99 3.20 1000 0.75 0.125 73.85 2.85

100 0.25 0.75 32.5 2.97 1000 0.75 0.25 74.04 2.76

100 0.5 0.125 61.04 3.55 1000 0.75 0.5 73.95 2.83

100 0.5 0.25 67.01 3.26 1000 0.75 0.75 73.89 2.78

Table 5. Result of the experiments for k-NN classifier and RandomTreeGenerator
stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 41.47 3.36 100 0.5 0.5 57.93 3.17

10 0.25 0.25 56.72 3.15 100 0.5 0.75 61.36 6.07

10 0.25 0.5 58.49 3.28 100 0.75 0.125 73.57 3.00

10 0.25 0.75 41.47 3.36 100 0.75 0.25 73.68 2.92

10 0.5 0.125 58.36 3.21 100 0.75 0.5 73.54 2.92

10 0.5 0.25 58.48 3.32 100 0.75 0.75 73.58 2.96

10 0.5 0.5 60.60 3.07 1000 0.25 0.125 42.31 3.12

10 0.5 0.75 57.85 4.01 1000 0.25 0.25 42.31 3.13

10 0.75 0.125 72.63 3.84 1000 0.25 0.5 42.31 3.12

10 0.75 0.25 72.59 4.29 1000 0.25 0.75 57.69 3.12

10 0.75 0.5 72.83 3.67 1000 0.5 0.125 65.79 3.07

10 0.75 0.75 73.08 3.30 1000 0.5 0.25 59.30 3.14

100 0.25 0.125 42.07 3.17 1000 0.5 0.5 60.10 4.30

100 0.25 0.25 42.07 3.17 1000 0.5 0.75 57.48 3.20

100 0.25 0.5 57.93 3.17 1000 0.75 0.125 73.67 2.88

100 0.25 0.75 42.7 3.17 1000 0.75 0.25 73.64 2.79

100 0.5 0.125 58.25 3.24 1000 0.75 0.5 73.58 2.755818

100 0.5 0.25 57.31 3.17 1000 0.75 0.75 73.54 2.877642

– The experiments confirmed that proposed approach can adapt to changing
concept returning a quite stable classifier, especially for a quite big data chunk.

– It’s a strong dependency between threshold and the classifier accuracy. For the
quite big data chunk (100 and 1000) the high threshold (0.75) guarantees the
stable classifier. Usually, for the mentioned above treshold value the stability
and accuracy do not depend on the budget.
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Table 6. Result of the experiments for Naive Bayes classifier and WaveformGenera-
torDrift stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 33.49 3.04 100 0.5 0.5 72.45 2.82

10 0.25 0.25 42.90 3.13 100 0.5 0.75 74.00 2.84

10 0.25 0.5 43.53 2.93 100 0.75 0.125 80.29 2.70

10 0.25 0.75 33.49 3.044 100 0.75 0.25 80.04 2.67

10 0.5 0.125 70.78 5.19 100 0.75 0.5 81.30 2.56

10 0.5 0.25 70.28 4.29 100 0.75 0.75 81.54 2.57

10 0.5 0.5 66.31 2.95 1000 0.25 0.125 60.06 3.09

10 0.5 0.75 70.60 2.78 1000 0.25 0.25 58.47 3.18

10 0.75 0.125 79.48 6.44 1000 0.25 0.5 33.25 3.12

10 0.75 0.25 78.72 5.93 1000 0.25 0.75 33.25 3.12

10 0.75 0.5 80.83 3.08 1000 0.5 0.125 74.38 2.56

10 0.75 0.75 80.70 3.11 1000 0.5 0.25 69.73 2.869869

100 0.25 0.125 63.30 3.15 1000 0.5 0.5 61.24 2.96

100 0.25 0.25 75.04 2.87 1000 0.5 0.75 71.30 2.68

100 0.25 0.5 33.70 3.09 1000 0.75 0.125 80.25 2.34

100 0.25 0.75 46.13 3.23 1000 0.75 0.25 80.39 2.45

100 0.5 0.125 58.61 3.06 1000 0.75 0.5 80.89 2.28

100 0.5 0.25 62.32 3.29 1000 0.75 0.75 81.00 2.31

Table 7. Result of the experiments for Perceptron classifier and LEDGeneratorDrift
stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 36.57 7.36 100 0.5 0.5 58.35 3.95

10 0.25 0.25 38.14 5.92 100 0.5 0.75 66.00 3.46

10 0.25 0.5 44.07 5.70 100 0.75 0.125 71.18 7.61

10 0.25 0.75 39.44 4.48 100 0.75 0.25 72.19 5.70

10 0.5 0.125 51.30 11.62 100 0.75 0.5 72.84 4.53

10 0.5 0.25 54.56 10.44 100 0.75 0.75 73.27 4.10

10 0.5 0.5 61.42 10.45 1000 0.25 0.125 32.30 2.99

10 0.5 0.75 56.57 7.44 1000 0.25 0.25 33.46 3.61

10 0.75 0.125 62.14 15.26 1000 0.25 0.5 47.59 3.31

10 0.75 0.25 64.75 13.22 1000 0.25 0.75 32.83 3.19

10 0.75 0.5 67.84 11.61 1000 0.5 0.125 59.29 3.84

(Continued)
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Table 7. (Continued)

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.75 0.75 68.38 11.06 1000 0.5 0.25 60.032 3.21

100 0.25 0.125 39.28 3.32 1000 0.5 0.5 64.45 3.23

100 0.25 0.25 37.73 3.12 1000 0.5 0.75 66.09 3.02

100 0.25 0.5 39.75 3.11 1000 0.75 0.125 73.51 3.02

100 0.25 0.75 42.17 3.19 1000 0.75 0.25 73.66 2.77

100 0.5 0.125 60.75 5.40 1000 0.75 0.5 73.66 2.62

100 0.5 0.25 60.23 4.24 1000 0.75 0.75 73.67 2.58

Table 8. Result of the experiments for Perceptron classifier and RandomTreeGenerator
stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 58.54 3.36 100 0.5 0.5 57.93 3.17

10 0.25 0.25 41.47 3.36 100 0.5 0.75 57.90 3.18

10 0.25 0.5 41.47 3.36 100 0.75 0.125 61.38 4.38

10 0.25 0.75 41.47 3.36 100 0.75 0.25 63.28 3.97

10 0.5 0.125 58.54 3.36 100 0.75 0.5 64.45 3.30

10 0.5 0.25 58.54 3.36 100 0.75 0.75 64.10 3.45

10 0.5 0.5 57.85 3.40 1000 0.25 0.125 57.69 3.12

10 0.5 0.75 58.54 3.36 1000 0.25 0.25 42.31 3.13

10 0.75 0.125 60.53 3.94 1000 0.25 0.5 42.31 3.12

10 0.75 0.25 62.08 4.72 1000 0.25 0.75 57.69 3.12

10 0.75 0.5 63.30 3.66 1000 0.5 0.125 57.54 3.11

10 0.75 0.75 63.52 3.76 1000 0.5 0.25 57.74 3.11

100 0.25 0.125 42.07 3.17 1000 0.5 0.5 58.10 3.06

100 0.25 0.25 57.93 3.17 1000 0.5 0.75 58.15 3.13

100 0.25 0.5 57.93 3.17 1000 0.75 0.125 59.17 3.78

100 0.25 0.75 42.07 3.17 1000 0.75 0.25 64.35 3.26

100 0.5 0.125 57.93 3.17 1000 0.75 0.5 64.66 3.03

100 0.5 0.25 57.64 3.178 1000 0.75 0.75 64.85 2.94

– For small chunk size the budget plays an important role. Its increasing causes
that the model achieves better quality.

– It is obvious, but confirmed by the experiments that the accuracy and stability
depend on chunk size, but for the biggest chunk size (1000) we observed the
quality and stability detoration, what is probably causes by the fact that the
chunks cover more than one model.
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Table 9. Result of the experiments for Perceptron classifier and WaveformGenerator-
Drift stream.

ch-s tresh. bud. acc. sd ch-s tresh. bud. acc. sd

10 0.25 0.125 50.30 3.24 100 0.5 0.5 59.44 3.10

10 0.25 0.25 51.01 3.19 100 0.5 0.75 70.3 2.96

10 0.25 0.5 33.49 3.044 100 0.75 0.125 74.87 8.53

10 0.25 0.75 33.02 2.98 100 0.75 0.25 78.27 7.93

10 0.5 0.125 62.78 3.32 100 0.75 0.5 80.94 4.52

10 0.5 0.25 75.98 8.22 100 0.75 0.75 80.54 4.08

10 0.5 0.5 67.77 8.61 1000 0.25 0.125 33.39 2.82

10 0.5 0.75 53.10 5.31 1000 0.25 0.25 33.10 3.04

10 0.75 0.125 66.65 10.46 1000 0.25 0.5 33.10 3.04

10 0.75 0.25 69.94 12.26 1000 0.25 0.75 33.34 3.00

10 0.75 0.5 72.17 11.19 1000 0.5 0.125 62.25 3.22

10 0.75 0.75 76.28 7.41 1000 0.5 0.25 69.90 3.05

100 0.25 0.125 62.64 3.10 1000 0.5 0.5 60.36 3.22

100 0.25 0.25 33.40 2.94 1000 0.5 0.75 58.41 3.84

100 0.25 0.5 33.31 2.95 1000 0.75 0.125 81.15 3.15

100 0.25 0.75 61.79 3.16 1000 0.75 0.25 82.01 2.62

100 0.5 0.125 62.74 3.22 1000 0.75 0.5 80.64 3.69

100 0.5 0.25 61.89 5.07 1000 0.75 0.75 77.73 6.99

4 Conclusions

We realize that the scope of the experiments we carried out is limited. In this
case formulating general conclusions is very risky, but the preliminary results are
quite promising, therefore we would like to continue the work on active learning
approach in the future.

In the near future we are going to:

– Carrying out experiments on the wider number of datasets, especially for the
streams with and without concept drift.

– Applying the proposed approach to the classifier ensemble.
– Evaluating the proposed algorithm behavior for more type of concept drift and

maybe employ concept drift detector to establish the chunk size dynamically.
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