
Shamkant B. Navathe · Weili Wu
Shashi Shekhar · Xiaoyong Du
X. Sean Wang · Hui Xiong (Eds.)

 123

LN
CS

 9
64

2

21st International Conference, DASFAA 2016
Dallas, TX, USA, April 16–19, 2016
Proceedings, Part I

Database Systems
for Advanced Applications



Lecture Notes in Computer Science 9642

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zürich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7409

http://www.springer.com/series/7409


Shamkant B. Navathe • Weili Wu
Shashi Shekhar • Xiaoyong Du
X. Sean Wang • Hui Xiong (Eds.)

Database Systems
for Advanced Applications
21st International Conference, DASFAA 2016
Dallas, TX, USA, April 16–19, 2016
Proceedings, Part I

123



Editors
Shamkant B. Navathe
Georgia Institute of Technology
Atlanta, GA
USA

Weili Wu
University of Texas at Dallas
Richardson, TX
USA

Shashi Shekhar
University of Minnesota
Minneapolis, MN
USA

Xiaoyong Du
Renmin University
Beijing
China

X. Sean Wang
Fudan University
Shanghai
China

Hui Xiong
Rutgers, The State University of New Jersey
New Brunswick, NJ
USA

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-32024-3 ISBN 978-3-319-32025-0 (eBook)
DOI 10.1007/978-3-319-32025-0

Library of Congress Control Number: 2016934671

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© Springer International Publishing Switzerland 2016
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG Switzerland



Preface

Welcome to the proceedings of the 21st International Conference on Database Systems for
Advanced Applications (DASFAA)! The DASFAA conference is held in varying loca-
tions throughout the world, and the 2016 DASFAA conference was held in Dallas, Texas,
USA. DASFAA is an annual international database conference, which showcases state-of-
the-art R&D activities in database systems and their applications. It provides a forum for
technical presentations and discussions among database researchers, developers, and users
from academia, business, and industry.

The DASFAA conference is truly an international forum. During its 21-year history,
the conference has been held in more than 12 countries around the world. This year’s
conference continued this global trend: Our Organizing and Program Committee (PC)
members represent 10 countries, and authors submitted papers from 24 different
countries/regions.

This year’s conference was competitive. A total of 183 papers were submitted for
review. Each paper was reviewed by at least three PC members (except for a few
reviewed by two PC members) and the selection was made on the basis of discussion
among the reviewers and the program co-chairs. This year, 61 papers were accepted for
presentation, representing an acceptance rate of about 33 %. In keeping with the goal of
advancing the state of the art in databases, paper topics span numerous active and
emerging topic areas including big data, crowdsourcing, Web applications, cloud data
management, data archive and digital library, data mining, data model and query
language, data quality and credibility, data semantics and data integration, data streams
and time-series data, data warehouse and OLAP, databases for emerging hardware,
database usability and HCI, graph data management, index and storage systems,
information extraction and summarization, multimedia databases, parallel, distributed
and P2P systems, probabilistic and uncertain data, query processing and optimization,
real-time data management, recommendation systems, search and information retrieval,
security and privacy, Semantic Web and knowledge management, sensor data man-
agement, social network analytics, statistical and scientific databases, temporal and
spatial databases, transaction management, Web information systems, and XML and
semi-structured data.

Reviewing and selecting papers from such a large set of research groups required the
coordinated effort of many individuals. We want to thank all 83 members of the
Program Committee and 90 external reviewers, who provided insightful feedback to
the authors and helped with this selection process. In addition to the technical pre-
sentations, our program also included two invited speakers: Aidong Zhang, Jian Pei
and 10-year best paper “Probabilistic Similarity Join on Uncertain Data” which
appeared in DASFAA 2006 (written by Hans-Peter Kriegel, Peter Kunath, Martin
Pfeifle, Matthias Renz). In addition, a set of four workshops completed the program.



Organizing the DASFAA 2016 program required the time and expertise of
numerous contributors. We are grateful for the tremendous help of Hong Gao, Jinho
Kim, and Yasushi Sakurai, who organized the workshops, Shaojie Tang, who was this
year’s publication chair, Ming Wang and Jun Liang, who organized the indusrial/
practitioners track, Latifur Khan, Lidong Wu, and Dingzhu Du, who served as local
organization co-chairs, Sang Won Lee, Jin Soung Yoo, and Jiaofei Zhong, who served
as publicity co-chairs, Jing Yuan, who served as the registration chair, and Lei Cui and
Jing Yuan, who served as webmasters. In addition, the guidance of the Steering
Committee liaison, Xiaofang Zhou, was invaluable throughout each step of the con-
ference organization and we thank him for his tireless efforts as well.

Finally, we thank the DASFAA community for their support of this international
conference. We hope you enjoy the DASFAA conference and that you are inspired by
the ideas found in these papers.

January 2016 Shamkant B. Navathe
Weili Wu

Shashi Shekhar
Xiaoyong Du
X. Sean Wang

Hui Xiong
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Abstract. Spatial crowdsourcing is an activity consisting in outsourcing
spatial tasks to a community of online, yet on-ground and mobile, work-
ers. A spatial task is characterized by the requirement that workers must
move from their current location to a specified location to accomplish the
task. We study the assignment of spatial tasks to workers. A sequence
of sets of spatial tasks is assigned to workers as they arrive. We want to
minimize the cost incurred by the movement of the workers to perform
the tasks. In the meanwhile, we are seeking solutions that are socially
fair. We discuss the competitiveness in terms of competitive ratio and
social fairness of the Work Function Algorithm, the Greedy Algorithm,
and the Randomized versions of the Greedy Algorithm to solve this prob-
lem. These online algorithms are memory-less and are either inefficient or
unfair. In this paper, we devise two Distribution Aware Algorithms that
utilize the distribution information of the tasks and that assign tasks
to workers on the basis of the learned distribution. With realistic and
synthetic datasets, we empirically and comparatively evaluate the per-
formance of the three baseline and two Distribution Aware Algorithms.

Keywords: Spatial crowdsourcing · Task assignment · Cost · Social
fairness

1 Introduction

TaskRabbit1 is one of a growing number of new crowdsourcing platforms where
users can outsource various tasks to crowd workers in the physical world. Some
of these task require, indeed, that a worker moves to a specified location.

This activity is referred to as spatial crowdsourcing. It consists in outsourc-
ing spatial tasks to a community of online, yet on-ground and mobile, workers.
A spatial task is characterized by the requirement that workers must move from
their current location to a specified location to accomplish the task.
1 www.taskrabbit.com.

c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 3–17, 2016.
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For instance, in the aftermath of natural disasters (e.g., earthquakes, virus
outbreaks), new platforms such as Ushahidi2 and in STEDD3 help request and
orchestrate actions of volunteering members of the public and independent relief
forces to gather information or provide assistance. TaskRabbits wait-for-delivery
service4 finds someone to wait for a delivery and sign for a package. The assigned
worker moves to the mailing address to receive and sign for the package and
replace the consignee. The service alleviates the costly delivery failure problem.

Workers of the spatial crowdsourcing platform complained that the time
spent on commuting between different locations to perform different tasks is non-
negligible and is unpaid [1]. Therefore, in this paper, we study the assignment of
spatial tasks to workers with the objective of minimizing the “commuting cost”
which can refer to time and transportation fee. The spatial task is known by its
location and assignment time interval and needs to be assigned to workers as it
arrives. Workers have an initial position and move to the locations of the tasks
to which they have been assigned. We want to find an assignment policy that
minimizes the commuting cost of the workers to reach the assigned tasks. Cost
refers to the commuting cost in this paper. In addition to cost optimization, we
are seeking solutions that are socially fair. Namely, we are looking for solutions
that minimize the variance of the workload among workers. We want to assign
a similar number of tasks with a similar total cost to each worker. No worker
should, preferably, be overloaded or starved.

In many applications, the spatial tasks are not randomly distributed. The
distribution follows the density distribution of requesters or resources, and it
may evolve over time. For example, we observed that the delivery failures occur
densely in residential areas during office hours, and sparsely in those areas in the
evening when most people are back home. By considering the spatial temporal
distribution of tasks that can be learned from the history, we can design better
strategies for the assignment.

In this paper, we study the opportunity to leverage the clustering of tasks
(e.g. calls for wait-for-delivery are clustered in residential areas; calls for assis-
tance are clustered in the disaster area). While the actual mechanisms to learn
the distribution of tasks and clusters of tasks are orthogonal to the main issue
discussed here, we devise algorithms that assign tasks to workers on the basis of
the distribution of tasks and its evolution. Our hypothesis is that knowledge of
the distributions of tasks and of its evolution not only help minimize the cost but
also provide a basis for the fair assignment of tasks and cost among the workers.
We evaluate the efficiency, in terms of cost minimization, and effectiveness in
terms of social fairness of our proposed algorithms with several datasets. We
use a realistic dataset where the schedule of spatial tasks is constructed from
the log of a real parcel delivery service for an application-level evaluation. We
create three synthetic datasets for the micro evaluation of the various behaviours
of the algorithms. We empirically and comparatively evaluate the cost for each

2 www.ushahidi.com.
3 instedd.org.
4 www.taskrabbit.com/m/shopping-delivery/wait-for-delivery.

www.ushahidi.com
www.taskrabbit.com/m/shopping-delivery/wait-for-delivery
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algorithm with each dataset. We compare the algorithms from the point of view
of social fairness.

The remainder of this paper is organized as follows. Section 2 synthesizes
related works. Section 3 gives a formal definition of the assignment and cost
minimization problem. In Sect. 4, we presents the algorithms we propose. There-
after, Sect. 5 presents the experimental results. Section 6 concludes the paper.

2 Related Work

Several variants of the problem of assigning spatial tasks to mobile workers have
been studied under various sets of hypothesis [5,7,10–12,16].

The authors of [11] devise a taxonomy of spatial crowdsourcing. In their
taxonomy and in its vocabulary the problem that we consider is referred to as
a single task server assignment. We consider that workers that are willing to
accomplish the given tasks are identified. Therefore incentives and rewards are
orthogonal issues. The crowdsourcing service does not publish the spatial tasks to
the workers. Instead, any online worker sends his location to the crowdsourcing
server. The crowdsourcing server assign tasks to the workers. In [11], Kazemi and
Shahabi consider workers constrained by their location and workload: workers
can only be assigned to tasks in their neighbourhood and they can be only be
assigned up to a maximum number of tasks. Given a sequence of sets tasks, the
authors define and propose approximate solutions to the problem of assigning
tasks to workers while maximizing the number of tasks assigned.

In [7], workers can select the tasks they want to accomplish. Given a sequence
of sets tasks and workers choices, the authors define and propose approximate
solutions to the problem to the problem of assigning tasks to workers while maxi-
mizing the number of tasks assigned. In [12], Kazemi et al. stressed the validity of
the results provided by the crowd workers. They studied the problem of maximiz-
ing the number of assigned tasks while ensuring that the quality of the answers
reaches a confidence level. In [5], Chen et al. consider the assignment of mov-
ing workers to spatio-temporal tasks. Tasks can only be accomplished within a
specified area and time interval. The authors consider moving workers who have
known position, direction and speed, as well as confidence scores quantifying
how reliably workers can accomplish assigned tasks. Diversity is obtained by
assigning workers coming from different locations. The authors propose approxi-
mate solutions to the problem of assigning a set of workers to a set of tasks while
maximizing reliability and diversity. The authors of [10,16] propose a differential
privacy model for protecting location privacy of workers participating in spatial
crowdsourcing tasks, which is not the concern in our problem setting.

Unlike previous works, our proposal stresses both the cost incurred by the
movement of worker and the fairness of the assignment among the workers. Our
objective is to minimize the total cost after completing all the tasks and the
variance of the number of task and total cost per worker.
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3 Problem Formulation

3.1 Preliminaries

We consider finite metric two dimensional space M, which contains finite num-
ber of locations, on which tasks are requested. For simplicity, we will name
spatial task as task in the following of this paper. A task rj is represented as
a tuple < rj , lj , bj , ej > where lj is the location where rj is requested, and
[bj , ej ] is its assignment time interval. For simplicity, we assume that there is no
difference between the tasks in terms of execution time (i.e., they all need the
same amount of time for their execution). For a given time step t, we denote by
Rt = {rt

1, r
t
2, ..., r

t
nt} the set of spatial tasks that can be assigned at that step

(bj < t < ej), nt denotes the total number of tasks in time step t, and n the
overall number of tasks.

A worker wi is represented as a tuple < wi, l(wi), v > where l(wi) is the
location of the worker, and v its availability. Let W = {w1, w2, ..., wm} be a
set of workers who are committed to perform tasks, m be the total number of
workers.

The assignment instance is the fact that a batch of tasks Rt = {rt
1, r

t
2, ..., r

t
nt}

is assigned to a set of workers by the platform at time step t.
Worker wi is required to move to the locations of the tasks assigned to her

(i.e., l(wi)t+1 = ltj). Considering geographical constraints, a worker cannot be
assigned two different spatial tasks located at different locations in the same
assignment instance. A batch of nt tasks at time step t has to be assigned to
nt different workers. In our model, each task is assigned to exactly one worker
since every copy of the task can be regarded as an independent task.

We assume that the platform does not know when and where the next batch
of tasks is going to arrive. Thus, it has to make instant decisions to assign this
batch of tasks before the coming of the next ones. However, the platform could
have some knowledge about the distribution of the whole sequence of tasks, and
this distribution (i.e., pt : M → [0, 1]) could be estimated by observing the data
logs (history of the assignments).

Definition 1 (Cluster). We define a cluster as a set of locations in a circle
region of the space M, where tasks are frequently requested. Each cluster (i.e.,
CLi) is characterized by a weight (i.e., αi), a center (i.e., μi) and the radius of
the circle (i.e., radiusi).

Tasks are distributed in forms of clusters, which is often the case in real
world applications. The weight of a cluster is proportional to how many tasks
were observed inside the cluster.

Moreover, distributions are different for different time period according to
some time slots (morning, lunch time, afternoon, etc.) or to the week days, i.e.,
pt+1 �= pt for some t.
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3.2 The Assignment Cost Minimization Problem

Our spatial task assignment problem consists in moving around the m workers
to perform the tasks that arise over time at some locations of the metric space
M. Tasks arrived at time step t must be treated at this step, and the assigned
workers have to move to the corresponding locations to perform their tasks.

Let c(l1, l2) denote the cost of moving from location l1 to l2. At each time step
t ∈ Z

+, nt tasks {rt
1, r

t
2, ..., r

t
nt} are requested at some locations {lt1, l

t
2, ..., l

t
nt},

and each task is assigned to exactly one of the m registered workers. Let
at = (at

1, a
t
2, ..., a

t
nt) be the assignment at time step t, each at

j represents the

worker assigned to task rt
j . Then, the cost at time step t is

∑nt

j=1 c(l(at
j), l

t
j). The

unassigned workers stay their locations unchanged, i.e. l(wi)t+1 = l(wi)t for all
wi /∈ at.

The goal is to determine the assignment strategy at at each time step t such
that the cost is minimized after the completion of all the tasks, i.e. to minimize

τ∑

t=1

nt
∑

j=1

c(l(at
j)

t, ltj) (1)

where τ is the total number of time steps.

4 Algorithms

Our online optimization problem is a Metrical Task System [4] and is a slight
variation of the k-server problem [6]. While the k-server problem considers the
assignment of single workers to a schedule of individual tasks, we consider that
tasks arrive set-at-a-time. Several classic algorithms [2,3,9,13,14] exist for the k-
server problem that can be adapted. Noticeably we should mention the Greedy
Algorithm and the Work Function Algorithm. The Greedy Algorithm simply
assigns a task to the nearest worker. The Work Function Algorithm assigns
tasks to workers according to the work function [13]. The work function balances
between the distance of a set of worker to the set of tasks and the hypothetic
distance of the workers to the tasks if an optimal algorithm had been used.
The Work Function Algorithm has competitive ratio 2 · (|M|

m

) − 1, where |M| is
the number of locations in the finite metric space M. Time complexity of the
Work Function Algorithm is at least O

((
m
nt

)
mn2

)
, which makes it perform rather

poorly in practice. The Greedy Algorithm has an unbounded competitive ratio,
but it performs very well in practice with low costs. Randomized versions of the
Greedy Algorithm [14], with their statistical bounds O(m2m) on the competitive
ratio [9], do not yield equally good results on practical problems. Time complex-
ity of both the Greedy and the Randomized versions of the Greedy Algorithm
is O(nm).

The typical situation that causes the unbounded competitive ratio for the
Greedy Algorithm in the k-server problem is that where there are two workers
and two tasks on a one dimensional space, a line. The workers are on the left
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and the tasks on the right. The Greedy Algorithm sends the nearest worker to
the first task arriving, then it sends the same worker to the second task arriving.
If the schedule of task alternates between tasks at the same two positions, the
first worker moves between the two tasks frantically while the second one remain
idle. This is not only a situation where the Greedy Algorithm is inefficient, but
also a situation where Greedy is socially unfair. A simple and natural fix is
to randomize the Greedy Algorithm. The Randomized Greedy Algorithm that
we consider chooses the worker to whom a task is assigned with a probability
inversely proportional to the cost of the worker to the task. In the above example,
randomization could eventually give a chance to the second worker to be assigned
a task thus definitely unlocking the initial deadlock.

All these online algorithms are memory-less. Another design direction is, as
usual with online algorithms, to add memory to the algorithm. Here we propose
to devise algorithms that learn and use their knowledge of the distribution of
tasks. For the sake of simplicity and because of space limitations, we do not
discuss the orthogonal issue of incrementally learning the distributions. The
reader can refer to the extensive literature on clustering algorithm and their
incremental versions [8,17]. We consider that we are able to obtain a fairly good
estimation of the distribution of tasks. Namely, we know the number of circular
clusters of tasks, the coordinates of the centers, the radiuses, and the weights.
This knowledge is updated as new tasks arrive. How the knowledge is updated
depends on the incremental clustering or learning algorithm.

The idea that we propose in order to leverage the knowledge of the distribu-
tion is to assign workers to clusters of tasks according to the learned distribution.
For each cluster, a quota of workers is calculated based on the distribution. In
a first algorithm, we proactively distribute the workers to stand on the circles
of the clusters. The workers are therefore on standby, waiting to be assigned a
task. When a change in the distribution is observed, the workers are redeployed
accordingly. However, it may not be necessary to proactively deploy the workers.
In a second algorithm, we assign tasks inside a cluster to workers located out-
side all clusters on demand until the quota of the cluster is reached. These two
algorithms can also mitigate the situation where some workers are overloaded
while some others are starving, thus improve social fairness.

We present two Distribution Aware Algorithms, namely, the Proactive Dis-
tribution Aware Algorithm and the on Demand Distribution Aware Algorithm
in Sect. 4.1.

4.1 The Distribution Aware Algorithm

The idea of the Distribution Aware Algorithm is to move a sufficient number of
workers who are located outside the clusters to perform tasks requested inside the
clusters (we call this movement DEPLOY), such that the tasks that are frequently
requested inside the clusters can be served by a closer worker.

The algorithm consists of two phases: (i). Estimate this “sufficient number”
(i.e., quota: quoi) of every cluster CLi. (ii). Real assignment based on the quota.
Algorithm 1 gives the outline of the Distribution Aware Algorithm.
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Algorithm 1. The Distribution Aware Algorithm
Input: Set of workers W , a sequence of set of tasks R1, ..., Rτ , distributions

for each time period p1, p2, ...
Output: assignment a1, ..., aτ

1 for each time period tp = 1, 2, ... do
2 /* Acquire distribution information of tasks */
3 CLi: (αi, μi, radiusi) (i = 1, ..., k) ← ptp

4 /* Phase (i). Estimate the quota */
5 for each CLi (i = 1, ..., k) do
6 calculate quoi for each cluster CLi;
7 /* Phase (ii). Assignment */
8 Subroutine 2 (or Subroutine 3)

Phase (i), moving a worker located outside the clusters to perform the tasks
inside the clusters incurs a heavier cost than moving a nearest worker, thus quoi

should not be too large. We set a upper bound of quoi to be the minimum of
a value proportional to the weight of CLi and the number of locations in CLi,
minusing the existing number of workers (i.e., existi) inside CLi. That is,

quoi ≤ min{αi · m, |CLi|} − existi (2)

|X| is the cardinality of the set X (e.g., |CLi| is the number of locations
inside CLi).

On the other hand, if quoi is insufficiently large, DEPLOY will not be effective,
either. Here is the benefit analysis for the DEPLOY. The benefit of moving quoi

workers to CLi is the cost saved by these quoi workers within CLi minus the cost
of the DEPLOY. We want to maximize the following benefit which is the summed
benefit of all clusters.

∑

Dep1,...,Depk

saved cost by Depi − deploy cost of Depi; (3)

Depi ⊆ W (i = 1, ..., k) is the set of DEPLOY workers to cluster CLi, and
Depi∩Depj = ∅ if i �= j. We want to determine the optimal set {Dep1, ...,Depk}
that maximize Eq. 3. However, the “saved cost” and the “deploy cost” is unknown
since we do not know the subsequent tasks. What is more, it is inefficient to
traverse all possibilities of {Dep1, ...,Depk}. Thus, we calculate the benefit of
the DEPLOY of each cluster using the following heuristic and estimation.

We sort the clusters according to their weights αi in descending order, and
estimate the benefit for each cluster as in Eq. 4.

BNFi =
|Depi|
|CLi| · radiusi · αiN

tp −
|Depi|∑

j=1

c(NNj , μi) (4)

where |Depi|
|CLi| is the probability that a task in CLi is served by the deployed

worker. radiusi is the estimated cost between two locations in the cluster.
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With N tp being the total number of tasks in this period, we could have the
left part of BNFi being the total estimated “saved cost by Depi”. The right
part of BNFi is the estimated “deploy cost of Depi”, i.e., the cost of moving
the nearest |Depi| workers (i.e., NNj in Eq. 4) located outside all clusters to the
center of CLi (i.e., μi). We set quoi to be the value of |Depi| that maximizes
BNFi under the constraint in Eq. 2.

Subroutine 2. The Proactive Distribution Aware Algorithm
Input: Set of workers W , a sequence of set of tasks R1, ..., Rτ

Output: assignment a1, ..., aτ

1 Sort the clusters in descending order according to the weight;
2 for each cluster CLi (i = 1, ..., k) do
3 Find the nearest quoi workers to μi located outside all clusters;
4 Move each of the quoi workers to the nearest point on the circle of CLi.

5 for each time step t do
6 Rt ← {rt

1, ..., r
t
nt}; W = {w1, w2, ..., wm};

7 while Rt �= ∅ do
8 rt

j ← Randomly pick a task from Rt;
9 at

j ← The nearest worker ∈ W to rt
j ;

10 Rt ← Rt\{rt
j}; W ← W\{at

j}
11 Output at;

Phase (ii). Assignment.

The Proactive Distribution Aware Algorithm (Subroutine 2). This algo-
rithm firstly sorts the clusters in descending order according to the weight αi (Line
1). Then, for each cluster CLi, this algorithm proactively moves the nearest quoi

workers (nearest to the center μi) who are located outside all clusters to the near-
est point on the circle of CLi (Line 3,4). Workers are therefore on standby, waiting
to be assigned a task. Finally, assign the tasks at one step in a random order, move
the nearest available worker to perform each task (Line 8–10).

The on Demand Distribution Aware Algorithm (Subroutine 3). This algo-
rithm deploys the workers into the clusters on demand. It assigns the tasks at
one step in a random order. For each task rt

j at time step t, if it is located inside
cluster CLt

j (that has the quota quot
j). If quot

j > 0, move the nearest worker
who is located outside all clusters to serve rt

j (Line 6). In other cases, assign rt
j

to the nearest worker (Line 9).
In phase (i), calculating the quota for each cluster requires sorting workers

with respect to cost, which takes O(mlog(m)). Time complexity of phase (i) is
O(kmlog(m)) for k clusters. In phase (ii), the assignment takes O(nm). Thus,
Time complexity of the Distribution Aware Algorithms is O(kmlog(m) + nm).

Go back to the example of two workers on a line, the Distribution Aware
Algorithms will send the two workers to the two locations of the tasks based on
the distribution. So, the cost will be zero afterwards. We do not have theoretical
bounds for the Distribution Aware Algorithms.



Cost Minimization and Social Fairness for Spatial Crowdsourcing Tasks 11

Subroutine 3. The on Demand Distribution Aware Algorithm
Input: Set of workers W , a sequence of set of tasks R1, ..., Rτ

Output: assignment a1, ..., aτ

1 for each time step t do
2 Rt ← {rt

1, ..., r
t
nt}; W = {w1, w2, ..., wm};

3 while Rt �= ∅ do
4 rt

j ← Randomly pick a task from Rt;
5 if rt

j ∈ CLt
j AND quot

j > 0 then
6 at

j ← The nearest worker ∈ W to rt
j who is not in any clusters;

7 quot
j ← quot

j − 1;

8 else
9 at

j ← The nearest worker ∈ W to rt
j ;

10 Rt ← Rt\{rt
j}; W ← W\{at

j}
11 Output at;

5 Performance Evaluation

5.1 Experimental Methodology

We conduct experiments on both real world and synthetic datasets to evaluate
the performance of the three baseline online algorithms, i.e., the Greedy Algo-
rithm, the Randomized Greedy Algorithm and the Work Function Algorithm,
and two Distribution Aware Algorithms, i.e., the Proactive Distribution Aware
Algorithm and the on Demand Distribution Aware Algorithm. For simplicity, we
will name these algorithms as Greedy, Random, WFA, Proactive and onDemand,
respectively, in this section.

The real world dataset “Delivery” consists of records of the delivery failure
packages in Singapore from April 2014 to June 2014. The distribution of those
failed deliveries is presented in Fig. 1(a). The color, from white to red, represents
the density of the failed deliveries on the corresponding coordinates. We identify
12 clusters according to this observed distribution. The centers of the clusters
are denoted by black stars in Fig. 1(a). We set the radius of each cluster to be
2 Km and the weight of each cluster to be the density of tasks inside the cluster
between April 2014 and May 2014.

We evaluate the five algorithms on the dataset of June based on the learned
distributions and clusters. The number of tasks is 19 k (i.e., n = 19 k). Tasks are
all in one time period. The workers are generated uniformly on the space. We
vary the number of workers (i.e., m) and also the number of tasks in one time
step in order to observe the behaviors of the algorithms. Euclidean distance
(i.e., traveled distance) is used to measure the commuting cost between two
locations for all datasets. We use the window version of WFA [15] (i.e., ω-WFA) in
the experiments considering the running time. We evaluate the 50-WFA on the
Delivery data where there is 1 task per step and m = {50, 100, 200}. In other
evaluations, we only compare the performances of Greedy, Random, Proactive
and onDemand.
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Fig. 1. Distributions of the real and synthetic datasets (Color figure online)

In order to evaluate the scalability and watch the behaviors of the algorithms,
we generate 3 synthetic datasets named “Dataset1” (Fig. 1(b)), “Dataset2”
(Fig. 1(c)) and “Dataset3” (Fig. 1(d)) from Gaussian Mixture Distribution (i.e.,
GMM) on a 1000 × 1000 grid space. Figure 1(b), (c) and (d) show the dis-
tributions of the tasks and the workers in the three synthetic datasets where
the red circles represent the distribution of the workers and the black triangles
represent the distribution of the tasks. Specifically, we use diagonal covariance
matrixes for the multivariate Gaussian Distributions, and the variances for the
two dimensions are set to be equal. In this way, each component in the GMM
is corresponding to a cluster with the center locating at the mean, the radius
equaling to the standard deviation (σ) of the x-dimension (or y-dimension). In
Dataset1, 100 k tasks are generated from a 1-component-GMM. All the tasks
are in one time period. Workers are generated from a 3-component-GMM, the
centers of which are uniformly distributed on the space. In Dataset2, there are
2 time periods. In the first time period, 50 k tasks are generated from a 10-
component-GMM, the means of which are uniformly distributed on the space.
One of the components has weight 0.5, the others have weights 0.056. In the sec-
ond time period, 10 components with same means as in the first period evolve
all their weights to 0.1. Workers are generated from a 10-component-GMM that
has different means but the same weights with the clusters of tasks in the first
period. In Dataset3, there are 10 time periods. In each time period, 20 k tasks
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are generated from a 1-component-GMM. The center of this component changes
at every time period. Workers are generated from a 1-component-GMM.

Table 1. Summary of the synthetic datasets

n Variance # periods # clusters/period Rationale

Dataset1 100 k 400 1 1 Worst case of greedy

Dataset2 100 k 100 2 10 Evolution of weights

Dataset3 100 k 100 10 1 Moving clusters

The summary of the datasets is in Table 1. We evaluate the performances of
the algorithms by varying the number of workers and the number of tasks in one
step. Each evaluation is averaged over 20 independent random cases.

5.2 Experimental Results on Cost Minimization

Experimental Results on Real Data. Figure 2 shows the experimental
results on the Delivery dataset. Generally, as the number of worker m increases,
the costs by all five algorithms decrease since there are more opportunities to
assign the tasks to close workers when m is larger. Random performs worse than
the other algorithms due to its randomness. The Distribution Aware Algorithms,
Proactive and onDemand, perform better than the baseline memory-less algo-
rithms, onDemand is better than Proactive.

Comparing Fig. 2(a), (b) and (c), we can see that all algorithms perform
better when the number of tasks in one step is smaller. This is because the
available worker set is larger for each task when there are fewer competitive
tasks in the same time step.

When the number of workers (m) is sufficiently large, all algorithms tend to
have similar performance since there are sufficient number of close workers to
serve each task. As a result, the costs by all algorithms are low.
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Fig. 2. Results of the delivery data
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Experimental Results on Synthetic Data. Figure 3 shows the experimen-
tal results on Dateset1, Dataset2 and Dataset3. Generally, the performance
of Random is poor, and the Distribution Aware Algorithms, Proactive and
onDemand, perform better than the baseline memory-less algorithms, onDemand
is better than Proactive.
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Fig. 3. Results of the synthetic datasets

In Fig. 3(a), (b) and (c), Greedy performs poorly when the number of tasks
in a step is small. Because Greedy tends to move a set of workers to the cluster
and let them finish all the tasks in the cluster, which is costly.

When the number of tasks per step increases, the cost by Greedy decreases
since the effect of moving a batch of workers in a step is similar to the effect of
DEPLOY in the Distribution Aware Algorithms which move a set of worker outside
the clusters into the clusters. This observation is contrary to the results in the
Delivery dataset where we observe that costs by all algorithms increase as the
number of tasks per step increases. This is because the benefit of the DEPLOY of
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Greedy is counteracted by a heavier cost because of the unavailability of workers
in one step, which results in increasing cost in the Delivery dataset.

In Fig. 3(d), (g), (h) and (i), costs by the Distribution Aware Algorithms
increase as the number of tasks in a step increases because of the unavailability of
workers in one step. In this case, Greedy and the Distribution Aware Algorithms
tend to have similar performance.

The advantage of the Distribution Aware Algorithms is that it spends a
heavier cost at the beginning of each time period to deploy a number of workers
to serve the tasks that are frequently requested inside clusters. This deploy-
ment benefits the following sequence of tasks. When the distributions evolves
frequently as in Dataset3, the performances of Distribution Aware Algorithms
are similar to Greedy, as shown in Fig. 3(g), (h) and (i), since the benefit of
deployment is counteracted by the heavier cost at the beginning of every time
period.

In conclusion, the Distribution Aware Algorithms have a lower cost of assign-
ment compared to the baseline algorithms when the tasks are distributed in
clusters.

5.3 Experimental Results on Social Fairness

We analyse the social fairness of the four algorithms, Greedy, Random, Proactive
and onDemand, based on the Delivery data with one task per step and a number
of workers varying from 200 to 600. We quantify the workload in two ways: the
number of assigned tasks and the traveled distance, for every worker in the four
algorithms.

Figure 4 shows the number of assigned tasks per worker by the different
algorithms. We can see that Greedy is generally unfair, few workers are assigned
a large number of tasks while most of the other workers remain idle.

This is because Greedy always assigns the tasks to the nearest workers. Some
workers who are initially located close to a cluster will have to finish all the tasks
inside this cluster since they are always the nearest workers. This results in heavy
workload of these workers.

The Distribution Aware Algorithms alleviate this problem by deploying an
appropriate number of workers into each clusters. Thus, we can see from Fig. 4
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Fig. 4. Assigned number of tasks of every worker
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Fig. 5. Traveled distance of every worker

that Proactive and onDemand have smaller gaps between the max-workload and
the min-workload than Greedy. Random is the fairest by construction. Indeed,
every worker has a chance at every time step to be assigned to perform tasks.

Figure 5 shows the traveled distance per worker under the different algo-
rithms. We can observe similar patterns as in Fig. 4. Few workers traveled long
distances under Greedy, while most of the others remain idle. Random is fair, how-
ever, the median cost of Random is higher than that of the other three algorithms.
The Distribution Aware Algorithms, Proactive and onDemand, are relatively fair
compared to Greedy, having a more balanced workload.

Clearly, fairness was built-in the design of our two Distribution Aware algo-
rithms. It is remarkable, however, that this can be done at the benefit of a lower
cost as well.

6 Conclusion

In this paper, we study the problem of assigning spatial tasks to crowd workers
in the spatial crowdsourcing scenario. We formalize the assignment cost mini-
mization problem, which is to minimize the cost of moving a set of workers to
complete a sequence of spatial tasks. Then, we present three baseline and two
Distribution Aware algorithms to solve this problem. We analyse the competi-
tiveness of these five algorithms in terms of competitive ratio and social fairness.
In the experiments, we compare the cost and social fairness of the five algo-
rithms. The results show that the Distribution Aware Algorithms outperform
the three baseline algorithms in terms of cost and yield a balanced workload.
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Abstract. Currently, crowdsourced query processing is done on reward-
driven platforms such as Amazon Mechanical Turk (AMT) and Crowd-
Flower. However, due to budget constraints for conducting a
crowdsourcing task in practice, the scalability is inherently poor. In this
paper, we exploit microblogs for supporting crowdsourced query process-
ing. We leverage the social computation power and decentralize the eval-
uation of the crowdsourcing platforms queries towards social networks.
We propose a new problem of minimizing the cost of processing crowd-
sourced queries on microblogs, given a specified accuracy threshold of
users’ votes. This problem is NP-hard and its computation is #P-hard.
To tackle this problem, we develop a greedy algorithm with a quality
guarantee. We demonstrate the performance on real datasets.

1 Introduction

Crowdsourcing techniques [10,15,27–36] have attracted considerable attention
due to their effectiveness in many applications such as entity resolution and
image detection. An essential property of crowdsourcing is that the technique
relies on a human workforce to at least partially complete an evaluation of the
queries. Typically, a crowdsourcing application publishes its queries assigning
with a fixed reward to the workers on Amazon Mechanical Turk1 and Crowd-
Flower2. Each crowdsourced query is then assigned with a fixed reward to the
workers.

However, humans are prone to error and may provide poor quality crowd-
sourcing results. To address the problem, crowdsourcing applications often enroll
a number of workers to process the replicated queries. If the collected results are
conflicting, the majority vote is adopted to determine which is correct. However,
the replication strategy may not be able to fully handle the diversity of answers.
Suppose the tasks involved are hard, we have to enroll more workers to reduce
the diversity of answers. The cost of this Human Intelligence Task (HIT) could
then be very high. Thus, a limitation of the existing crowdsourcing approach is,
that we may not have a sufficient number of workers to process the query under
the budget constraint, which results in poor answer quality.
1 Amazon Mechanical Turk (or simply AMT) platform at https://www.mturk.com.
2 CrowdFlower platform at https://www.crowdflower.com.

c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-32025-0 2

https://www.mturk.com
https://www.crowdflower.com


Crowdsourced Query Processing on Microblogs 19

To tackle this problem, we formulate a new problem of processing crowd-
sourced queries on microblog, which provides new incentives to encourage
microblog users to process crowdsourced queries. By developing a new crowd-
sourcing model, we aim to reduce both the diversity of the answers and the cost
of processing. We focus on addressing the following main issues:

– Answer Diversity. If the number of replicated queries are too few, we may
not have enough confidence to infer a reliable answer. On the other hand, if
we replicate too many queries, we may have to suffer high cost.

– Incentive Mechanisms. Crowdsourcing workers may be reluctant to process
any queries until they know they will receive a reward. Thus, we aim to design
an incentive mechanism that is able to reduce the workforce cost and at the
same time, meet a given specified accuracy threshold.

– Query Sharing. We utilize the word of mouth effect to model the worker
behavior of query sharing on microblogs. Intuitively, microblog users are more
willing to answer a crowdsourced query under a social influence and to send
messages to an interested group. Thus, crowdsourced queries can be diffused
more efficiently and effectively over microblogs.

Fig. 1. A microblog-based crowdsourcing system

There are already some works studying the problem of answer diversity
[12,18,20]. However, they all rely on centralized platforms such as AMT or
CrowdFlower. In contrast, we study how to address the problem by exploiting
the social influence of microblogs.

The general process of crowdsourced query processing on microblogs is
given in Fig. 1. For instance take the crowdsourced query Q “Is Paris the City
of Lights?” and the specified accuracy threshold α. Owing to the conflicting
answers, we should have a sufficient number of replicated queries Q such that
the accuracy of the final answer obtained from using the majority voting rules
(i.e. the MVoting module) is greater than α. Let Qα be the set of such replicated
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Fig. 2. The difference between common crowdsoucing platforms and the Probabilistic
Incentive Mechanism Model

queries. The estimation of the number of queries in Qα is based on the historic
degree of the skill of the microblog users (Fig. 2).

In the first step, we take Qα as the input to SeedMiner. The SeedMiner
estimates the minimum crowdseed size needed to diffuse this query in microblogs
such that we can have τ feedback. The SeedMiner algorithm is based on the
“word of mouth” effect [13] of query diffusion on microblogs. In the second step,
the SeedMiner returns the crowdseed and we issue the query to the crowdseed in
the third step. We collect answers incrementally from microblogs in the fourth
step. Finally, we fuse the feedback and deliver the correct solution online using
MVoting. In the system, we develop a lottery based incentive mechanism to
encourage users to answer and “retweet” the crowdsourced query. We employ
the build-in lottery function in the third party [22] to our system.

Contributions. We tackle the problem of crowdsourced query processing on
microblogs. Specifically, we make the following contributions.

– We formulate the problem of crowdsourced query processing on microblogs
and exploit the query diffusion process that shifts towards decentralized
crowdsourcing platforms.

– We design a new lottery based incentive mechanism to encourage users to
answer and “retweet” the crowdsourced query on microblogs.

– We propose a sampling-based greedy algorithm that tackles the problem with
a quality guarantee.

– We demonstrate the performance of our new approach to crowdsource query
processing based on its real application on Epinion, NetHEPT and Twitter.

This paper is organized as follows. Section 2 introduces the crowdsourcing
models. Section 3 formulates the problem of crowdsourced query processing on
microblogs and analyze the complexity of the problem. Section 4 then surveys
the related work while Sect. 5 presents the details of our algorithm. Section 6
presents the experimental results and we conclude the paper in Sect. 7.

2 Crowdsourcing Model

In this section, we first introduce the popular voting model, which is widely used
in a crowdsourcing environment. Then we propose the incentive model and the
diffusion model in our approach.
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Voting Model. Given a query, the judgement among the crowd may be dif-
ferent. As a result, the human answers for the query posed on microblogs may
easily conflict. To resolve this problem, we develop a voting model that consists
of a majority voting rule given by

f(V ) =

⎧
⎨

⎩

1 if
∑

vi∈V

vi ≥ τ+1
2

0 otherwise
(1)

where the vote vi is the answer of user ui and V represents a collection of τ
votes (or equivalently, τ feedback answers). Among the conflicting answers from
the votes, we choose one that is supported by more than half of the votes. For
ease of presentation, we consider the crowdsourced decision-making query in this
paper. The vote vi can be a binary random variable (i.e. either 0 or 1). It can
also easily be extended to queries with K possible answers. In such a scenario,
we can also assume the answer with more than half the votes is the correct one.

However, the output of the majority voting rule may not be reliable, if the
number of votes is too few. On the other hand, the cost is high if we enroll too
many votes. We thus propose a probabilistic model to estimate the number of
replicated queries that are sufficient to make the majority voting rule reliable.

Suppose the accuracy of users’ votes on microblogs that have processed the
query are {a(u1), . . . , a(uτ )}, where a(ui) is the vote accuracy of user ui (i.e.
the probability of vote vi being correct). We utilize the historic records of the
degree of skill of the users to estimate the voting accuracy. In this paper, we do
not focus on the estimation of the degree of skill of the users, as a variety of
solutions have already been proposed in the literature [15,20,28,36].

Given a collection of votes V of size τ , we consider the correctness proba-
bility of the majority voting rule as p(f(V )). We denote the random variable
sA consisting of all the accurate votes in V (i.e. sA ⊆ V ). The output result of
the majority voting is correct only when at least half of the votes are accurate
(i.e. |sA| ≥ τ+1

2 ). Thus, the correctness probability of the majority voting rule
is given by

p(f(V )) = Pr(|sA| ≥ τ + 1
2

) =
τ∑

k= τ+1
2

Pr(|sA| = k)

=
τ∑

k= τ+1
2

∑

sA∈FK

∏

ui∈sA

a(ui)
∏

uj /∈sA

(1 − a(uj)) (2)

where Fk comprises all possible combinations of users giving accurate votes for
sA with size k. We note that 1 − p(f(V )) is a cumulative Poisson binomial
distribution, since the accurate probability of each vote vi is different.

We consider the accuracy of the result by the majority voting rule as the
expectation of correctness probability (i.e. E[p(f(V ))]). Then, the expected cor-
rectness of the majority voting rule is given by
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E[p(f(V ))] =
τ∑

k= τ+1
2

(
τ
k

)

μk(1 − μ)τ−k (3)

where μ denotes the average degree of skill of the users (i.e. the average accuracy
of the votes). By using the Chernoff Bound, the lower bound of the expected
correctness is given by

τ∑

k= τ+1
2

(
τ
k

)

μk(1 − μ)τ−k ≥ 1 − e
−2τ(μ− 1

2 )2

4μ (4)

Then, we let 1−e
−2τ(μ− 1

2 )2

4μ ≥ α,where α is the specified accuracy and the number
of replicated queries is given by

τ ≥ −4μ ln (1 − α)
2(μ − 1

2 )2
(5)

Thus, the next goal is to seek τ users to answer the crowdsourced query. In the
next section, we present incentive mechanisms to tackle this problem.

Incentive Mechanism Model. To encourage users to answer an imposed
crowdsourced query, the existing centralized crowdsoucing platforms commonly
pay each user a fixed amount of money as a reward for completing the task.

However, we find that such fixed reward incentive mechanisms do not work
well on microblogs. In our experiment, we firstly distribute several crowdsourced
queries with a reward of $ 0.05 to the crowd on microblogs. We found that few
users answer these queries. Our observations are as follows: unlike the workers
from AMT, users on social networks are reluctant to answer any unexpected
problem with too little reward (e.g. $ 0.05). On the other hand, microblog users
do not primarily aim to earn money but rather gain social interactions.

In this paper, we devise and evaluate a new incentive mechanism for crowd-
sourced query processing based on the platform Sojump [22]. Sojump is a well
established Q&A platform which is able to process a reward payment. Similar
to other common Q&A systems, we generate problem sheets with a URL under
the homepage of Sojump and specify the payment conditions. In our model, the
payment condition is that a user completes the problem sheet and shares the
URL of the sheet in the microblog.

Given a crowdsourced query budget B, we devise a probabilistic incentive
mechanism in order to encourage the crowd on the microblog to answer and
“retweet” the problem sheet. For example, we specify the budget of 6 crowd-
sourced queries to $ 6 in this experiment. First, we decompose the total budget
into three rewards such as $ 3, $ 2 and $ 1, as illustrated in Fig. 1. Suppose that
the number of replicated crowdsourced queries is τ , we set the probability of
getting each reward to 1

τ .
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Crowdseed. The basic idea for processing crowdsourced queries under our
incentive mechanism model is to issue the queries to a large number of users on
microblogs. However, this approach incurs two problems. First, the manager of
the microblog may suspect our application to be a type of spammer and forbid its
usage. Second, the users on microblogs may become annoyed when they receive
unexpected problem sheets from unknown sources.

To tackle the above problems, we include the concept of crowdseed in the
process such that, after we issue the problem sheets to the users in the crowd-
seed, the problem sheets may be diffused through their microblog relations to
τ other users within the probabilistic incentive mechanism model. Our system
encourages users to subscribe to crowdseed where the users can set the expected
reward to accept the posting of crowdsourced queries. We consider the subscrip-
tion cost of user ui as c(ui). Then, the initialization cost of issuing the crowd-
sourced query to the microblog is given by c(S) =

∑

ui∈S

c(ui), where S represents

the crowdseed (i.e. a set of users who are willing to accept our crowdsourced
queries as the seed). The seed cost c(S) depends on the specified accuracy of the
crowdsourced query (i.e. α).

Diffusion Model. Under the word of mouth effect [14], users’ behaviors are
probabilistically influenced by their friends. For example, microblog users may
follow their friends’ actions by “retweeting” the messages being shared. Due to
this observation, we propose a probabilistic model based on the well-known word
of mouth effect to model the crowdsourced query diffusion.

We denote the event that user ui successfully diffuses the crowdsourced query
to his/her friend uj as I(ui, uj). In practice, we found that microblog users tend
to share “tweets” from their close friends. Based on this observation, we explore
the query diffusion probability model between two users based on their closeness
in microblogs. In this work, we utilize the Jaccard Distance of two users’ friends
to measure their closeness. The closeness of two users ui and uj is given by

J(ui, uj) =
|N(ui)

⋂
N(uj)|

|N(ui)
⋃

N(uj)| (6)

where N(ui) denotes the set of users that ui follows and |N(ui)
⋂

N(uj)| is the
number of common following users of ui and uj .

We propose to use the popular Sigmoid function to explore the relationship
between query diffusion and the closeness of users. We denote the probability
of query diffusion between two users as p(I(ui, uj)). Then, the formula of the
crowdsourced query diffusion model from user ui to user uj is given by

p(I(ui, uj)) =
1

1 + eaJ(ui,uj)+b
(a < 0, b > 0) (7)

where a and b are the parameters of the probabilistic query diffusion model.
To estimate the values of parameters a and b, we conduct user study

by posing 700 queries on Twitter. We collect the data in the format of
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(ui,uj ,N(ui),N(uj),I) where I is the indication of the query diffusion. Next,
we aggregate the collected data in the format of (J, p) where J is the Jaccard
Distance value and p is the diffusion probability. We notice that Eq. 7 implies
that ln ( 1p − 1) = aJ + b. Next, we employ the least square method to estimate
the parameters a and b, using a transformed set of pairs such as {ln ( 1p − 1), J}.

Using Eq. 7, we transform the microblog into a probabilistic graph given by
G = (V,E, P ), where V consists of all users, E is composed of all relations and
P records the pairwise diffusion probability of two users (i.e. p(I(ui, uj))).

We consider the event in which the crowdsourced query diffuses from the
crowdseed S to any user uk as a graph reachability problem. However, the
query diffusion between two users is uncertain. For a probabilistic graph with
E edges, we have 2E possible cases of query diffusion which are denoted as
{G1 = (V,E1), . . . , G2|E| = (V,E2|E|)}. Then, the query diffusion from the
crowdseed S to any user uk is given by

p(I(uk)|S) =
2|E|
∑

i=1

p(Gi)RGi
(uk, S) (8)

where p(Gi) is the probability of the ith query diffusion case. The value of p(Gi)
can be computed by the product of the edge probabilities. We denote RGi

(uk, S)
as the indication of the reachability from the crowdseed S to the user uk in case
Gi (i.e. either zero or one). In other words, the query diffusion probability is the
sum of the probability of cases that the query from crowdseed S can diffuse to
the user uk. We consider the expected diffusion size of the crowdseed S in the
probabilistic graph G as δ(G|S). Then, the expected size δ(G|S) is given by

δ(G|S) =
|V |∑

i=1

p(I(ui)|S) (9)

where |V | denotes the number of users in G.

3 Problem Statement

We formulate the problem of crowdsourced query processing on a microblog as
Crowdseed Selection as follows. In a nutshell, we aim to seek a crowdseed set
S from the microblogs such that: (1) we could have at least a collection of τ
feedback answers, and (2) the cost of the crowdsourced query Q can be reduced
as much as possible.

Problem 1 (Crowdseed Selection). Given a probabilistic graph G(V,E, P ) of the
microblog and a crowdsourced query Q, we aim to find a crowdseed set such
that Q can be processed with an expected accuracy larger than α.

However, Theorems 1 and 2 show that the complexity of this problem is NP-
hard and even the computation complexity of the expected query diffusion of a
crowdseed set S is #P-hard. The detailed proof can be found in Appendix [1].



Crowdsourced Query Processing on Microblogs 25

Theorem 1. The problem of Crowdseed Selection is NP-hard.

Theorem 2. The computation complexity of expected query diffusion of a
crowdseed set S is #P-hard.

4 Related Work

In this section, we survey some proposed crowdsourcing systems and introduce
some work about processing various kinds of crowdsourcing queries.

Crowdsourcing Systems. Many crowdsourcing database systems like Qurk
[17], Deco [19] and Hog [4] have recently been proposed as the plug-in compo-
nents for traditional database systems. These systems integrate existing crowd-
sourcing platforms such as Amazon MTurk and CrowdFlower as an external
data source. The crowdsearcher [2], a novel search paradigm, embodies crowds
as first-class sources for the information seeking process. The Crowdturfing sys-
tem [25] aims to study and understand the Crowdturfing campaigns in today’s
Internet. The work ZenCrowd [8] systematizes and automatizes manual match-
ing techniques by dynamically creating micro matching tasks and by publishing
them on a popular crowdsourcing platform. The work Cogos [9] leverages Twitter
Lists to find topic experts in Twitter.

Queries with the Crowd. The unreliability of workers is a significant challenge
for query processing using the crowdsourcing strategy, thus, different approaches
have been proposed to tackle the problem of conflicting answers. The work in [6,
12,24] resolves the ordinal query problem of conflicting rankings. The work in
[3,16,18] studies the screen query problem of conflicting answers. The work
in [23] studies the crowdsourced enumeration query. The work in [21] studies
the query-driven schema expansion. The work in [26] studies the crowdsourced
join query to find all pairs of matching objects from two collections. The work
in [7] studies the top-k and group-by queries with the crowd. The work in [13]
studies how to choose the right question to answer the planning query with the
crowd.

Some recent works [3,15] have studied the crowd selection problem on
microblog and built a probabilistic voting model to estimate the reliability of the
enrolled crowd. The dynamic programming based and greedy based algorithms
are proposed to select the crowd. The selection of the crowd is only based on
the reliability of the workers.

However, none of the above-mentioned works utilize the power of social influ-
ence for processing crowdsourced queries on microblogs. Our work shows that
Twitter users send crowdsourced queries to their friends and that people also
answer the Twitter queries based on their friendships. By taking the social influ-
ence into consideration, we further study how to mine crowdseed for crowd-
sourced query processing on microblogs.
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5 Algorithms

In this section, we show how to tackle the complexity of the problem of Crowdseed
Selection. We first define an objective function based on the selected crowdseed
set S and then propose a greedy algorithm in order to maximize the function.

We aim to select a crowdseed set S such that τ feedback answers are obtained
from the users. Thus, we set the constraint of the crowdseed set S at δ(G|S) ≥ τ
and formulate the objective function as: minS

∑

ui∈S

c(ui) such that δ(G|S) ≥ τ ,

where τ is the expected query diffusion size. The value of τ can be computed
by Eq. 5.

We now present a greedy algorithm that iteratively selects the subscribed
users to the crowdseed set S in order to satisfy the constraint. We denote the
ratio of the expected query diffusion (i.e. δ(G|S)) to the cost of S (i.e. c(S)) as
ΔS (i.e. ΔS = δ(G|S)

c(S) ) In each iteration, we aim to select a subscribed user ui to
the crowdseed S that is able to maximize this ratio, given by

ui = argmaxui
(
δ(G|S ∪ {ui})
c(S ∪ {ui})

− δ(G|S)
c(S)

) = argmaxui
(ΔS∪{ui} − ΔS) (10)

The greedy algorithm terminates until the expected query diffusion is larger
than τ (i.e. δ(G|S) ≥ τ).

However, given a crowdseed set S, the computation of its expected query
diffusion is #P-hard. Thus, we propose a sampling algorithm to estimate the
expected query diffusion efficiently and effectively. As G = (V,E, P ) is a prob-
abilistic graph, the samples can be obtained by flipping the edges accord-
ing to the probabilities in P. For example, we can have k sample graphs,
G1 = (V,E1), ..., Gk = (V,Ek). Thus, the expected query diffusion can be
obtained by taking the average of these sample graphs and is given by

δ(G|S) =
∑k

i=1 δ(Gi|S)
k

(11)

where the sample Gi is a deterministic graph. The δB(Gi|S) is the size of the
connected nodes from the set S which can be computed using the BFS algorithm.

We also show that the sampling algorithm can achieve (ε, η) approxima-
tion of estimating the expected query diffusion (i.e. δ(G|S)). Using Hoeffding’s
Inequality, we have

Pr(|δ(G|S) − δ(G|S)| ≥ ε) ≤ 2 exp(− 2ε2k2

∑k
i=1(|V | − 1)2

) ≤ η (12)

where ε is the error rate and η is the confidence of the estimation. Then it follows
that we achieve (ε, η) approximation if the number of samples

k ≥
(|V | − 1)2 ln 2

η

2ε2|S|2 (13)
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where |S| is the size of the crowdseed S. Details are shown in Appendix [1]. The
details of the greedy and sampling algorithms are presented in Algorithms 1 and 2.
First, in Algorithm 1 we transform the obtained microblog into a probabilistic
graph G = (V,E, P ) based on the similarity between two users on Line 1. The
diffusion process of the crowdsourced query is based on G. Next, we compute the
expected accuracy (i.e. μ) based on the average value of the historical accuracy
record of the users on Line 2. Then, we estimate the lower bound of the number of
replicated queries by Eq. 5 on Line 3. When the crowdseed S is empty, the expected
query diffusion is assumed to be zero (i.e. δ(S|φ) = 0). At each iteration, we select
a subscribed user ui that is able to maximize the objective function on Line 6 and
add it to the crowdseed S on Line 7. Algorithm 1 terminates when the expected
query diffusion of the current crowdseed (i.e. δ(G|S)) is larger than the number of
required replicated queries (i.e. δ(G|S)) ≥ τ) on Line 5.

Algorithm 1. Crowdseed(Qα)
Input: Qα : a crowdsourced query with specified accuracy α; a(u1, . . . , a(u|V |)) : a
historic accuracy record
Output: S : a crowdseed

1: Build a probabilistic graph G = (V, E, P ) by Equation 7

2: Expected accuracy μ ←
∑|V |

i=1 a(ui)

|V |
3: Set # of replicated queries τ by Equation 5
4: Set crowdseed S ← ∅
5: while δ(G|S) < τ do
6: ui = argmaxui

(ΔS∪{ui} − ΔS)
7: S ← S ∪ {ui}
8: end while
9: return S

We illustrate the sampling process of computing the expected query diffusion
δ(G|S)) in Algorithm 2. In order to achieve (ε, η) approximation of the expected
query diffusion, we choose K samples for estimation by Eq. 5 on Line 1. At each
time, we sample K certain graphs from the probabilistic graph G = (V,E, P )
and take the average of the query diffusion of the current crowdseed S on the

Algorithm 2. GetDiffusion(G,S)
Input: G : a probabilistic graph; S : a candidate crowdseed
Output: δ(G|S) : an expected query diffusion

1: Set # of samples K by Equation 13
2: Set expected query diffusion δ(G|S) ← 0
3: for i = 1 → K do
4: Sample Gi form G = V, E, P
5: δ(Gi|S) ← BFS(Gi, S)
6: δ(G|S) ← δ(G|S) + δ(Gi|S)/K
7: end for
8: return δ(G|S)
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samples from Lines 3 to 8. We employ the BFS algorithm to compute the query
diffusion on certain graphs on Line 5. In the implementation, we find that the
time duration of generating K sample graphs is very lengthy. To tackle this
problem, we sample K certain graphs offline and store them in the memory.
Thus, Algorithm 2 is able to compute query diffusion on these stored graphs
without generating new samples.

6 Experimental Studies

The studies are performed in a Linux box with an 8-core Intel(R) Xeon(R) CPU
X5450 3.00 GHz and 16 GB memory.

We investigate the robustness of our algorithms by varying the size of the
crowdseed and the query cost.

Datasets. In order to generate the synthetic datasets, we simulate the crowd-
sourced query diffusion process using three real datasets. The Epinion is a
Who-trusts-whom network where the vertices represent the sites and the edges
represent the trust relations between two sites. The NetHEPT is a large acad-
emic collaboration network where the vertices represent authors and the edges
represent coauthorship relations. Twitter is microblog dataset where the vertices
represent the users and the edges represent the following relationships. Thus, we
build the probabilistic graph G = (V,E, P ) based on these three datasets in order
to model the query diffusion. The statistics of these three real social graphs are
given in Table 1.

Table 1. Statistics of datasets

Dataset Epin NetHEPT Twitter

No. of nodes 75888 15233 11555

No. of edges 508837 58891 500000

Baseline Algorithms. We evaluate the effectiveness and robustness of the pro-
posed algorithms using the three real social graphs aforementioned. We also pro-
pose four baseline algorithms such as Degree-based algorithm, Centrality-based
algorithm, the CELF++ [11] Algorithm and the LDAG [5] The Degree-based
and Centrality-based algorithms rank all the vertices based on vertices degree
and centrality first. The CELF++ Algorithm and LDAG algorithm picks the
most influential seeds by their definition. Then, these four algorithms select the
vertices and add them to the crowdseed S according to their order.

Measurement. We demonstrate the effectiveness of the proposed algorithms by
generating crowdsourced queries for each dataset with different error rate ε (i.e.
1 − α). We propose two quality measurements: (1) size of Crowdseed (# of
seeds) and (2) cost of crowdsourced query. In the first phase, we assume that
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the cost of each user joining the crowdseed S is the same. Thus, the algorithm
which outputs the smallest crowdseed works the best. In the second phase, we
generate the cost of each user to join crowdseed S from a uniform distribution
(i.e. Uni(1, 100)). Then, we compare the cost of the crowdsourced query for
different algorithms, where the one with the least cost is the most effective.
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Fig. 3. Crowdseed size v.s. error rate

Crowdseed Size. Figure 3(a), (b) and (c) illustrate the size of the crowdseed
of the proposed algorithms by generating six types of crowdsourced queries for
each dataset with different error rate ε (i.e. 10−1, 10−2, . . . , 10−6). For example,
the size two crowdseed means that we need to issue the crowdsourced query to
two users as the seeds for later diffusion.

To mitigate the unreliability of the majority voting rule, we need to enroll
many users to improve its accuracy. In the microblog, the expected query diffu-
sion is proportional to the size of the crowdseed. Thus, as the error rate decreases,
the size of the crowdseed increases. However, the size of crowdseed by the greedy
algorithm is smaller than other algorithms.

The baseline algorithms select the seeds based on their independent query
diffusion. However, selecting a vertex with a high diffusion value may not always
increase the query diffusion of the crowdseed by much. For example, selecting a
vertex with a lot of neighbors in the crowdseed may not increase the total query
diffusion by much. Thus, our proposed algorithm considers the joint expected
query diffusion of the selected seeds such that this problem can be avoided.

Query Cost. We study the cost of processing a crowdsourced query using
our algorithms. Figure 4(a), (b) and (c) show the query cost of our proposed
algorithms on different error rates. To make a fair comparison with the base-
line algorithms, we penalize the users with high costs in both Degree-based and
Centrality-based algorithms. For example, the Degree-based algorithm first sorts
the users based on their degree (i.e. deg(ui)) and then selects the users according
to that order. In the new Degree-based algorithm, we set the score of each user
to be the degree divided by its cost (i.e. deg(ui)/c(ui)). Similarly, we build a
new Centralitybased algorithm for comparison.

Figure 4(a), (b) and (c) show that the cost of the crowdsourced query
increases when reducing the error rate threshold. However, our algorithm also
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outperforms four other baseline algorithms in terms of the query cost. This nice
result is attributed to the fact that we model the joint query diffusion in the
proposed objective function while others treat the query diffusion of each vertex
independently. The results show that our algorithm not only mines the crowd-
seed effectively, but is also very efficient compared with the other three baseline
algorithms (Fig. 5).
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Fig. 4. Query cost v.s. error rate
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Fig. 5. Execution time v.s. error rate

7 Conclusions

We explore a new approach to processing crowdsourced queries on microblogs.
Our goal is to minimize the cost of the crowdsourced query processing while the
aggregated answer satisfies a specified accuracy threshold. We develop a new
query diffusion model and formulate the problem of Crowdseed Selection. How-
ever, we prove that this problem is NP-hard and, given a crowdseed set S, the
computation of query diffusion is #P-hard. We then develop a greedy algorithm
to tackle the problem and a sampling algorithm to compute the query diffusion of
the selected crowdseed set. We also derive an error bound for the proposed sam-
pling algorithm. We validate the performance of our algorithm using three real
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datasets. The experimental results clearly demonstrate that our algorithms are
able to reduce the cost of the crowdsourced query effectively. We also show that
our new incentive mechanism helps the queries to be more efficiently evaluated.
As the number of smart phone users and microblog subscribers are increasing
every year, our proposed approach is promising to gain further superiority over
existing approaches relying mainly on a centralized platform.
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Abstract. Effective result inference is an important crowdsourcing
topic as workers may return incorrect results. Existing inference methods
assign each task to multiple workers and aggregate the results from these
workers to infer the final answer. However, these methods are rather inef-
fective for context-sensitive tasks (CSTs), e.g., handwriting recognition,
due to the following reasons. First, each CST is rather hard and workers
usually cannot correctly answer a whole CST. Thus a task-level inference
strategy cannot achieve high-quality results. Second, a CST should not be
divided into multiple subtasks because the subtasks are correlated with
each other under certain contexts. So a subtask-level inference strategy
cannot achieve high-quality results as it neglects the correlation between
subtasks. Thus it calls for an effective result inference method for CSTs.
To address this challenge, this paper proposes a smart assembly model
(SAM), which can assemble workers’ complementary answers in the gran-
ularity of subtasks without losing the context information. Furthermore,
we devise an iterative decision model based on the partially observable
Markov decision process, which can decide whether we need to ask more
workers to get better results. Experimental results show that our method
outperforms state-of-the-art approaches.

Keywords: Crowdsourcing · Result inference · Context-sensitive tasks ·
Smart assembly model

1 Introduction

Crowdsourcing is a fast-growing field that seeks to harness the cognition superior-
ities of humans to solve the problems that are hard to solve by computers [7,18],
such as sentiment analysis, handwriting recognition, and image labelling. As
workers can earn rewards for answering questions, workers may return incorrect
results to cheat for more rewards. To infer the best answer from noisy results,
effective result inference in crowdsourcing is an important problem [17].

To obtain high-quality results, an iterative framework is widely used in exist-
ing crowdsourcing systems as shown in Fig. 1. After a requester submits a crowd-
sourcing task, the Task Assignment component assigns the task to n workers.
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 33–48, 2016.
DOI: 10.1007/978-3-319-32025-0 3
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Fig. 1. A general framework of iterative crowdsourcing result inference.

Once workers complete their tasks, theResult Inference component aggregates the
results from these n workers and generates the inference result. Then, the Iterative
Decision component checks whether the inference result can be further improved:
if the result is good enough, the iterative process will be terminated; otherwise it
will ask another n workers and repeat the above three steps. In other words, the
Iterative Decision component decides whether the iterative improvement process
should be terminated or not. In this paper, we study the two core issues in this
framework: (1) how to efficiently infer high-quality results based on the outputs of
different workers in theResult Inference component, and (2) how to decide whether
to terminate the iterative process in the Iterative Decision component.

There are two categories of literatures on the Result Inference and the
Task Assignment : task-level inference (Task-Inf) and subtask-level inference
(Subtask-Inf). Task-Inf first assigns each task to multiple workers and then uti-
lizes machine-learning techniques [13,15] or crowd-voting techniques [1,3,5,6,10]
to infer result. Subtask-Inf splits a complex task into some subtasks, crowd-
sources the subtasks, utilizes Task-Inf to infer the result of every subtask [7,18],
and assembles the best results of each subtask to generate the final answer of
the complex task. These inference methods can improve the result quality for
simple tasks, such as image annotation [4,12], named entity recognition [3], and
search tasks [8].

However, existing methods are ineffective for context-sensitive tasks (CSTs),
e.g., handwriting recognition, speech recognition and route recommendation, due
to the following reasons. First, CSTs are rather hard and workers usually cannot
correctly answer a whole task. For example, for the handwriting recognition task
in Fig. 2, all of the three workers cannot correctly answer the task (see Fig. 3).
Thus, Task-Inf cannot obtain high-quality results. Second, a CST should not
be divided into multiple subtasks because the subtasks are correlated with each
other under certain contexts. For example, the second worker recognizes the 9th
word as “next” but is not sure about the 10th word (“tip” or “time”). Based
on the context, she can label it as “time”. So Subtask-Inf cannot achieve high-
quality results as it neglects the correlation between subtasks. Thus, it calls for
an effective result inference method for CSTs in crowdsourcing.

In this paper, we propose a smart assembly model (SAM) to aggregate the
results from different workers. Each CST is assigned to multiple workers, and
then we assemble workers’ answers by selecting the good results and discarding
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the bad results from these workers through the SAM model. Next, we devise
an iterative decision model based on the partially observable Markov decision
process to improve the results.

To summarize, we make the following contributions.

– We identify a common category of tasks, namely context-sensitive task (CSTs).
Each CST consists of a certain number of subtasks under a certain context,
but which is not suitable to split for crowdsourcing subtasks.

– We propose a smart assembly model (SAM) to effectively assemble workers’
answers, which selects the good results and discards the bad results to generate
the inference result.

– We devise an iterative decision model based on the partially observable
Markov decision process, which decides whether to terminate the iterative
process. This method significantly reduces the decision complexity.

– We conduct both simulated and real experiments for our proposed model on
real crowdsourcing platforms and compare with existing models in a variety
of complex scenarios. The experimental results show that our method outper-
forms existing approaches.

The remainder of this paper is organized as follows. In Sect. 2, we discuss related
work on result inference and quality control in crowdsourcing. We then formalize
the problem in Sect. 3. Our proposed result inference model and iterative decision
method are respectively presented in Sects. 4 and 5. Experimental setup and
results are described in Sect. 6. Finally, we conclude this work in Sect. 7.

2 Related Work

In crowdsourcing, one of the challenging issues with quality control is to effec-
tively infer results from noisy results provided by workers, which is also closely
related to the type of crowdsourcing tasks. In the following we describe the
related work in two aspects as follows.

Majority voting [19] was a well-known method to infer the results from the
outputs of multiple workers. Early works with majority voting do not consider
the difference of worker ability, which is effective for simple tasks that most
workers can process correctly. But this method can lead to low quality results in
the case of difficult tasks or less capable workers. By considering workers’ ability,
weighted majority voting was proposed [15]. In this regard, various solutions like
EM and Bayesian methods [15] were proposed to estimate workers’ ability.

To further improve the majority voting strategy, there were two lines of
studies related to specific types of crowdsourcing tasks. For isolated tasks, some
literature [5–7,10,18] proposed result inference methods based on Task-Inf (i.e.,
different workers are asked to perform the same task until a consensus is achieved
on the outcome) to deal with inaccuracies and minimize the cost; while for com-
plex tasks, some works proposed other inference methods based on Subtask-Inf
that utilize a multiple phrase strategy to process the tasks [3,17]. CDAS [11]
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used a quality-sensitive answering model. Askit [2] utilized entropy-like tech-
niques. QASCA studied quality-aware inference method [20]. Compared with
these systems, our method considered context-sensitive tasks and achieved better
result quality. Find-Fix-Verify (FFV) [17] was proposed to correct and shorten
text in a three-step strategy. The ‘Find’ step identified some mistakes in sen-
tences by a set of workers and the ‘Fix’ step fixed these mistakes by another
set of workers. The ‘verify’ step verified these mistakes and applied Task-Inf
to aggregate the results. Our CSTs were different from FFV tasks. A FFV-task
involved an ordered three-step processing workflow of find, fix and verify while
a CST should not be split into a set of subtasks no matter how many processing
steps are involved. Our method is orthogonal to FFV. In practice, for simplifying
crowdsourcing processing, many tasks are split into subtasks. For example, in
CAPTCHA/reCAPTCHA, a single word is considered as a task, while a CST
(e.g. recognizing a handwritten sentence) is not fit for crowdsourcing in the
granularity of single words. Other CSTs include translation, transcription, text
recognition and etc.

In addition, to obtain workers’ ability or eliminate workers with low ability,
there were also many algorithms to control workers’ quality by qualification
test and golden test in order to obtain the ability of the anonymity worker or
eliminate the bad workers through the test [6,10].

Different from these studies, we focus on inferring high-quality results for
context-sensitive tasks. Since Task-Inf may overestimate workers’ ability and
Subtask-Inf neglects the context of CSTs, they cannot obtain high-quality
results for complexed crowdsourcing tasks like CSTs. Thus, we propose a smart
assembly model that assembles workers’s answers by selecting the good results
and discarding the bad results without losing task contexts. Different from tra-
ditional Markov models, our POMDP significantly reduced the decision complexity
by reducing the number of states. Experimental results also validated the supe-
riority of our techniques.

3 Problem Description

In this paper, we focus on context-sensitive tasks (CSTs). A CST contains mul-
tiple subtasks, which are correlated within a certain context. If these subtasks
are split and crowdsourced separately, the context will be lost. For instance,
Fig. 2 shows a context-sensitive task, handwriting recognition. If the handwrit-
ten sentence is split into 10 separated subtasks (e.g., words) to crowdsource, the
context correlation among these subtasks will be lost and increase the difficulty
of handwriting recognition.

Given a CST T = {t1, t2, · · · , tm} with m subtasks, which is answered by n
workers W = {w1, w2, · · · , wn}, we crowdsource the CST as a whole task and use
an output matrix to denote the answer of these workers on T, which is formally
defined as below.

Definition 1 (Output Matrix). The answer of n workers on T is denoted by
an n × m matrix, O = {oij}, where oij is the output produced by worker wi for
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Fig. 2. Handwriting recognition with 10 words.

Fig. 3. The output matrix of handwriting recognition.

Table 1. The COVs of handwriting recognition.

I1T You misspelled several work, Plan spellcheck your work next tip

I2T You misspelled several work, Plan spellcheck your work next time

I3T You misspelled several work, Please spellcheck your work next tip

I4T You misspelled several work, Please spellcheck your work next time

I5T You misspelled several work, Play spellcheck your work next tip

I6T You misspelled several work, Play spellcheck your work next time

I7T You misspelled several words, Plan spellcheck your work next tip

I8T You misspelled several words, Plan spellcheck your work next time

I9T You misspelled several words, Please spellcheck your work next tip

I10T You misspelled several words, Please spellcheck your work next time

I11T You misspelled several words, Play spellcheck your work next tip

I12T You misspelled several words, Play spellcheck your work next time

subtask tj. If worker wi does not provide an output for subtask tj, oij = ⊥. We
use O∗j to denote the output vector of subtask tj and Oi∗ to denote the output
vector of worker wi.

Note that oij is ⊥ if and only if worker wi cannot process subtask tj . For
example, Fig. 3 illustrates the output matrix of the handwriting recognition CST
in Fig. 2, which is completed by three workers. o31 = ⊥, because the third worker
cannot recognize the first word.

Given a CST T, we aim at inferring a high-quality result of T through aggregat-
ing all subtask outputs from different workers. To generate the inference result
of T, we define the candidate output vector to represent the inference result.

Definition 2 (Candidate Output Vector – COV). Let T be a CST with m
subtasks, a candidate output vector is defined as a vector of subtask outputs
CT = 〈oi11, ...oijj , ..., oimm〉, where oijj ∈ O∗j (i.e., ij ∈ [1, n]).

If a CST T with m subtasks is processed by n workers, there may be large
numbers of possible COVs (in the worst case, there are nm COVs by combining
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all the outputs of all the m subtasks provided by n workers). For example, I =
{I l

T |I l
T is the lth COV for CST T}(Handwriting Recognition), Table 1 illustrates

set I corresponding to the output matrix O in Fig. 3.
With Definition 2, we can transform the problem of inferring the answer of

a CST into the best COV identification problem, which finds the best COV from all
possible COVs.

Definition 3 (Best COV Identification). Let T be a CST, O be the output
matrix of T, and Z be the set of all possible COVs, the problem is to find the best
COV from Z so as to obtain the best result of T.

For instance, assembling the best result based on O in Fig. 3 is transformed
into choosing the best COV from its COV set in Table 1. We will discuss how to
quantify a COV and how to identify the best COV in Sect. 4.

To improve the inference quality, we usually adopt an iterative method. To
determine whether to go to the next iteration, we need to address the iterative
decision problem.

Definition 4 (Iterative Decision Problem – IDP). Let T be a CST, O be the
output matrix of T, IT and I ′

T be the inference result of the current iteration and
the previous iteration respectively. The IDP problem is to determine whether to
terminate the iterative process.

Definition 4 defines a decision problem of iteratively obtaining a satisfactory
inference result for CSTs. We propose an effective iterative model to make a
decision in Sect. 5.

According to Definition 2, the size of the COV set grows exponentially with
the number of subtasks. Specifically, the number of COVs can be nm. Thus in
theory the complexity of Best COV Identification defined in Definition 3 should
be an NP hard problem. In practice, as mentioned in [3], the state space of COVs
is not very large due to the limited size of a CST and the repetition of subtask
results provided by workers. For instance, as shown in Table 1, the size of COVs
is only 12 instead of 310.

4 The SAM Model for Result Inference

This section studies the best COV identification problem. We propose a smart
assembly model (SAM) to assemble workers’ results in the granularity of subtasks
instead of the whole task. We first use the partially ordered set theory to compute
a set of greatest COVs and then select the best COV from the greatest COVs as the
inference result by considering workers’ ability on the CSTs.

Given a CST T, n workers generate an output matrix O for T. If oij �= ⊥,
we use pij = kij/n to measure the quality of the subtask output oij , where kij

denotes that kij workers have the same output with oij ∈ O∗j for the subtask tj ;
otherwise (oij = ⊥), pij = 0. With all the outputs of subtask tj , we introduce a
subtask probability vector.
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Definition 5 (Subtask Probability Vector – SPV). Given a CST T with m
subtasks and the output matrix O of T, a subtask tj’s SPV consists of the proba-
bilities of the outputs of n workers for tj, which is denoted by

Ptj = 〈p1j,p2j, · · · , pnj〉 (1)

Basing on Definition 5, we can figure out that the larger pij is, the more likely
the output oij is the correct answer to subtask tj . To determine the quality of a
COV, we define a relation � to compare two COVs by comparing the corresponding
SPVs. Let IT and I ′

T denote two COVs, we show the partial order as follows:

IT � I ′
T iff. ∀tj ∈ T , oij ∈ IT , okj ∈ I ′

T , pij ≤ pkj .

IT ≺ I ′
T iff. IT � I ′

T & ∃oij ∈ IT , okj ∈ I ′
T , pij < pkj . (2)

Similarly, we can define � and 
. If IT � I ′
T (IT 
 I ′

T ), we say IT

is worse (better) than or equal to I ′
T . If IT ≺ I ′

T (IT � I ′
T ), we say IT

is worse (better) than I ′
T . Let I denote the set of all COVs of T, I =

{I l
T |I l

T is the lth COV for CST T}. Then, we can deduce that 〈I,≺〉 is a partially
ordered set, and thus we can sort COVs based on the partially ordered set. We
can deduce the greatest (least) COVs which has no COV that is better (worse)
than them.

Based on the partially ordered set, we can construct a graph for the COVs,
where nodes are COVs and edges are the partial orders between two COVs. For
example, for all the COVs in Table 1, if we add I0T = ∅ to 〈I,≺〉, the graph is
illustrated in Fig. 4(a), which has three greatest COVs, I8T , I10T , and I12T .

Fig. 4. (a) Partially ordered set of handwriting recognition, and (b) The relationship
of the maximal COVs.

When 〈I,≺〉 has more than one greatest COVs, we need to break the tie and
select the best one. To address this issue, we consider the workers’ abilities and
utilize them to select the best COV. To quantify the worker’s ability, we need to
estimate workers’ accuracy on the CST. Then we identify a subtask training set
where the subtasks in the set have enough support (that is many workers return
the same result for the task), and take them as ground truth so as to evaluate
workers’ accuracy. Next, we formally define the subtask training set.
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Definition 6 (Subtask Training Set). Given a CST T with m subtasks, T∗

is a subset of T, where each subtask tj ∈ T∗ satisfies that there exist more than
one workers that return the same result oij with the largest probability pij. Let
R denote the set of all such results, i.e., R = {oij}, where oij is the majority
output for tj ∈ T∗ with the largest probability pij.

For example, for the handwriting recognition task in Fig. 1, since the first
worker and the second worker return the same answer “You” with the largest
probability, t1 is in T∗ and “You” is in R. We can get T∗ = {t1, t2, t3, t4, t7, t8, t10}
and R = {You, misspelled, several, words, your, work, time}.

Based on the subtask training set, we can measure each worker’s accuracy ri

as below
ri ∼ |Oi∗ ∩ R|/|R| (3)

For example, for the handwriting recognition task in Fig. 1, the accuracy
of the three workers are 4/7 = 0.57, 6/7 = 0.86 and 5/7 = 0.71 respec-
tively. Based on the workers’ accuracy, w2 is better than w3, which in turn
is better than w1. Except for the 5th subtask, the three maximal COVs (I8T ,
I10T , I12T ) have the same output on other subtasks. Thus I10T (the 5th word
is answered by w2) is better than I12T (by w3), which in turn is better than
I8T (by w1). Hence the most likely COV of T is I10T = 〈T, “You misspelled
several words, Please spellcheck your work next time.”〉.

Note that our estimation method on the worker’s accuracy in Eq. 3 has the-
oretical guarantee based on the Bernoulli’s law of large number, as proved in
Theorem 1.

Theorem 1. Let T be a CST, Oi∗ be the output of T by wi, R be subtask training
set, and ri be wi’s accuracy. We have

lim
|R|→∞

Pr((|Oi∗ ∩ R|/|R| − ri) < ε) = 1 (4)

Proof. With Definition 6, we consider the consistency of workers’ outputs. The
more the subtasks were processed, and the more workers participate in this
process, then the more subtasks are in the the subtask training set R, the more
accurate the output will be. |Oi∗∩R|/|R| represents the frequency of true results.
Based on the Bernoulli’s law of large numbers, we can prove Theorem 1.

We then can utilize the subtask training set to measure each worker’s accuracy
ri. With this theorem we can conclude the more subtasks are in the the subtask
training set R, the more accurate of the estimation of ri is. For each greatest
COV, we compute its overall score based on Definition 7 and select the COV with
the largest score as the best COV.

Definition 7 (COV Score). Given a COV CT = 〈oi11, ...oijj , ..., oimm〉, its score
is computed as below

Score(CT) =
m∑

j=1

pijj · rij (5)
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A question is that given workers with diverse ability, how can we compare the
inference result of our SAM model with that of existing Task-Inf model. If all sub-
tasks are in the same difficulty level, and all workers’ abilities are averagely con-
sistent, our SAM model is reliably better than Task-Inf as shown in Theorem 2.

Theorem 2. Let T be a CST and ri denote wi’s accuracy, Ia
T denote the best

COV of our SAM model and Ic
T denote the best COV of Task-Inf. There exists a r̃,

if ∀ri ≥ r̃, then Pr(Ic
T ≺ Ia

T ) ≥ Pr(Ia
T ≺ Ic

T ).

Proof. For every subtask tj ∈ T and its SPV Ptj , there are two cases for the
output of subtask tj as follows.

– If Ptj has only one maximal element, according to our model, the best subtask
output is chosen from O∗j based on SPV. For every two outputs of subtasks,
it is a Condorcet model [14,16,19]. If r̃ = 0.5, oij ∈ O∗j if pij is a maximum
in the Ptj , then oij is most likely the true answer. For all okj ∈ O∗j , we have

Pr(pij ≥ pkj) ≥ Pr(pij < pkj) (6)

– If Ptj has more than one maximal elements, since two subtasks’ outputs gen-
erated by the two models have the same possibility to be the correct output
of tj . And we use workers’ accuracy to estimate the possibilities. If worker wi

has the best ability, then her answer is chosen.

Hence, for every subtask tj , ∃r̃, if every worker’s ability r ≥ r̃, and oij ∈ Ia
T , okj ∈

Ic
T , we have

Pr(pij ≥ pkj) ≥ Pr(pij ≤ pkj) (7)

Note that Ia
T and Ic

T consist of the same number of oij , and each of two
subtasks does not have intersection. Considering all elements of Ic

T and Ia
T and

Eq. 7, we have
Pr(Ic

T ≺ Ia
T ) ≥ Pr(Ia

T ≺ Ic
T ) (8)

We conclude that when worker’s accuracy is larger than 0.5, our model is
reliably better than Task-Inf.

Another question is that given workers with diverse ability, how can we com-
pare the inference result of our SAM model with those of existing Subtask-Inf
models, which neglect the context of CSTs. Since the contexts reflect the seman-
tic relations between subtasks, crowdsourcing a CST without splitting it into a
group of subtasks can help workers complete the subtasks better and more easily.
Therefore we can conclude that SAM can generate better aggregated results than
Subtask-Inf even with the same aggregation methods.

5 Iterative Decision with POMDP

This section studies the IDP problem to determine when to terminate the iter-
ative process. Formally, let qc ∈ [0, 1] and qc+1 ∈ [0, 1] denote the quality of
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I ′
T and IT respectively, we know that a worker has the probability of 1 − qc+1

to choose I ′
T . Since (qc, qc+1) is only partially observable and the result of the

current iteration only depends on the previous iteration, we can formulate this
problem as a Partially Observable Markov Decision Problem (POMDP).

Definition 8 (POMDP for CSTs). The POMDP for CSTs is a six-tuple 〈S,A,R, T ,
O,P〉, where
– S = {〈qc+1, qc〉} is a finite set of discrete states, where qc+1 and qc are the

quality of I ′
T and IT respectively;

– A = {Create new crowdsourcing tasks, Submit the best inference output} is
the action set;

– R = R0 + Rs is the rewarding function, where R0 is a constant amount of
money paid to a worker for her participation, and Rs is a dynamic reward
based on improved quality q of a worker’s contribution;

– T :S × O × S → [0, 1] is the transition function and is specified below;
– O = {I ′

T ,IT }is a finite set of observations, where I ′
T and IT are defined in

our SAM model;
– P: S × O → [0, 1] is the observation function which will be discussed later.

Transition Function. The state transition in our problem is invoked when a
new COV is generated and the current state (qc, qc+1) is not known. The quality
of IT depends on all workers (w1, w2, . . . wn). Since each worker is independent
of others and every worker can improve the COV and the inference result follows
a conditional distribution f(qc+1|qc, wi), we can compute the transition function
that is the mixture of conditional distributions of f(qc+1|qc, w1, w2, . . . , wn).

f(qc+1|qc, w1, w2, . . . , wn) =
n∑

i=1

λi.f(qc+1|qc, wi) (9)

where λi is the parameter of the mixture conditional distribution, and
∑n

i=0 λi = 1. We use λ′
i = |Oi∗∩IT |

|IT | to normalize λi. Thus we can get

λi = λ′
i∑n

i=1(λ
′
i)

.

Belief Update. In comparison with the Task-Inf model, we evaluate quality
of each COV basing on the SPV. The global evaluation metric of a COV is defined
as below:

Pr(IT ) =
m∏

j=0

pij , oij ∈ IT (10)

Basing on Eq. 10, for the COV IT of the current iteration and COV I ′
T of the

previous iteration, we can compute the quality distribution as follows:

Pr
(
qc+1 > qc|Pr(IT ), P r(I ′

T )
)

=
Pr(IT )

Pr(I ′
T ) + Pr(IT )

. (11)

Observation Function. Our observation function is only related to SPVs. If the
current (hidden) state is (qc, qc+1) with corresponding outputs I ′

T and IT . This
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problem can be translated into the problem of majority voting [16]. Let oij ∈ IT ,
okj ∈ I ′

T , vj denote the probability of pij ≥ pkj , and r denote the probability
that we obtain the true result from workers. According to the previous study [3],
we compute r = (1 + (1 − d)ri)/2, where d is the difficulty of the task, and ri is
the ability of worker wi. If all workers have roughly the same ability, we have

Pr(vj = 1|qc, qc+1) =
n∑

k=o

	kij/2
∑

l=o

(l
k)rk−l(1 − r)l (12)

Since T has m subtasks, we have

Pr(I ′
T ≺ IT |qc, qc+1) = Pr(vj = 1|qc, qc+1)m (13)

Similarly, we have

Pr(IT ≺ I ′
T |qc, qc+1) =

(
1 − Pr(vj = 1|qc, qc+1)

)m (14)

With Eqs. 13 and 14, we have

Pr(I ′
T ≺ IT |qc, qc+1) =

Pr(I ′
T ≺ IT |qc, qc+1)

Pr(IT ≺ I ′
T |qc, qc+1) + Pr(I ′

T ≺ IT |qc, qc+1)
(15)

Definition 8 mainly describes a control model of processing CSTs with crowd-
sourcing, and our goal is to receive a better utility, so we define Utility Estima-
tions as follow.

Utility Estimations. We then discuss how to estimate the utility of an improve-
ment of the crowdsourced task. At this point, we have already received n outputs
from k workers. Based on our SAM model, we can get the assembly result and its
quality qc. Let �(q) = qc − qc−1, Rs = μS(qc) = e�q−1

e−1 represent the utility of
current iteration. If �q = 0, μS(�q) = 0; otherwise (if �q = 1), μS(�q) = Rs,
which represents the probability that workers completely and accurately finish
the task in the first iteration. Then our utility estimation equation is as follows:

V(S) = − R0 ∗ k + μS(�q) (16)

Given the current state S and next sate S ′, if V(S ′) > V(S), we go to state
S ′; otherwise we keep the current state S.

With Definition 8 and the defined utility estimation function (Eq. 16), we
can improve the quality of a CST processing with crowdsourcing iteratively. The
iterative process will be terminated when either the cost reaches the reward
budget provided by requesters or the quality cannot be further improved through
more iterations. Note that different from existing methods, our model has smaller
numbers of states and thus significantly reduces the decision complexity.
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6 Experimental Evaluation

Our experimental goal is to evaluate the superiority of SAM and POMDP. We
compared with two state-of-the-art inference methods: Task-Inf [3] and
Subtask-Inf [6,18], where we implemented the best inference methods. Task-Inf
crowdsourced the whole task and aggregated the results from multiple workers.
Subtask-Inf spilt CSTs into subtasks and each subtask’s result was aggregated
by Task-Inf. To ensure the reliability of the experimental results, we conducted
both simulations and real-world experiments.

6.1 Real-World Experiments

Experiments Setups. In this set of experiments, we chose two tasks(i.e. hand-
written text recognition and speech recognition) that could not be well processed
with computer algorithms and were very suitable for crowdsourcing. Especially
the chosen two tasks fell well into the CST tasks targeted by this work because
either of the two tasks was not fit for being split into subtasks. The handwrit-
ten text recognition task was to recognize a uncommon ancient Chinese poem
written with traditional Chinese cursive calligraphy. And the speech recognition
task was to recognize the talking content given a clip of audio recorded in a
noisy KTV in Beijing. Since both of the two tasks are closely related to Chinese
language, Thus, we crowdsourced our tasks to a real Chinese crowdsourcing plat-
form Zhubajie1, which has been widely used in existing studies [9]. Zhubajie had
more than 10 million workers. We utilized golden tests to eliminate workers with
low ability. The Chinese cursive calligraphy recognition task had 118 words and
speech recognition contained 130 words. For handwriting recognition, we asked
5 workers to finish the task in each iteration; for speech recognition, we asked 7
workers to finish the task in every iteration. For SAM and Task-Inf, the cost for
each task was 1 RMB. For Subtask-Inf, we split each task to 118 subtasks (130
subtasks) for Chinese cursive calligraphy recognition (speech recognition). The
price for each subtask was 0.1 RMB.

Chinese Cursive Calligraphy Recognition. The experimental results are
shown in Figs. 5(b) and 6(a), where characters with the gray background were
not recognized or not correctly identified. It can be seen that SAM outperformed
Task-Inf by a big margin. Figure 5(a) plots the obtained recognition accuracy
under different number of participated workers for Task-Inf, Subtask-Inf and
SAM, in which SAM achieves the best accuracy among the three methods in all
the cases. Especially when the number of workers reaches 5, SAM performs the
best, which means it is unnecessary to ask too many workers to participate with
SAM. As shown in Fig. 6(a), SAM took for 7 iterations and spent 54 RMB. 111 out
of 118 words were correctly identified and the accuracy was 0.94. Task-Inf took
for 8 iterations and spent 64 RMB. 94 out of 118 words were correctly identified
and the accuracy was 0.79. Subtask-Inf ran only once and spent 59 RMB. 86
out of 118 words were correctly identified and the accuracy was 0.73. Thus SAM

1 http://www.zhubajie.com.

http://www.zhubajie.com
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Fig. 5. (a) The inference result of three methods with different worker number,
(b) Result of chinese cursive calligraphy recognition.

Fig. 6. Comparisons on a real crowdsourcing platform.

outperformed the state-of-the-art methods by 15 %, because SAM considered the
context between subtasks. The result verified that SAM had higher accuracy than
Task-Inf, which in turn was better than Subtask-Inf. SAM took less money than
Subtask-Inf as Subtask-Inf generated many subtasks.

Speech Recognition. The experimental result is shown in Fig. 6(b). SAM took 5
iterations and took 42.5 RMB. 102 out of 130 words were correctly identified and
the accuracy was 0.78. Task-Inf finished in 6 iterations and spent 54 RMB. 96
out of 130 words were correctly identified and the accuracy was 0.74. Subtask-
Inf took for once and spent 65 RMB. 93 out of 130 words were correctly identified
and the accuracy was 0.71. The result verified the superiority of SAM, which not
only outperformed Task-Inf and Subtask-Inf in terms of accuracy, but took
less money than Subtask-Inf.



46 Y. Fang et al.

6.2 Simulation Experiment

Context-Sensitive Tasks. We generated eight CSTs and each CST had m sub-
tasks. Each subtask contained an ID and a difficulty label X, where X was
a random number between 0 and 1 (the smaller the number is, the easier the
subtask is), which followed the Bernoulli distribution.

Worker. Workers contained two attributes: completion rate and skill excellence.
Completion rate, denoted by ci, represented the probability that worker wi will
answer a subtask; skill excellence, denoted by ri, was measured by the maxi-
mum task difficulty that the worker can handle. We generated a set of tuples
for each worker to simulate her output of CSTs. Each tuple contained subtask
ID processed by worker wi and the corresponding answer X ′. The subtask ID
processed by wi followed a Gaussian distribution N (μ, σi

2), where μ = ci · m.
The label X ′ represented whether the output of the subtask was correct, and it
followed a Bernoulli distribution, Pr(X ′ = 0) = ri. Given a subtask with label
X and an answer of a worker with label X ′, if X = X ′, the worker correctly
answered this subtask.

Evaluation Metric. We used the task processing accuracy as the performance
evaluation metric. Specifically, let Z denote the number of subtasks processed
correctly by workers, and M denote the total number of subtasks processed.
Then the task processing accuracy can be represented by Z

M .

Relationship Between Two Models in Different Workers’ Ability. Sup-
pose workers’ skill excellence is roughly in the same level and ri ≥ r̃. To show
the impact of r̃, we ran a large number of experiments with the SAM model and
Task-Inf in different r̃, and results are shown in Fig. 7(a). We can see that the
quality of COVs processed by our model (denoted by the rhombus) was better
than that of Task-Inf (denoted by the triangle). When the accuracy of output
was greater than 0.5, the number of the rhombus was larger than that of the
triangles. The assembly COVs from the output matrix given by all workers was
more reliable than that by any single worker. Since the quality of task processing
was often used to measure the skill excellence, we can conclude that while all
workers’ skill excellence was above 0.5, and the quality of output produced by
all workers was often higher than a single worker.

Comparison with Subtask-Inf and Task-Inf. We used the ZMDP package2

to implement POMDP. We set d ∈ [0.7, 0.91], r̃ ≥ 0.7, and ci ≥ 0.6. Let N denote
number of subtasks. We simulated 8 different CSTs and each CST had different
difficulties and number of subtasks. Each CST had been repetitively executed
by 100 times. Our simulation showed the quality of the results of the SAM and
Task-Inf at the finally and Subtask-Inf at the first iteration. The expectation
of the quality of results and their variances was illustrated in Fig. 7(b). The
result showed that the SAM model consistently achieved the best results and sig-
nificantly outperformed existing studies, whatever the difficulty of tasks (hard
or easy) and the number of subtasks (more or less). For example, our SAM model
2 http://www.cs.cmu.edu/trey/zmdp/.

http://www.cs.cmu.edu/trey/zmdp/
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Fig. 7. (a) Comparison between SAM and Task-Inf with different r̃. (b) The final result
of simulation comparison

outperformed Subtask-Inf by 7 % and Task-Inf by 18 %. Although the con-
text in the simulation was weak, the Task-Inf model was still better than the
Subtask-Inf model, because the context will reduce the difficulty of the CST,
and improve the accuracy of the worker to finish the CST.

7 Conclusions

In this paper, we have studied the result inference problem in crowdsourcing. We
identified a category of tasks, context-sensitive tasks, which should not be split
into a group of micro tasks to process with crowdsourcing. To best aggregate the
results provided by workers, we proposed a novel smart assembly model (SAM)
to aggregate contributions of different workers for CSTs. With SAM, a CST was
allocated to multiple workers as a whole while the result was obtained by subtask
level aggregation with partially ordered set theory. Since CSTs are usually very
complex and cannot be well processed with a single iteration of crowdsourcing,
we also presented a POMDP model to control the iterative quality. Both simulation
and real experiments on a popular crowdsourcing site in China illustrated that
our SAM model achieved much higher quality than state-of-the-art Task-Inf and
Subtask-Inf under various applications.
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Abstract. Data repairing aims at discovering and correcting erroneous
data in databases. Traditional methods relying on predefined quality
rules to detect the conflict between data may fail to choose the right way
to fix the detected conflict. Recent efforts turn to use the power of crowd
in data repairing, but the crowd power has its own drawbacks such as
high human intervention cost and inevitable low efficiency. In this paper,
we propose a crowd-aided interactive data repairing method which takes
the advantages of both rule-based method and crowd-based method. Par-
ticularly, we investigate the interaction between crowd-based repairing
and rule-based repairing, and show that by doing crowd-based repairing
to a small portion of values, we can greatly improve the repairing quality
of the rule-based repairing method. Although we prove that the opti-
mal interaction scheme using the least number of values for crowd-based
repairing to maximize the imputation recall is not feasible to be achieved,
still, our proposed solution identifies an efficient scheme through inves-
tigating the inconsistencies and the dependencies between values in the
repairing process. Our empirical study on three data collections demon-
strates the high repairing quality of CrowdAidRepair, as well as the
efficiency of the generated interaction scheme over baselines.

Keywords: Data repairing · Interaction · Rule-based repairing · Crowd-
based repairing

1 Introduction

Data repairing aims at discovering and correcting erroneous data in databases.
So far, various data repairing solutions have been developed to automatically
detect and repair erroneous data in databases [12]. The main stream of rule-based
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 51–66, 2016.
DOI: 10.1007/978-3-319-32025-0 4
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solutions [2,8,9] rely on a variety of quality rules such as FD/CFDs [1,4,11] to
detect violations and conflicts between data. By resolving these violations and
conflicts, they expect to fix the erroneous data. However, without having the
background knowledge, the existing rule-based method just follows some simple
modification-strategy (such as minimum-modification) to make modifications
[2,9], which as a result, may produce more errors.

Recent efforts use the power of Crowd for data repairing, which let the crowd
to help make right modification decisions according to predefined quality rules.
Basically, these crowd-based methods can effectively improve the quality of the
data after the repairing. For instance, Yakout et al. [13] use user’s feedback to
repair a database and to adaptively refine the training set for a repairing model.
However, dislike using rules, no repairing method can solve all the conflicts with
one single repairing model. On the other hand, the NADEEF system [3] allows
the users to specify data quality rules and how to repair it through writing code
that implements predefined classes. However, although some efforts are made, it
still requires high labor cost for data repairing. In addition, any methods relying
on humans can not be very efficient since humans need to take rest anyway.

In this paper, we propose a novel combined repairing method, Crow-
dAidRepair, which performs crowd-based repairing and rule-based repairing
alternatively for achieving a high repairing quality at the minimum crowd cost.
Specifically, we still rely on FD/CFDs to identify conflicts between values, but
we do rule-based repairing to a conflict only when this repairing operation can
satisfy a predefined quality constraint. When no more conflict can be repaired
by the rules, we select some values for crowd-based repairing to let more values
be repairable to rule-based method. We continue with this interactive repair-
ing process iteratively until no more values can be modified. To this end,
CrowdAidRepair faces a challenge of selecting the least number of values for
crowd-based repairing to maximize the number of values for rule-based repairing.
Ideally, an optimal interaction scheme minimizes the number of issued crowd-
based repairing operations for resolving the detected conflicts correctly.

This scheduling problem for the interaction is nontrivial: Primarily, to reach
the minimum crowd cost, we hope to do crowd-based repairing only to those
conflicts that can never be resolvable to rule-based repairing. However, we do
not know a priori which conflicts can never be resolved correctly by rule-based
repairing until all the other conflicts are resolved. Furthermore, the whole inter-
action issue is considered in a dynamic setting. As more and more conflicts are
resolved, the rule-based repairing result to every unresolved conflict might be
changed, and the set of unresolved conflicts will also be changed as some new
conflicts will be generated while some old ones will be solved/dismissed.

We analyze in theory that the optimal interaction scheme is not feasible to
be achieved, and thus we propose our alternative algorithm that can generate
an efficient scheme for the interaction between rule-based repairing and crowd-
based repairing. In particular, we investigate the inconsistency that each value
brings to the database, according to which we estimate a disharmonious score for
each value. We will justify that a value with a higher disharmonious score should
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Fig. 1. A running example for illustration

have a high priority to be checked with the crowd. Besides, although we are in a
dynamic setting to schedule conflicts and their covered values for repairing, we
can still fix something based on the dependency relations between conflicts and
then make decisions accordingly. A challenge is to solve the dependency loop
between conflicts and some greedy heuristic algorithm will be proposed to tackle
with this NP-hard problem.

Contributions. We develop CrowdAidRepair, a novel Crowd-Aided Data
Repairing approach, which performs crowd-based and rule-based repairing alter-
natively for achieving a high repairing quality at the minimum crowd cost. We
identify and study the quality-constrained interaction problem between crowd-
based and rule-based repairing, targeting at a balance between repairing quality
and repairing cost. After proving in theory that the optimal interaction scheme
is unlikely to be identified, we propose our algorithm to generate efficient inter-
action schemes.

Roadmap. The rest of the paper is organized as follows: We define the prob-
lem in Sect. 2, and then present our algorithm in Sect. 3. The experiments are
reported in Sect. 4, followed with related work in Sect. 5. We conclude in Sect. 6.

2 Preliminary and Problem Statement

2.1 Preliminary on Rule-Based Repairing

Definition 1. We say a set of values are correct if all values in this set are
correct. We say a Conflict happens between two sets of values if the two sets of
values cannot be both correct.

The rule-based repairing method relies on a set of predefined quality rules
to detect conflicts between data, and then work to resolve these conflicts with
expecting to clean relevant errors that have aroused these conflicts. Particularly
in this paper, we take FD/CFD as an example of quality rules to show how
our method works. For easier understanding, we present the preliminary with a
running example.

Example 1. Given a personal contact data depicted in Fig. 1(a), where each tuple
contains the Name, Email and Inst (Institution) of a person, in addition to one’s
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Fig. 2. The performance of rule-based repairing method

address information: City, State, Country and Zip. We highlight errors waiting
to be unveiled and corrected in the table. A set of FD/CFDs holding on the table
are listed in Fig. 1(b).

(1) Conflicts Detection. According to the given FD/CFDs, a number of conflicts
between data can be detected from the table. For example, according to φ2,
t1[City] (“Brisbane”) and t3[City] (“Sydney”) are conflicted with each other
as they both correspond to the same Inst (“UQ”). Figure 2(a) shows that 26
conflicts can be identified according to the constraints in Fig. 1(a), where each
node denotes an attribute value in the table (erroneous values are highlighted),
and each line between two nodes denotes a conflict between the two nodes.

(2) Conflicts Resolution. When a conflict happens between values, some values
should be modified in order to resolve the conflict. In order to resolve all the
conflicts in a database, some works tend to make the least changes to the data
set [2,9], while others prefer to make the most likely correct changes based on
some simple prediction model [8,12]. For example in Fig. 2(a), since t4[Inst]
(“QUT”) is conflicted with three other values (“UQ”). To resolve the three
conflicts, we either change t4[Inst] (“QUT”) into “UQ” (cost is 1), or change
the three “UQ” into “QUT” (cost is 3). The first modification way is preferred
according to either of the two criterions. Fortunately, this is also the correct
modification way.

However, the criterions will make wrong decisions in three situations below:

(1) It is very likely to make wrong decisions based on a simple criterion. For
example, both t8[Inst] (“UST”) and t9[Inst] (“UST”) are conflicted with
t10[Inst] (“USTC”), to make the least change, t10[Inst] (“USTC”) will be
changed into “UST”. As a result, one more error is produced.

(2) Some conflict contains no errors, such as the conflict f10 between t8[Inst]
(“UST”) and t10[Inst] (“USTC”) in Fig. 2, but the method tends to make
corrections to every conflict;

(3) The method can not make right corrections when there is no correct cor-
rection value to a position within the data set. For instance, in the conflict
f13 and f14, both the two values (“Sydney” and “Hefei”) are incorrect City
that “UST” locates at (which should be “Kowloon (HK)”), but the method
will still pick one from these erroneous values as the correction value.
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(3) Correction Confidence Estimation. A correction by rule-based repairing is
decided jointly by the FD/CFD and all relevant values that used in deducing
this correction value. Therefore, the quality of a correction is also determined
by the quality of these referred values that are used to deduce this correction
value, and the confidence of the referred FD/CFD, that is,

c(vc) = c(φ) ×
∏

vi∈VR

c(vi), (1)

where VR contains a set of referred values that used to deduce vc for the position,
c(v) denotes the confidence of a value v, and c(φ) denotes the confidence of φ.

2.2 Problem Statement in the Interaction

We still rely on FD/CFDs to identify conflicts between data, but to identify
and correct erroneous values in these conflicts, we consider to involve the crowd
into the repairing process to help improve the repairing quality in an efficient
interactive way. Particularly, we temporarily neglect the wrong modifications
that might be made by the crowd in this paper, and will take it as future work.

The basic interaction can be described as: We set a quality constraint and
do rule-based repairing to those conflicts that can satisfy the quality constraint.
Then we select some values for crowd-based repairing to let more values be
repairable (or so-called deducible) to rule-based method. We continue with this
interactive repairing process iteratively until no more values can be modified.

The interaction between crowd-based and rule-based repairing can be
represented by a sequence of value sets, denoted as S = 〈T0,W1, T1,W2, T2,
· · · ,Wn, Tn〉, where Wi is a set of values for repairing at the i-th crowd-based
repairing step and Ti is a set of values for repairing at the i-th rule-based repairing
step, ∀i �= j,Wi ∩Ti = Wi ∩Tj = Wi ∩Wj = Ti ∩Tj = ∅, and ∀i,Wi ⊆ V, Ti ⊆ V,
where V denotes the domain of all values in the data set. Note that there is no
fix number of values for repairing. An interaction scheme is a qualified one as
long as it resolves all the detectable conflicts in the data set.

Since the cost of a crowd-based repairing operation is much more expen-
sive than a rule-based repairing operation or any other computational process,
the cost of CrowdAidRepair following an interaction scheme S can be roughly
represented by the number of values for crowd-based repairing in S, i.e.,
cost(S) =

∑
1≤i≤n |Wi|, where | · | is the size of a set.

Definition 2. (Quality-Constrained Interaction Problem). Given a rela-
tional table T for repairing, a set of predefined FD/CFDs Φ holding on T , a
quality measuring scheme c(·) and a quality threshold τ (0 ≤ τ ≤ 1), the object
is to identify an optimal interaction scheme Sop for repairing values in T , which
satisfies: (1) resolving all the conflicts in T w.r.t. Φ; (2) ∀vc, c(vc) ≥ τ , where vc

denotes a correction value; (3) ∀S ′ satisfying the above two conditions, we have
cost(Sop) ≤ cost(S ′).
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See the situation in the running example, an optimal interaction scheme
constructed manually can be:

<{t4[Inst]}w,{t3[City],t2[State]}t,{t7[Country],t7[Zip]],t8[Zip]], t9[Inst]}w,
{t8[City]], t8[State]]}t, {t7[City], t7[State]]}w, {t8[City]], t8[State]]}t>, which
has 7 values for crowd-based repairing, and the left 6 values for rule-based
repairing.

However, the optimal interaction scheme is not feasible to be con-
structed automatically as described below. Proof to Theorem 1 can be found
with the link: http://ada.suda.edu.cn/Uploads/File/201512/04/1449212591654/
proof-dasfaa.pdf.

Theorem 1. The optimal interaction scheme to the Quality-Constrained Inter-
action problem is not feasible to be achieved.

3 A Quality-Constrained Interaction Algorithm

We present our algorithm for generating an efficient interaction scheme. The
key problem here lies on how to select values for crowd-based repairing at each
crowd-based repairing step.

Initially, we tend to choose the value that has aroused the most conflicts
between data for crowd repair, such that the most values will become deducible
in the next rule-based repairing step. In order to find out the value that has
aroused the most conflicts between data, we estimate a so-called “disharmonious
degree” (or dScore for short) for each value, to denote the “disharmony” between
this value and all the other values in the data set. We will introduce how we
estimate the dScore of each value in Sect. 3.1.

In addition to dScore, the dependency relations between conflicts should also
be taken into account. We say a conflict fa depending on another conflict fb, if
some values in fb are the reasons (or part of the reasons) that have aroused the
conflict in fa according to some FD/CFD. Let a conflict fa depends on another
conflict fb, we normally should process fb prior to processing fa for three reasons
below: (1) Initially, it is possible that after the conflict in fb is resolved, the
conflict in fa is dismissed automatically without any repairing operations. (2)
To say the least, even if fa is a true conflict and we need to do crowd-based
operations to check the values inside it, sometimes we have no other choices but
to rely on those values in the conflicts that fa depends on to formulate crowd-
based repairing queries. (3) Lastly, after we process all conflicts it depends on,
we can update the dScores for the values in fa for better judging which value is
more likely an error.

Although we are in a dynamic setting to schedule conflicts and their covered
values for repairing, we can still fix something based on the dependency relations
between conflicts and then make decisions accordingly. A challenge is to solve
the dependency loop between conflicts. We will discuss this in Sect. 3.2.

http://ada.suda.edu.cn/Uploads/File/201512/04/1449212591654/proof-dasfaa.pdf
http://ada.suda.edu.cn/Uploads/File/201512/04/1449212591654/proof-dasfaa.pdf
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3.1 dScore: Estimating the Incorrectness of Values

The dScore of a value can be roughly reflected by the number of conflicts it brings
to the data set. We first introduce how to calculate the dScore for each value in a
simplified case. To begin with, we assume that the data set is consistent without
the value at a position, that is, all the other values in the data set appear to be
in harmony. Then the value at this position comes, which may bring conflicts
in two ways: (1) itself conflicts with some values; (2) it may let some values
involved in a conflict. Usually, the more conflicts it brings to the data set, the
higher probability it is an erroneous value. In other words, the dScore of a value
can be manifested as the number of conflicts it caused in this simple setting.

We now consider the situation in real case, where there are already erroneous
values and conflicts in the data set. When a new value at a position comes, either
an erroneous one or not, it brings some changes anyway, such as producing new
conflicts, or voting for existing conflicts. In this case, the dScore of a value can be
manifested by two things: (1) the new conflicts produced, and the “credibility”,
or what we call the cScore of these conflicts, which will be discussed in Eq. (3);
(2) the changes on the cScore of existing conflicts. Specifically, dScore(v) of a
value v can be calculated by:

dScore(v) = α ×
∑

f∈F (v)

Δ(cScore(f)) (2)

where α is a normalization factor to scale dScore(v) between 0 and 1, F (v)
contains all conflicts that are influenced by putting v into the data set, and
Δ(cScore(f)) is the change on the cScore of a conflict f .

... ... ... ... ... ...

... ...

v2... ...

v1v3 According to CFD: : (X --> Y

Attris X Attri Y

v3

ta

tb

Fig. 3. An example conflict with relevant values and CFD

In particular, the cScore of a conflict f is decided by four relevant values as
given in Fig. 3. Previous work considers that a conflict is consisted of two values
such as v1 and v2 in the figure, but a conflict is also closely related to another
two values which are referenced to identify the conflict according to a certain
CFD, such as the two v3 in the figure. Thus, the correctness of the four values
jointly decide the cScore of a conflict f . Furthermore, when a conflict is voted
as a conflict by several groups of values w.r.t. different CFDs, we only pick the
one with the highest cScore as the final cScore of the conflict. More specifically,

cScore(f) = ArgMax
φ⊆Φ(f)

[c(φ) ×
∏

v′
i∈V (f,φ)

(1 − dScore(v′
i))] (3)
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where Φ(f) is the set of CFDs that voted f as a conflict, and V (f, φ) contains
all values related to the conflict f w.r.t. φ.

3.2 Employing Dependencies Between Conflicts

We consider the dependencies between conflicts in scheduling conflicts for repair-
ing. We first get the dependency relations among all conflicts, and then build a
conflicts dependency graph based on these relations.

Fig. 4. The dependency graph of the conflicts in Fig. 1(a)

(1) Relations Between Conflicts. Basically, there are three kinds of relationships
between each pair of conflicts. The first is the Dependency Relation as we intro-
duced above. Note that the dependency relation is transitive, that is, if fa

depends on fb, and fb depends on fc, then fa also depends on fc. Secondly,
we say two conflicts are in a Overlapped Relation if they share some positions,
such as f1 and f2 sharing t4[Inst](“QUT”) in Fig. 2(a). Finally, If two conflicts
are in neither of the two relations above, they are Independent from each other.

(2) Building Conflicts Dependency Graph. With the relations between all con-
flicts, we can built a conflicts dependency graph as in Fig. 4 (which is built on
Fig. 1(a)) through the following steps:

(1) Initially, we take each conflict as a node in the dependency graph.
(2) We then put a directed edge pointing from every conflict fa to every other

conflict fb if fb depends on fa. Note that we only need to put an edge between
two conflicts if one directly depends on the other.

(3) Finally, to make the graph easier to process, we merge nodes sharing at least
one value into one node (i.e., we put overlapped conflicts into one node), and
the directed edges of the same direction between the two nodes are merged
into one directed edge.
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As introduced above, a conflict should be processed after all the conflicts it
depends on are processed. But for those overlapped conflicts in the same node,
we need to consider the priority of each value that involved in the conflicts for
checking. Here we can still rely on the dScores of these values. A value with a
highest dScore in a node can be checked firstly. Each time a value is modified,
the graph needs to be updated accordingly.

3.3 Tackling Dependency Loops

The main challenge here is how to schedule those conflicts in dependency loops
for processing. We say a number of conflicts are in dependency loop if they
depend on each other such as f1, f2, f3 and f14. In this situation, the dependency-
based interaction principle mentioned above dose not work at all. Things become
more intractable when there are several loops overlapped with each other at
different nodes. As in Fig. 4, there are 19 loops in total and almost every loop is
overlapped with some other loops at some nodes. Basically, we have to choose
one (or more than one) node in a loop to process to “break up” the loop. In
order to minimize the cost, we have to be very careful in selecting the break-up
node for a loop as different break-up nodes will bring different costs.

Theorem 2. It is an NP-hard problem to break up loops in a dependency graph
with the minimum crowd-based repairing cost.

We put the proof to Theorem2 online. In the following, we give our greedy
algorithm to break up loops in a dependency graph.

(1) Breaking up a Single Loop. We basically consider two factors in selecting the
break-up node for a loop: (1) factor 1: the number of values that must be verified
in a node for breaking up the loop (for easier presentation, we call these values
as break-up values); (2) factor 2: the dScores of these break-up values in a node.
Usually, we tend to select the node with the least number of break-up values
holding the highest dScores as the break-up node for the loop. More specifically,
we calculate a break-up score, or bScore for short, for each node in a loop as given
in Eq. 4 below. Among all nodes in a loop, the node with the highest bScore will
be selected as the break-up node in priority.

bScore(N ,L) =
∏

v∈Vb(node,loop)

dScore(v) (4)

where Vb(N ,L) is the set of break-up values in node for breaking up loop.

(2) Breaking up Multiple Loops. For a number of loops overlapped with each
other, we can not simply decide the break-up nodes for a single loop. Otherwise,
we may not be able to reach the best performance in minimizing the number of
crowd-based operations. For each node, we consider a global bScore, or gbScore
for short, to denote its break-up score for all loops in the graph, and the one
with the highest gbScore will be selected as the break-up node in priority. The
gbScore of a node is decided by two factors: (1) the local bScore of the node in
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Algorithm 1. Dependency-Aware Interaction
Input : A table with a set of conflicts F

Output: A repairing scheme S = 〈T0, W1, T1, · · · , Wn, Tn〉
Set i = 0;
while F 	= ∅ do

1. Ti←All deducible values at the moment;
2. Deducing all values in Ti;
3. Updating F;
4. i + +;
5. Calculating dScores for all values in F with Eq. 2;
6. Building the Dependencies Graph on F;
7. while no new deducible values do

V ← Values in conflicts depending on nothing;
if V 	= ∅ then Wi← Wi ∪ V ;
else

Calculating gbScores for all conflicts in F with Eq. 5;
V ← Values with the highest dScore in conflicts with the highest gbScore;
Wi← Wi ∪ V

end
Checking/Repairing V with the Crowd;
if V is updated with correction values then

Updating F and dScores;
end

end

end
return 〈T0, W1, T1, · · · , Wn, Tn〉;

each loop; and (2) the benefit of solving each loop, which is actually the number
of values that can be moved out from the loops. More specifically,

gbScore(N ) =
∑

L∈L(N )

[bScore(N ,L) × benefit(N ,L)] (5)

where L(N ) is the set of loops having N as its node in the graph, and the
benefit(N ,L) is the benefit of breaking up L by solving N , which is mainly
decided by the number of values in L.

3.4 Dependency-Aware Interaction Algorithm

A formal description of this algorithm is given in Algorithm1. Initially, we build
the conflicts dependency graph for a data set. For those nodes depending on
nothing, we keep on choosing the value with the highest dScore within each
node for crowd-based repairing until all the conflicts in the node are resolved.
When there is no node of this kind but only loops, we calculate the gbScores
for all nodes in these loops, and choose the one with the highest gbScore to
process to break up the loops. Each time a value is modified, we need to update
the graph and all bScores and gbScores. The algorithm stops when the graph is
empty. Basically, the computation complexity of Algorithm1 is O(mlog m + n),
where m is the number of nodes which are in the loops of the graph and n is the
number of nodes which are not in the loops of the graph.

Example 2. We apply the algorithm to the running example and the interaction
scheme generated is depicted in Table 1. Overall, we issue crowd-based operations
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for 10 values, among which 8 values are true erroneous values while the other 2
values are correct values. Meanwhile, 5 erroneous values are corrected by rule-
based repairing.

Theorem 3. The crowd cost of the scheme generated by Algorithm 1 is not
larger than e−1

e times the cost of the optimal interaction scheme.

We also put the proof to Theorem3 online.

4 Experiments

We perform our experiments on two real and one synthetic data sets. We also
employ 20 users in our research group to act as crowd, all of whom have known
part of the ground-truth knowledge a priori.

(1) Personal Information Table (PersonInfo): This is a 50k-tuples, 9-attributes
table, which contains contact information for academics including name,
email, title, university, street, city, state, country and zip code.

(2) DBLP Publication Table (DBLP): This is a 100k-tuples, 5-attributes table.
Each tuple contains information about a published paper, including its title,
first author and his/her affiliation, conference name, year and venue.

(3) Synthetic Table (Syn): We also generate a 1million-tuples, 100-attributes
table following a scheme containing 100 randomly generated approximate
attribute dependencies with confidences near-uniformly distributed between
0.7 and 1, where the first attribute is the key attribute.

All the three data sets are relational tables without erroneous data. To gen-
erate tables with errors for the experiments, we keep the key attribute value
in each tuple and replace non-key attribute values at random positions with
attribute values selected from random picked tuples of the table.

4.1 Repairing Quality Evaluation

In the following experiments, we compare the repairing quality of PureCrow-
dRepair (Pure crowd-based Repairing) and CrowdAidRepair with four state-of-
the-art general textual data repairing approaches on the three data sets.

Table 1. The interaction scheme generated by Algorithm 1

T0 ∅

W1

t7[Inst](“UST”) is correct, not changed;
t4[Inst](“QUT”) is incorrect, modified;
t3[City](“Sydney”) is incorrect, modified;
t2[State](“NSW”) is incorrect, modified;
t8[Inst](“UST”) is correct, not changed;
t9[Inst](“UST”) is incorrect, modified;

T1

t9[City](“Sydney”) is incorrect, modified;
t9[State](“NSW”) is incorrect, modified;
t9[Country](“PRC”) is correct, not changed;

W2 t8[Zip](“230026”) is incorrect, modified;
T2 t7[Zip](“2006”) is incorrect, modified;
W3 t8[City](“Hefei”) is incorrect, modified;
T3 t7[City](“Sydney”) is incorrect, modified.
W4 t8[State](“Anhui”) is incorrect, modified;
T4 t7[State](“NSW”) is incorrect, modified;
W5 t7[Country](“AU”) is incorrect, modified;
T4 t8[Country](“PRC”) is correct, not changed
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Fig. 5. Comparing the F1 scores of all methods

Table 2. Comparing the repairing quality with previous methods

PersonInfo DBLP

Prec Recall F1 Prec Recall F1

CFD-ML 0.535 0.521 0.528 0.645 0.451 0.531

ERACER 0.638 0.489 0.554 0.698 0.421 0.525

SCARE 0.655 0.512 0.574 0.743 0.453 0.563

GuidedRepair 0.825 0.804 0.814!! 0.871 0.837 0.8535!!

PureCrowdRepair 0.932 0.891 0.911 0.975 0.911 0.942

CrowdAidRepair 0.903 0.876 0.889 0.958 0.895 0.925

(1) Rule-based Most-Likely (CFD-ML): This approach relies on FD/CFDs to
detect and correct erroneous data [2], and follows the most-likely correct
modification criterion as introduced in Sect. 2.1.

(2) Model-based 1 (ERACER): This is a model-based repairing based on belief
propagation and relational dependency networks [10]. In contrast to prior
work that cleans tuples in isolation, this approach exploits the graphical
structure of the data to propagate inferences throughout the database [10].

(3) Model-based 2 (SCARE): This is another model-based repairing approach
based on maximizing the correctness likelihood of replacement data given
the data distribution, which is modelled using statistical machine learning
techniques [12].

(4) Crowd-based (GuidedRepair): We implement the state-of-the-art crowd-
based repairing method proposed in [13], which collects feedbacks from users
to adaptively refine the training set for a repairing model.

We first make a comprehensive comparison on the Precision, Recall and F1
of all the methods at an erroneous ratio of 10 % on the two real data sets. The
parameter setting for each method lets the method reaches the best repairing
quality (w.r.t. F1). As shown in Table 2, the precision and recall of the rule-based
method (CFD-ML) are not high, as it can only make correct modifications to
about half of the erroneous values in the data sets, and in 40–60% chances it
makes wrong corrections. Comparatively, the precision of the two model-based
methods (ERACER and SCARE) is a bit (5–10%) higher than the rule-based
methods since the models they build can understand the correlation between
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data and thus make better judgements. On the other hand, their recall is as
low as that of the rule-based method, since there are some non-quantitative
attributes like email, street, author, and venue which can not be handled well
by models.

Apparently, the precision and recall of GuidedRepair, PureCrowdRepair and
CrowdAidRepair are much higher (85+% precision and 85+% recall) than the
rule-based and model-based methods. In particular, PureCrowdRepair reaches
the highest precision and recall as it lets the crowd to do every correction. The
precision and recall of our method (CrowdAidRepair) is a bit less than the
PureCrowdRepair method, but higher than the GuidedRepair method. This is
because our method takes the advantages of both rules and crowd. which can
work better than a model, even if the model is refined by the crowd.
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Fig. 6. Comparing #Crowd on the real data sets (τ = 0.7, erroneous ratio = 10 %)

We then compare the F1 scores of all methods at various erroneous ratios
(1%, 3%, 5%, 10%, 20%, 30%, 40%) by setting τ = 0.7 over the two real-world
data sets. As demonstrated in Fig. 5, CrowdAidRepair always reaches higher
F1 scores than all the other four methods including the GuidedRepair method
at various erroneous ratio, which also proves the advantage of CrowdAidRepair
over the four other methods.

4.2 Repairing Cost Evaluation for Methods Using the Crowd

In this paper, we denote the number of values for crowd repair (#Crowd)
as the crowd cost of a repairing method. We now compare the crowd cost of
CrowdAidRepair with PureCrowdRepair and GuidedRepair on #Crowd.

As demonstrated in Fig. 6(c)(d), CrowdAidRepair only uses about 20 %
crowd cost of that used by PureCrowdRepair and thus greatly reduces the over-
head of the repairing process. However, compared with GuidedRepair, we use a
bit higher overhead for reaching a higher repairing quality.

4.3 Interaction Schemes Evaluation

To further evaluate the effectiveness of CrowdAidRepair, we compare the effec-
tiveness of two interaction schemes generated by (1) an algorithm relying on
dScores only to find the interaction scheme (so called dScore-based scheme);
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Fig. 7. Comparing the schemes: precision and recall in subfigures (a)(b) (on the two
real data set), and #Queries in Subfigures (c) (Syn data set)

and (2) the CrowdAidRepair algorithm that considers both dScores and conflict
dependencies (so called depend-aware scheme). We set the erroneous ratio to
10 %, and then compare the repairing quality (precision and recall) and cost
of the interactive repairing following each interaction scheme by changing the
quality threshold τ from 0 to 1.

As shown in Fig. 7(a)(b), the dScore-based scheme and the depend-aware
scheme can reach almost the same precision and recall. On the other hand, as
shown in Fig. 7(c), the cost of both schemes increases as τ increases from 0 to
about 0.8, but decreases sharply as τ increases from 0.8 to 1.0. This makes sense
since when the quality constraint becomes too strict, much less values can be
repaired to satisfy the constraint. Nonetheless, the cost of the depend-aware
interaction scheme is always about 40 % less than the dScore-based scheme,
which proves the advantage of the depend-aware scheme over the other scheme.

5 Related Work

Data repairing aims at discovering and correcting erroneous data in databases.
So far, various data repairing solutions have been developed to automatically
detect and repair erroneous data in databases [12]. All existing solutions can be
roughly put into three categories below.

The traditional category of methods relies on a variety of constraints includ-
ing FDs [1,11], CFDs [4], Integrity Constraints [9] and Inclusion Dependencies
(INCs) [1] to detect inconsistency (or conflicts) between data aroused by erro-
neous data, and then work on resolving all the conflicts with expecting to fix all
erroneous data in this way [2,8,9]. For general textual databases, most work in
this category use FD/CFDs for repairing as they are the constraints within a
single relational table, while some other work uses INCs for repairing between
multiple relational tables. Usually, this category of methods can effectively detect
a large percent of erroneous data involved in the identified conflicts in a wide
range of databases, but to repair these errors and resolve the conflicts, some work
tends to make the least changes to the data set [2,9], while others prefer to make
the most likely correct changes based on some simple prediction model [8,12].
However, neither criterion can have all errors modified correctly.

The second category of solutions are model-based repairing, which usually
build some prediction models for detecting and correcting erroneous values in
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a data set [6,7,10,12,14,15]. The construction of the model employs statisti-
cal Machine Learning (ML) techniques for data cleaning, which can effectively
capture the dependencies and correlations between data in the dataset based on
various analytic, predictive or computational models [12,15]. However, not every
erroneous data can be identified and corrected in the right way since there are
always outliers that do not obey the captured constraints.

The third category of solutions are external source based repairing
approaches, which leverage the information in reference master data set [5] or
user’s interaction data such as GuidedRepair [13] and NADEEF [3] for better
data cleaning performance. However, the required external information is not
always available and thus the methods can not be applied in general scenarios.
In this paper, we propose CrowdAidRepair, which is a hybrid repairing approach
using the crowd.

6 Conclusions and Future Work

We propose CrowdAidRepair, a novel crowd-aided data repairing approach that
can greatly enhance the repairing quality of the existing rule-based repairing
method with the Crowd help. Extensive experimental results based on several
data collections demonstrate that the generated interaction scheme decreases
on average 60 % cost of a baseline, and reaches almost the same high repairing
quality that was reached by a pure crowd-based retrieving approach. Future
work may consider combining CrowdAidRepair with state-of-the-art model-
based methods, and apply CrowdAidRepair to databases with both incorrect
values and missing values.
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Abstract. Due to development of the Internet, the size of data continue
to be large and rough. During the process of data collection, different
kinds of data problems occurred, among where incompleteness is one of
the most serious problems to deal with. The existing methods for miss-
ing values imputation have mostly relied on using statistics and machine
learning. These methods are known to be limited in efficiency and accu-
racy, which are caused by high dimensional calculation and low quality of
initial data. In this paper, we propose a new method combining Bayesian
network and crowdsourcing to deal with missing values together. We use
Bayesian network to inference missing values to improve efficiency while
use crowdsourcing to obtain additional information in need to improve
accuracy. Experiments on real datasets show that our methods achieve
better performance compared to other imputation methods.

Keywords: Missing values · Bayesian network · Crowdsourcing

1 Introduction

Missing values have negative effects on data quality. Missing values may lead
to the loss of important information. For example, missing values always exist
in the medical area, and the incomplete information can lead to biased result
which has a serious influence to our health [1].

Due to its importance, many efforts have been done to deal with missing
values [2–9,17,23–25]. The job of filling missing values is also called imputa-
tion. Traditional imputation methods can mainly be divided into two categories,
statistics-based methods [2–5] and machine-learning-based methods [6–9,17].
Even though these methods can solve incomplete problems in a specific situ-
ation, there still exist efficiency and accuracy issues.

Statistics-based methods such as EM algorithm [2], regression [3,4] and sam-
pling methods [5] always estimate a large number of parameters, thus calculation
is complex and cost is large.

Machine-learning-based methods such as naive Bayesian methods [6,7], clus-
tering methods [8], neural network methods [9], and decision tree methods [17]
use initial data to train the classifier to choose the most possible value as the
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 67–81, 2016.
DOI: 10.1007/978-3-319-32025-0 5
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missing value. As these methods can only deal with one variable at one time, it
is of low efficiency to fill the missing values of all the variables.

What’s more, accuracy of both statistics-based methods and machine-
learning-based methods is limited to the quality of initial data. When the pro-
portion of missing values is too large to provide enough information for missing
values imputation, the result tends to low accuracy.

To fill missing values efficiently and accuracy, we propose novel imputation
algorithms based on Bayesian network and crowdsourcing.

As Bayesian network can overcome the high dimensional calculation of statis-
tics methods and make a connection between variables based on causal relation-
ship to fill the missing values of all the variables at one time, it can overcome the
limitations of the above methods in terms of efficiency. Thus we choose Bayesian
network as our basic imputation structure to deal with missing values.

However, we also notice that when the proportion of missing values is too
large, the evidence maybe not enough for Bayesian network to estimate the
missing value. We need additional evidence for Bayesian network to improve the
accuracy. As calling for experts is limited to cost, we use crowdsourcing to reduce
the cost and gather the wisdom of people. In recent years, crowdsourcing has
been successfully used in many areas such as image processing [10,11], entity
recognition [12,13], schema matching [14]. With the help of crowdsourcing, we
can overcome the limitations of information shortage. To our best knowledge, we
are the first one to bring crowdsourcing as human involvement combining with
Bayesian network into the area of missing values imputation.

Challenges. Although combining Bayesian network with crowdsourcing for
missing values imputation has many benefits, it also brings two new problems.

1. As the quality of Bayesian network strongly depends on precision of proba-
bility distribution, Bayesian network construction based on incomplete data
tends to be hard. In the case of lacking a amount of missing values, we can-
not achieve accurate parameters which may leads to ambiguity and mistakes.
Then how to achieve a good Bayesian network structure becomes a problem.

2. As we use crowdsourcing to provide additional information to improve accu-
racy of Bayesian inference, cost of crowdsourcing should be minimized. Thus
number of crowd questions is also limited. Therefore, we need to present a
crowd question selection strategy to maximize accuracy and reduce cost.

We address two main research challenges that arise in Bayesian network with
crowdsourcing. To address the first challenge, we develop a Bayesian network
construction algorithm which is specific to incomplete data based on relevance
relationship. The second challenge is how to design a crowd question selection
strategy. We prove that selecting a certain number of questions that maximize
accuracy is NP-hard and present a greedy crowd questions selection algorithm.

We summarize our contributions as follows:

1. Bayesian Networks Construction. We first define the reliability of variables
and propose a reliability-based algorithm to construct Bayesian network for
incomplete data.
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2. Missing Values Imputation. Given a Bayesian network, we fill missing val-
ues with different categories: {a} Filling missing values based on Bayesian
inference; {b} Filling missing values based on the answers from crowd. We
present a missing value imputation algorithm based on Bayesian inference
and improve it with the join of crowdsourcing.

3. We conducted experiments on real datasets to show that performance of our
methods outperformed other imputation methods in terms of accuracy and
efficiency.

In this paper, we introduce basic concepts about Bayesian network and
problem definition in Sect. 2. We propose the method of Bayesian network con-
struction as well as the missing values imputation algorithm based on Bayesian
Inference in Sect. 3. In Sect. 4 we develop our missing values imputation method
with the join of crowdsourcing. We evaluate all of our methods with other meth-
ods for comparison on real datasets and analyze experimental results in Sect. 5
and draw a conclusion in Sect. 6.

2 Bayesian Network and Problem Definition

As Bayesian network is a probability network based on probability inference, we
first introduce some basic concepts about probability theory.

2.1 Probability Theory

Definition 1 (Conditional Probability). For two events X and Y , xi represents
the finite state of X while yj represents the finite state of Y . The conditional
probability of xi given yj is defined as:

P (xi|yj) =
P (xi, yj)

P (yj)
(1)

where P (xi, yj) represents the joint probability that xi and yj occurred at the
same time. If X is independent with Y , then Eq. 1 turns to:

P (xi|yj) = P (xi). (2)

Definition 2 (Conditional Independence). For three events X, Y and Z, xi,
yj, zk represent the finite state of X, Y , Z respectively. If X is independent with
Y given Z, the conditional probability is defined as:

P (xi|yj , zk) = P (xi|zk) . (3)

2.2 Bayesian Network

Bayesian network is a directed acyclic graph, in which each node represents a
variable and each directed edge represents causal relationship between variables.
For example, a possible Bayesian network structure with seven nodes is shown
in Fig. 1.
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A

B C

D E

F G

Fig. 1. A Bayesian network example

Attribute Reliability

A 0.9753

B 0.9383

C 0.9136

D 0.8889

E 0.8025

F 0.7834

G 0.7525

Table 1. Reliability of attributes

Definition 3 (Bayesian Network Rule). Due to Pearl’s conclusion [15], given a
Bayesian network G, each variable V is conditionally independent of all its non-
descendants given its parents Pa(V ), where Pa(V ) refers to variables directly
preceding variable V .

According to Definition 3, conditioning on variable D in Fig. 1 makes vari-
able F independent to other variables like B and C. It can be defined as
P (F |B,C,D) = P (F |D).

2.3 Problem Definition

In this section, we define our problem based on Bayesian network. Since Bayesian
network can estimate the conditional probability distribution in the presence of
missing value [21], we can use it to provide us probabilistic knowledge to inference
missing values. With Bayesian network, we can find the most possible value by
maximum conditional probability. Thus, we convert missing value imputation
problem into maximum a posteriori hypothesis (MAP) problem on Bayesian
network and define it as follows.

Definition 4 (Problem Definition). Given incomplete data set D and a
Bayesian network G = (V,E) with V as variables, E as relationship between
variables, for each missing value of variable V , the goal is to find the most pos-
sible value x conditioning with evidences E according to G. The most possible
value is defined as follows.

x∗ = argmaxxP (V = x|E = e) . (4)

3 Missing Values Imputation

In this section, we propose our method of missing values imputation in two
steps. Firstly, we describe process of Bayesian network construction specific to
incomplete data. Then we fill missing values with probability inference according
to Bayesian network.
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3.1 Bayesian Network Construction

As traditional methods of building Bayesian network like K2 [18] and Hill-
climbing [19] are mainly suitable for complete data which can get causal rela-
tionship between variables according to strict score function. However, several
problems arise when apply these methods to incomplete data.

1. Lack of data will influence computational accuracy of score function, thus
influence judgement of causal relationship between variables.

2. Causal relationship may not always exists between variables in incomplete
data. Absence of causal relationship may lead to low accuracy of Bayesian
network construction.

Thus, we give up building Bayesian network according to causal relationship,
and turn to find relevance relationship between variables. We build nodes accord-
ing to their reliability instead of randomly selection, and add edges towards
relevance score between variables. In the following parts of this section, we give
definition of relevance score between variables and reliability of variables in turn,
then propose Bayesian network construction algorithm.

As Pearson Correlation Coefficient [16] can accurately measure correlation
between incomplete data, we use it as score function to measure relevance rela-
tionship between variables.

Definition 5 (Relevance Score). For each pair of variables (Vi, Vj), relevance
score of (Vi, Vj) is defined as:

ρij = |Corrcoef(Vi, Vj)| =
|Cov(Vi, Vj)|√
V ar(Vi)V ar(Vj)

(5)

where Cov(Vi, Vj) and V ar(Vi), V ar(Vj) represent covariances and variances
between Vi and Vj, respectively.

Before we use such relevance relationship to build Bayesian network, we need
an order of variables V = {V1, V2, . . . , Vn} to build Bayesian network in turn.
When we consider variable Vi, we measure relationship between Vi and vari-
ables {V1, V2, . . . , Vi−1}, which appear ahead of Vi and select its parents among
{V1, V2, . . . , Vi−1}. As the order mainly determines scope of parents of variable
Vi, a random order does not seem to be a good choice.

Since in most cases, missing values appear randomly. The distribution of miss-
ing values of each attribute is usually not the same. It can be easily inferred that
variables with fewer missing values more reliable. Thus we prefer to order vari-
ables according to their reliability, which can make sure that during construction
of Bayesian network, edges representing relevance relationships between variables
are generated from the more reliable one to the less reliable one. Thus, we can
infer the missing values of variable Vi from its more reliable parents.

We first define missing value set of each variable, and then give the definition
of reliability of each variable.
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Definition 6 (Missing Value Set). Given incomplete data set D containing
tuples T = {t1, t2, . . . , tn}, for each variable V , missing value set is defined as:

M = {t|t ∈ T, ti = “?”} (6)

Definition 7 (Reliability). For each variable Vi, given missing values set Mi,
the reliability of Vi is defined as:

Rel(Vi) = 1 − |Mi|
n

(7)

where |Mi| and n represent the number of Mi and total number of tuples, respec-
tively.

Algorithm 1 shows the main process of Bayesian network construction. We
first sort attributes according to their reliability. A possible order according to
the reliablility of variables is shown in Table 1. For each attribute we create nodes
in order and find parents for each node according to relevance score. Finally we
create edges from parents to each node. Node that in Line 8–13, we compare
relevance score iteratively and select the nodes with higher score constantly.
After Algorithm 1 is finished, we obtain a Bayesian network G with the most
reliable node on the top and relative edges between each node.

Algorithm 1. BN CONSTRUCTION(D)
Intput: Incomplete data set D = {V1, V2, . . . , Vm} with Vi as the i − th variable.
Output: A Bayesian network G
1: for i = 1 to m do
2: calculate Rel(Vi)
3: X1, X2, . . . , Xm = sort V1, V2, . . . , Vm according to Rel(Vi) in descending order
4: for i = 1 to m do
5: create a node for Xi

6: old-score=0
7: parents(Xi) = φ
8: for j = 1 to i-1 do
9: add-node=φ

10: new-score=ρij

11: if new-score > old-score then
12: old-score=new-score
13: add-node=add-node ∪Xj

14: if add-node �= φ then
15: add add-node to parents(Xi)
16: add edges from parents(Xi) to Xi

Time Complexity Analysis. The complexity of calculating reliability in line
1–3 is O(m) which depends on the number of variables. Line 4–16 contain m
iterations, and in each iteration, it seek for parents in (i − 1) probable variables
for each node i, whose cost is O(i ∗ (i − 1)) = O(m2). Overall, complexity of
Algorithm 1 is O(m2).
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3.2 Bayesian Inference

After construction phase, we obtain a Bayesian network G, from which we can
infer relevance relationship between variables. In order to maximize the influence
of variables with highly reliability and low missing percentage, we present an
algorithm to fill missing values by variables from top to bottom, which means
that we fill variables from the most reliable one to the least reliable one.

Filling missing values according to the reliability of variables make us impute
a missing value only conditioning on more reliable variables that are directly
linked to it. Specially, when we deal with the top variables which do not have
parents, they are filled by randomly generating a values from the marginal dis-
tribution. When dealing with other variables, we fill them by calculating their
conditional probability distribution. Then, we propose the inference approach
formally.

As from Definition 3, we have concluded that missing values of variables only
on condition of their parents, which can be defined as follows.

Definition 8 (Bayesian Inference Based on Bayesian Network).

x∗ = argmaxxi
P (X = xi|Pa(X)) (8)

Notice that when Pa(X) = φ, x∗ = argmaxxi
P (X = xi).

As we attempt to find the optimal imputation method towards to each vari-
able with the help of crowdsourcing below, we change our goal in a new format
according to each missing value set. According to Definition 6, the whole miss-
ing value set can be defined as M = {M1,M2, . . . , Mm} in accordance with
X1,X2, . . . , Xm, where m is the number of variables. Thus our new problem is
defined as follows.

Definition 9 (Problem Definition based on Missing Values Sets). For each
missing value set M , find the most possible value set M∗ with the evidence
obtained from Bayesian network G.

Theorem 1 shows that the proposed algorithm could obtain optimal solution
for the problem we define in Definition 9.

Theorem 1. Give a Bayesian network G and the whole missing values set M =
{M1,M2, . . . , Mm}, for each missing value xi, the most possible value x∗ of xi

can be calculated according to Eq. 8.

Proof.

(1) When i = 1, the missing values set M1 refer to the missing values of variable
X1, which is at the top of G. As Pa(X1) = φ, the most possible value x∗ for
each missing value of X1 is calculated by x∗ = argmaxxi

P (X = xi).
(2) Assume that when i = m−1, the missing values in set Mm−1 can be cal-

culated by x∗ = argmaxxi
P (X = xi|Pa(Xm−1)). Then when i = m, the

missing values of variables before Xm−1 have been imputed before the above
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step, and the missing values of variable Xm−1 is imputed in the above step,
thus variables X = {X1,X2, . . . , Xm−1} before Xm are all completed. As
Pa(Xm) is among the variables X = {X1,X2, . . . , Xm−1}, thus values of
Pa(Xm) are all known. Missing values in set Mm can be calculated by
x∗ = argmaxxi

P (X = xi|Pa(Xm)). Thus, we prove the theorem. ��
Algorithm 2 shows the whole process of probability inference based on

Bayesian network. Line 2–4 finds the most possible value for each missing value
in the missing values set.

Algorithm 2. Bayesian Inference(D,M,G)
Intput: Incomplete data set D, Missing value sets M = {M1, M2, . . . , Mm},

Bayesian network G
Output: complete data set D′

1: for i=1 to m do
2: for each tj ∈ Mi do
3: x∗

j = argmaxxjP (X = xj |Pa(Xi))
4: tj = x∗

j

Time Complexity Analysis. The complexity of the first step is O(m) as it
depends on the number of variables. And for each variable, the algorithm fills
the missing value one by one in the second step. Its complexity is O(|Mi|) which
can be treated as a constant. The total complexity of Algorithm 2 is O(m · |Mi|).

Although we have proved that the most possible value can be calculated in
order, we cannot ensure the most possible value is the correct value, especially
in the situation of evidence is not enough for probability inference. For example,
when calculating the conditional probability of D in Fig. 1, if P (D = d1|B,C) =
0.3, P (D = d2|B,C) = 0.4 and P (D = d3|B,C) = 0.3 when variable D only
has three possible values. Bayesian inference will doubt about which one is the
most possible value and may make mistakes when selecting the most possible
value among similar probability of values. Thus we bring crowdsourcing to help
improving accuracy of Bayesian inference.

4 Bayesian Inference with Crowdsourcing

In order to improve accuracy, we bring crowdsourcing to provide external knowl-
edge. However, considering the cost of crowdsourcing, it is not realistic to send
all the uncertain tuples which have low probability to the crowd. Especially
when the data set is very large, uncertain tuples will be relatively large too.
To increase accuracy of Bayesian inference, we prefer to select uncertain tuples
with the maximum influence to other uncertain tuples as representatives to the
crowd as crowd questions. We first define the uncertain set and then formalize
the problem of crowd questions selection from uncertain set.
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Definition 10 (Uncertain Set). Given a Bayesian network G, the whole miss-
ing value sets M = {M1,M2, . . . , Mm}, and a lower threshold θ, for each missing
value set Mi, the uncertain set is defined as:

Mu
i = {t|pt∗ < θ, t ∈ Mi} (9)

where pt∗ is the probability of the most possible value t∗.

The influence of Mq
i can be calculated by INF (Mq

i ) =
∑

tj∈Mu
i

I(|p′
t∗
j
−pt∗

j
| �=

0) where I(·) is an indicator function I(|p′
t∗
j
−pt∗

j
| �= 0) = 1 when (|p′

t∗
j
−pt∗

j
| �= 0)

and I(|p′
t∗
j

− pt∗
j
| �= 0) = 0 when (|p′

t∗
j

− pt∗
j
| = 0), p′

t∗
j

is the probability of the
most possible value of tj when the value of tu ⊆ Mq

i is known from crowd.

Definition 11 (Crowd Questions Selection). For each missing values set Mi,
give the uncertain set Mu

i and a number q, it selects a subset of uncertain ques-
tions Mq

i ⊆ Mu
i satisfying: (1) the size |Mq

i | ≤ q. (2) the influence of Mq
i is

maximized.

Theorem 2 shows the difficulty of this problem.

Theorem 2. Crowd questions selection is NP-hard.

Proof. We prove the theorem by showing that the crowd questions selection
problem and the maximum coverage problem are equivalent under L-reduction.

Recall that an instance of maximum coverage problem (U, S, k) consists
of a set of elements U = {u1, u2, . . . , u|U |}, a collection of subsets S =
{S1, S2, . . . , S|S|} where Si ⊆ U , and a number k. The problem aims to select k
subsets S∗ ⊆ S to maximize the number of covered element |⋃S⊆S∗ S|.

Let F = Maximum Coverage Problem(U, S, k) and G = Crowd Question
Selection Problem(Mu, C, q), where Mu = {t1, t2, . . . , t|t|} is uncertain set, C =
{C1, C2, . . . , C|C|} is a collection of influence set of each uncertain tuple C(ti) =
{tj |p′

t∗
j

− pt∗
j
| �= 0, tj ∈ Mu} and q is the number of crowd questions.

Define a transformation f from G to F by Mu = U , C = S and q = k. Given
the optimal solution S∗ = {S1, S2, . . . , Sk} of F , the optimal solution of G is
Mq = {ti|C(ti) = Si}. A crowd question set now corresponds to a maximum
coverage set of the same size. Thus f is an L-reduction with α = β = 1.

Define a transformation g from F to G by U = Mu, S = C and k = q.
Given the optimal solution Mq = {t1, t2, . . . , tk} of G, the optimal solution of F
is S∗ = {Si|Si = C(ti)}. Since a maximum coverage set correspond to a crowd
question set of the same size, g is an L-reduction with α = β = 1.

As it is well-known that the maximum coverage problem is NP-hard, thus
the crowd questions selection is also NP-hard. ��

Due to the difficulty of crowd question selection problem, we present a greedy
algorithm. It selects uncertain tuple which can influence the most unselected
tuples at each stage as the crowd question. Algorithm 3 shows our greedy crowd
question selection algorithm. Line 5–8 set a lower threshold θ for probability
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Algorithm 3. Crowd Question Selection(D,M,G, q)
Intput: Incomplete data set D, missing value sets M = {M1, M2, . . . , Mm}, Bayesian

network G, number of crowd questions q.
Output: Selected crowd questions set Mq = {Mq

1 , Mq
2 , . . . , Mq

m}
1: for i = 1 to m do
2: Mu

i = φ
3: for each tj ∈ Mi do
4: x∗

j = argmaxxjP (X = xj |Pa(Xi))
5: if px∗

j
>= θ then

6: t∗
j = x∗

j

7: else
8: add tj to Mu

i ;
9: for k = 1 to q do

10: t = argmaxt∈Mu
i −M

q
i
INF (Mq

i ∪ {t}) − INF (Mq
i )

11: where INF (Mq
i ) =

∑
tk∈Mu

i
I(|p′

t∗
k

− pt∗
k
| �= 0)

12: Mq
i ← Mq

i ∪ {t}

of the most possible value. We consider that when the probability of the most
possible value has an absolute advantage compared to other candidate, we set
it as the correct value. And when the probability of the most possible value is
similar to other candidate, we treat the tuple as uncertain tuple and add it to
uncertain set. Line 9–12 we select a tuple that maximizes the marginal influence
in each iterations.

Theorem 3. The approximation ratio of our greedy crowd question selection
algorithm is 1 − 1

e .

Proof. As we have proved that the crowd questions selection problem and the
maximum coverage problem are equivalent under L-reduction in Theorem 2, in
both the reductions |k| = |q|. The reductions are S-reductions with size amplifi-
cation n in the number of subsets and questions. Thus, an approximation algo-
rithm for one of the problems gives us an equally approximation algorithm for
the other problem.

Since the greedy algorithm for maximum coverage chooses set according to
the rule to choose the set containing the largest number of uncovered elements
at each stage, and it can achieve an approximation ratio of 1 − 1

e , where e is the
base of natural logarithm [22]. Therefore, our greedy algorithm which selects the
uncertain tuples that can affect the most unselected tuples at each stage as the
crowd question has the same approximation ratio of 1 − 1

e . ��
Time Complexity Analysis. The complexity of the first step is O(m) as it
depends on the number of variables. And for each variable, the algorithm fill the
missing value one by one in the second step, its complexity is O(|Mi|), and if the
maximum probability is lower than θ, we add it into the uncertain set which can
be treated as a constant. In the third step, it computes INF (Mq

i ∪{t}) for each
uncertain tuple t ∈ Mu

i in k iterations, which needs to scan all the uncertain
tuples in Mu

i . Overall, the complexity of Algorithm 3 is O(m · (|Mi|+k · |Mu
i |)).
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5 Experiments

5.1 Experiment Setup

In this section, in order to show the performance of our method, we test our
proposed algorithms on two real datasets from UCI Irvine Machine Learning
Repository. We used categorical attributes in the data set to test our approaches.
Basic information is shown in Table 2. All algorithms were implemented with
C++. The algorithms were run on a Windows 7 machine with 2.2 GHZ processor,
4 GB memory.

Table 2. The experimental datasets

Dataset Attribute number Instance number

Zoo 18 101

US Congressional Voting 17 435

The datasets are described as follows.

(1) Zoo dataset: The dataset described various characteristics of different ani-
mals. It was complete with no missing value initially. We randomly elimi-
nated different percent of values as missing values to test our algorithms.

(2) US CongressionVoting dataset: The dataset which included votes for each
of U.S. House of Representatives Congressmen was identified by different
types of votes. It had approximately 5 % of missing values in total and the
maximum percentage of missing values according to one attribute reached
23 %. As the value of class attribute was complete, we randomly eliminated
different percent of values in the class attribute as missing values. We filled
the missing values of class attribute in the presence of other incomplete
attributes.

We evaluated the performance of our methods on accuracy and efficiency.
Accuracy was computed as the ratio of tuples with correctly imputation results
and efficiency was measured by processing time of missing values imputation.

5.2 Effectiveness of Bayesian Network Construction

In this section, we evaluated the performance of our method of Bayesian net-
work construction based on relevance relationship named Rel BN. We used the
most common Bayesian network construction algorithm K2 for comparison. We
calculated the accuracy of Rel BN and K2 in the case of different mis rate, and
the results are shown in Fig. 2. From the figure we observe that the perfor-
mance of our method outperformed K2 in both two datasets. With the increase
of mis rate, the accuracy of our method Rel BN had a slower decline than K2,
which shows that our method can make full use of the information of relevance
attributes and achieve a better performance on incomplete data.
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Fig. 2. Effectiveness of Bayesian network construction
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Fig. 3. Effectiveness of missing values imputation

5.3 Effectiveness of Bayesiain Inference

In this section, we evaluated the performance of our algorithm based on Bayesian
inference named BN Infer and used the most common imputation methods Mode
and KNN for comparison. In mode imputation, we took the most frequent value
as the correct value. In KNN, we choosed candidate with the maximum proba-
bility as substitution and set the cluster number to 5. To show the advantage of
our Bayesian inference method, we also used junction tree algorithm [20] named
JTree for short as the competitor. In JTree, we used our method Rel BN to build
the Bayesian network. We evaluated the performance of these methods on both
datasets, and results are shown in Fig. 3.

We observe that Mode achieved the worse performance in most of the cases.
This is due to the lack of data analysis. KNN and Jtree performed better than
Mode, and BN Infer achieved the best accuracy in both datasets. The improve-
ment was attributed to not only our Bayesian network construction based on
relationships but also the Bayesian inference based on relevance attributes.

To evaluate the efficiency of our method, we also compared the processing
time of our method with K2 and joint tree algorithm. Figure 4 shows the experi-
mental results. We observe that our method BN Infer also had a slight advantage
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Fig. 4. Evaluating processing time

over K2 and Jtree. Thus, we can conclude that our method achieves a better
performance on both accuracy and efficiency.

5.4 Effectiveness of Crowd Questions Selection

In this section, we evaluated the effectiveness of our crowd questions selection
strategy Crowd inf. We used Crowd ran which randomly selected a set of q
tuples as crowd questions for comparison. To show the improvement of accuracy
on Bayesian inference enhanced by crowdsourcing, we set the baseline method
as BN Infer.

Firstly we evaluated the impact of lower threshold θ. In the experiments, we
used Zoo dataset, and set the number q and mis rate as 10 and 30 %, respectively.
The result is shown in Fig. 5. We observe that the accuracy of both Crowd ran
and Crowd inf increased with the increase of lower threshold θ, and then tend to
be stable. And our method Crowd inf had a better performance than Crowd ran
over all different lower thresholds. This is due to our crowd question selection
strategy which selects the most influential tuple each time. When we set the
lower threshold θ as 0.7, Crowd inf can achieve 90 % of accuracy. Crowd inf
improved the accuracy of BN Infer to 5 %–17 %. The improvement is attributed
to the extra knowledge from crowd.

Then we evaluated the influence of crowd question number q. In the experi-
ments, we used Zoo dataset, and set lower threshold θ as 0.8 and mis rate as 30 %.
The result is shown in Fig. 6. We observe that the accuracy of both Crowd ran
and Crowd inf increased with the increase of crowd questions number q, and then
tend to be stable. When we set crowd questions number as 10, the accuracy of
Crowd inf reached almost 95 %. It had improved the accuracy of BN Infer to
16 %–17 %. We can also infer that the accuracy did not always increase with the
increase of the crowd questions number q. This is because when the accuracy
of Bayesian inference was very high, the crowd answers was consistent with the
inference results. Thus, the final result did not improve significantly.
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6 Conclusion

In this paper, we proposed a new method for missing values imputation combin-
ing Bayesian network and crowdsourcing. We first build Bayesian network based
on reliability between variables specific to incomplete data and then present our
Bayesian inference algorithm. To obtain enough evidence, we bring crowdsourc-
ing to improve the accuracy of Bayesian inference. We deployed our methods
on real datasets. Experimental results on two real datasets show that our meth-
ods achieved much higher quality than the existing methods. Our future work
includes taking mixture attributes into consideration and evaluating the quality
of workers on crowdsourcing platform.
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Abstract. Data in the real world is often dirty. Inconsistency is an important
kind of dirty data. Before repairing inconsistency, we need to detect them first.
The time complexities of current inconsistency detection algorithms are
super-linear to the size of data and not suitable for big data. For inconsistency
detection for big data, we develop an algorithm that detects inconsistency within
one-pass scan of the data according to both the functional dependency (FD) and
the conditional functional dependency (CFD). We compare our detection
algorithm with existing approaches experimentally. Experimental results on real
datasets show that our approach could detect inconsistency effectively and
efficiently.

Keywords: Inconsistency detection � Big data � One-pass algorithm � Data
quality

1 Introduction

Data quality problems in real world may cost not only billions of dollars in businesses,
but also precious lives when they exist in medical data [1]. With the consideration of
the serious consequences caused by data quality problems, techniques for detecting and
fixing errors are in great demand. For big data, due to the volume feature, it has higher
possibility to have data quality problems.

Inconsistency is an important aspect of data quality problems. Inconsistency means
that some tuples violate given rules. For effective inconsistency detection, some forms
of rules are proposed such as functional dependency (FD) and conditional functional
dependency (CFD) [8].

In [2, 3], researchers proposed a SQL-based automatically detection method to
identify the tuples violating the CFDs. In [2], they get a tableaux merged by multiple
CFDs and translate that into a single pair of SQL queries. With this pair of SQL
queries, they only need two passes of database. In the queries, they get a Macro by
joining the tableaux with the whole dataset. However, join operation for big data still
costs much. In [20], a method is proposed to detect and repair data structure incon-
sistencies automatically. However, they are not suitable for inconsistency detection on
big data due to efficiency issues. As a result, they are difficult to scale to big data. We
use an example to illustrate this point.

© Springer International Publishing Switzerland 2016
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Example 1: Consider the schema in Table 1 and two rules: FD /1ðR : A;C ! D;
ð ; jj ÞÞ, and CFD /2ðR : A;C ! D; ða1; c2jjd2ÞÞ.

Taking the SQL-based detection method, we need following two queries to detect
the inconsistencies with these two rules:

QC: select t from R
where t[A] = tp[A] AND t[C] = tp[C] AND t[D] ≠ tp[D]

QV: select distinct t[A], t[C] from R
where t[A] ≍ tp[A] AND t[C] ≍ tp[C] AND t[D] ≠ tp[D]
group by t[A], t[C]
having count(distinct t[A], t[C])> 1

In the queries above, t is a tuple in Table 1 and tp is a single pattern tuple of a rule.
The rule g1�g2 means that if g2 is not “_”, 1 ¼ g2; else g2 is “_”.

The first query returns the tuples violating /2, which is shown in Table 2. And the
second query returns value A and C of inconsistent tuples, the tuples matching the
records in Table 3 are those involved in the consistencies.

It is obvious that these two queries need two passes scanning of the data. And the
results of FD detection only return the distinct values of the left hand side (LHS) of
inconsistent tuples. We still need a list of queries for the inconsistent tuples involved in
the inconsistency. In this example, with the result of Qv in Table 3, we still need one
more query QR.

Table 1. An instance relation

A B C D E F

t1 a1 b1 c1 d1 e1 f1
t2 a1 b2 c1 d1 e1 f1
t3 a1 b1 c2 d1 e2 f2
t4 a1 b1 c3 d2 e2 f2
t5 a1 b2 c2 d2 e2 f3
t6 a1 b1 c2 d2 e3 f2

Table 2. The result of QC

A B C D E F

t3 a1 b1 c2 d1 e2 f2

Table 3. The result of QV

A C

a1 c2
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QR: select t from R
where t[A] = a1 AND t[C] = c2

This query returns the violations of /1, and the result is {t3, t5, t6}.
One query requires at least one pass of database scanning, and the efficiency of a

query is affected by the database size. This method may cost too much time for
detecting inconsistencies in big data.

The inconsistency detection for big data motives us to design a new algorithm that
could accomplish the detection within one-pass of scanning data. Considering reducing
the times of accessing database, we group each attribute by its value. And for the tuples
with the same value on same attribute, we group their IDs together in a tuple set. Then
we get the tuples matching the LHS of a rule by calculating a list of intersections of the
grouped tuple sets. At last, we determine the inconsistencies by checking that whether
the tuple set matching the LHS is the subset of a tuple set of the right hand side (RHS).
As a result, the whole process scans the data set only once.

We make following contributions in this paper.
Our first contribution is that we present a one-pass algorithm for detecting all

violations with both FDs and CFDs. Our method is suitable for big data. It is a linear
algorithm for inconsistency detection according to FDs and CFDs.

Our second contribution is that we consider the cells as the units of the inconsis-
tencies instead of tuples, such that the inconsistent data can be narrow down to some
certain cells.

Our third contribution is the extensive experiments on real data. The experimental
results demonstrate that the proposed method is efficient and effective.

2 Related Work

As an important problem in data quality management, the inconsistency problem
consists of both the detecting and repairing problem has been well studied [2–9]. Some
researchers use statistical model and raise some threshold to identify the inconsistencies
[10, 11]. Other researchers use constraints [2–8, 12, 13] to detect inconsistencies.

It is necessary to obtain rules before the rule-based detection method. Some
methods have been proposed many methods to discover rules automatically [13, 14],
which are mainly extensions to traditional FD. [14] raised a search algorithm with
pruning strategy which can discover rules effectively. In [15], a method is proposed to
automatically discover CFD. The rules used for detection may have conflicts. In order
to solve this problem, a data cleaning framework is proposed to resolve conflicts in
rules [16].

Recently researchers have been looking into automatic inconsistency detecting
method [20], which regards FDs as the main rules. Detecting methods based on CFDs
are also proposed after the definition of CFD [2, 18]. Many previous method only
based on one kind of rules [6–8, 19, 20], few works combine different kind of rules
together to detect inconsistencies. The previous work on inconsistency detection

84 M. Zhang et al.



mostly needs redundant data inquiries [2]. There have been no efforts on detecting
tuples involved in the consistencies with only one pass database scan.

3 Preliminaries

In this section, we introduce some background of this paper including the definition of
inconsistencies and the rules used to detect inconsistencies.

3.1 Rules

For a relational schema R, we use the rules containing both normal form FDs and
normal form CFDs in this paper.

Definition 1 (Normal Form): A FD or a CFD /ðR : X ! Y ; T/Þ is in normal form if
(1) T/ consists of a single pattern tuple tp. If ϕ is a FD, tp ¼ ð ; ; . . .; jj Þ, which
means tp consists “_” only. (2) Y consists of a single attribute A.

After the definition of normal form, we write ϕ simply as / R : X ! A; tpð Þ
Each CFD (FD) not in normal form can be written as a set of CFDs (FDs) in normal
form. For example, a CFD /ðR : A;B;D ! C;E; ða1; b1; jjc1; ÞÞ not in normal form
can be written into two rules in normal form: (1) /1ðR : A;B ! C; ða1; b1jjc1ÞÞ,
(2) /3ðR : A;B;D ! E; ða1; b1; jj ÞÞ. With the help of rules in normal form we can
easily know the cells involved in the inconsistencies, since that the RHS of the rules
only contain one attribute. If a tuple t violates /1ðR : A;B ! C; ða1; b1jjc1ÞÞ, it is clear
that t½A� ¼ a1, t B½ � ¼ a1 and t½C� 6¼ c1.

The normal form rules can be classified according to whether their RHS is a
constant or not.

Definition 2 (Constant RHS Rules): The constant RHS rules contain the constant
CFDs only. It is called a constant CFD [9] if its pattern tuple tp consists of constants
only. That is, tp[A] is a constant and for all attributes B 2 X, tp[B] is a constant.

Definition 3 (Variable RHS Rules): The variable RHS rules contain both FDs and
variable CFDs. It is called a variable CFD [9] if tp[A] = “_”. That is, the right hand side
(RHS) of its pattern tuple is the unnamed variable “_”. The RHS of FDs is also obvious
unnamed variable “_”.

3.2 Inconsistency Detection

Inconsistency detection problem is to find the data violating given rules. An instance
I of a schema R satisfies a rule /ðR : X ! A; tpÞ, denoted by I�/, (1) if / is a constant
RHS rule, then for each tuple t in I, t½X� ¼ tp½X� implies t½A� ¼ tp½A�, (2) if / is a
variable RHS rule, then for each pair of tuples t1 and t2 in I, t1½X� ¼ t2½X��tp½X�
implies t1 A½ � ¼ t2½A��tp½A�. Here g1 ¼ g2�g denotes that if g is not “_”, g1 ¼ g2 ¼ g
and otherwise, if g is “_”, g1 ¼ g2.
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The violation can be separated into two kinds according to the kind of rules.

Definition 4 (Inconsistent Tuples Set): The inconsistent tuple set S is the set of tuples
that violate the constant RHS rule.

Definition 5 (Inconsistent Tuples Sets Group): A group of inconsistent tuples sets
G is a group of tuple sets violating the variable RHS rule. Tuples in the same group
have the same LHS. Tuples in different sets of the same group have different RHS
values.

The inconsistent tuples detected by a constant RHS rule /ðR : X ! A; tpÞ can be
grouped into one inconsistent tuple set S. 8t 2 S , t½X� ¼ tp½X� and t½A� 6¼ tp½A�.
Example 2: In Table 1, we detect inconsistent tuples with a constant RHS rule
/ðA;B ! C; ða1; b1jjc1ÞÞ. The inconsistent tuple set is S ¼ ft3; t4; t6g.

The inconsistent tuples detected by a variable RHS rule ϕ (R: X → A, tp) must be
grouped into groups of inconsistent tuple sets Gs. For each group G of Gs, we put the
tuples with the same LHS and different RHS into different sets of the same group G.

Example 3: In Table 1, we detect inconsistent tuples with a variable RHS rule
/ðA;B ! C; ð ; jj ÞÞ, the inconsistent tuples sets groups G contains two groups,
G 1½ � ¼ t1f g; t3; t6f g; t4f gf g, and G 2½ � ¼ t2f g; t5f gf g.

4 Detecting the Inconsistencies

In this section, we describe our inconsistency detection algorithm. In Sect. 4.1, we
introduce the framework of the algorithm, and then explain the four modules RANGE,
GROUP, MATCH, and MERGE in the following subsections, respectively.

4.1 Framework

In order to reduce the times of accessing database, we group each attribute by its value.
And for the tuples with same value on same attribute, we group their IDs together in a
tuple set and build a hash index for retrieving the tuple sets efficiently. Then we get the
tuples matching the LHS by calculating a list of intersections of the grouped tuple sets.
At last, we obtain the inconsistencies by checking whether the tuple set matching the
LHS is the subset of a tuple set matching the RHS. In our detection method, we only
require scanning the database once.

The pseudo code of our algorithm is shown in Algorithm 1. The algorithm has
following four steps.

In the first step (line 1), we collect the set of the attributes and its value from the
rules to reduce the data requiring accessing during detection. This step is introduced in
detail in Sect. 4.2.

In the second step (line 2), we group the tuples for each attribute in A-set by its
value. This step is introduced in Sect. 4.3.
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In the third step (line 3–7), we detect the violation of the constant RHS rules. For
one constant RHS rule /ðR : X ! A; tpÞ; we get the tuple sets from the result of the
second step with the attributes in attr(ϕ) and the values in tp. The tuples matching the
LHS of ϕ are in left_set, and for each Xi in X, left set\ ¼ tuplesetXi¼tp½Xi�. Likewise,
right set ¼ tuplesetA¼tp½A�. The inconsistencies can be calculated easily by
left setnright set.

In the fourth step (line 8–23), we detect inconsistencies violating the variable RHS
rules. In this step, we first consider the FDs. The MATCH procedure returns tuple sets
in which the tuples agree on the LHS of ϕ. After getting left_sets from MATCH module
and right_sets from S[RHS(ϕ)], we detect the violations with both left_sets and
right_sets. The tuples violating the variable RHS rules are not independent. We know
that the tuples in the same left_setsi and right_setsj have the same attribute values in the
LHS and RHS of ϕ, respectively. For each left_setsi, if it is the subset of right_setsi,
there is no violation in left_setsi. Otherwise, there exist violations in left_setsi. If
|left_setsi| > |left_setsi\right_setsi | ≠ 0, then the tuples in left_setsi\right_setsi must be
consistencies. After all the FDs are detected, we start checking the variable CFDs. For
each variable CFD, if the embedded FD of the CFD is detected before, we only need to
check the consistencies detected before with the constant in the CFD. Otherwise, we
detect the consistencies just in the way that we detect violations of FDs.
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Example 4: Consider the data in Table 1 and the rules in Example 1 again.
First, we obtain the following A-set with the algorithm RANGE which will be

explained in detail in Sect. 4.2. A� set ¼ fðA; Þ; ðC; Þ; ðD; Þg.
Second, we get the tuple set grouped with the algorithm GROUP which will be

explained in detail in Sect. 4.3. The grouped tuple sets are in Table 4.
The tuple set contains numeric tuple IDs, and the attribute value is an index of the

grouped records, so the list of records is much smaller than the origin database. With
help of the list, we can easily detect inconsistencies with some intersection and dif-
ference operations. Then, we detect inconsistencies with the records in Table 4. The
detection with CFD: /2ðR : A;C ! D; ða1; c2jjd2ÞÞ is transformed into the following
calculating. tuplesetA¼a1 \ tuplesetC¼c2ð ÞntuplesetD¼d2 ¼ ft3g.

The detection with FD: /1ðR : A;C ! D; ð ; jj ÞÞ is a little more complicated
than CFD, since the RHS D is not a constant value. We have to find the tuples
matching the FD on the LHS, and no matching on the RHS. First, the tuples matching
the LHS can be calculated with two intersections:

(1) intersection tupleset1 : tuplesetA¼a1 \ tuplesetC¼c1ð Þ ¼ t1; t2f g
(2) intersection tupleset2 : tuplesetA¼a1 \ tuplesetC¼c2ð Þ ¼ ft3; t5; t6g.

If the intersection tuple sets contain more than one tuple, we use the results to check
that whether the intersection is a subset of a RHS tuple set or not.

(1) tupleset1 \ tuplesetD¼d1 ¼ t1; t2f g ¼ tupleset1. That is, tupleset1 is the subset of
tuplesetD¼d1. Thus, there is no violation in tupleset1.

(2) tupleset2 \ tuplesetD¼d1 ¼ t3f g 6¼ tupleset2, and t3f g 6¼ ;. tupleset2 is not the
subset of any tuple set of attribute D. Hence, {t3} must cause violation.

(3) tupleset2 \ tuplesetD¼d2 ¼ t5; t6f g 6¼ tupleset2, and {t5, t6} 6¼ ;.
As the result, we obtain the inconsistencies of the rules:
The violation of /2: {t3}. And the violation of /1: {t3} conflicts with {t5,t6}.

4.2 Range

This module aims to get the attributes and values involved in the rules. We get the set
of the attributes and its value from the rules to reduce the data to be checked.

Table 4. Grouped Records

tupleset A=a1 = {t1, t2, t3, t4, t5, t6}
tupleset C=c1 = {t1, t2}
tupleset C=c2 = {t3, t5, t6}
tupleset C=c3 = {t4}
tupleset D=d1 = {t1, t2, t3}
tupleset D=d2 = {t4, t5, t6}
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In the attributes set S ¼ PðattributeA; valuesetVÞ, each attribute A is involved in
the set attr(∑ϕ). If there is no constant value in all ∑ϕ for attribute A, the value set
V only contains a “_” (Line 3–6). Otherwise, we store the distinct value of A in the
value set (Line 7–8). If the attribute A is not in ∑, we then store A and its value in
∑ (Line 10–11). The space complexity of this module is O(|attr(∑ϕ)|) and the time
complexity of this module is O(S), where S is the number of the rules.

Example 5: In Table 1, we detect inconsistencies with following three rules:

/1ðR : A;C ! D; ð ; jj ÞÞ,
/2ðR : A;C ! D; ða1; c2jjd2ÞÞ,
/3ðR : B ! E; ðb1jje2ÞÞ.
The attributes set, A-set of ϕ1 and ϕ2, contains four pairs of attribute and value set.
A� set ¼ fðA; Þ; ðB; fb1gÞ; ðC; Þ; ðD; Þ; ðE; fe2gÞg.

4.3 Group

In the range module, we get the attribute set (A-set). For each attribute A, there is a
value set (V-set) which consists of both the value of A and the tuple set (T-set), and all
the tuples in the T-set agree on the same value in A. It is easy to get the tuples with
certain value of certain attribute from the result.

The pseudo code of this step is shown in Algorithm 3. We store the attributes with
constant values in A-set and insert its value in the V-sets. If an attribute has no constant
value, we only store the attribute in A-set (line 1–5). We create a hash for each attribute
involved in the rules. Then we scan each tuple in database. If the value does not exist in
the hash index of this attribute, we store the value in V-set and insert the tuple id into its
T-set (line 6–13). Meanwhile, we insert the value into the bucket in the hash table of the
attribute.
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The time complexity of this module is OðjT j � jAjÞ, where jTj is the number of
tuples in the database, and jAj is the number of attributes involved in rules. O(1) is the
cost of accessing one value in an attribute. We only scan the values of the attributes
involved in the A-set for just once. That is, we only require scanning a subset of the
database. So the time complexity of this module is bounded by Oð Tj jÞ, where jTj is the
number of tuples in database.

This module requires the only one pass of the database scan in our detection
algorithm. After this module, we get the intermediate result S. S consists of a list of
A-sets, each A-set consists of an attribute and a V-set, and each V-set consists of a list of
pairs (value, T-set). S ¼ P

A�setðattribute;V�setÞ, and a V-set V ¼ Pðvalue; T�setÞ.
For efficiently retrieving values from S, we build a hash index for attributes and values in
S respectively. The result of this module can return the tuple set containing the tuples
with a certain attribute value without accessing the original database.

4.4 Match

As discussed in Sect. 4.1, the MATCH module returns tuple sets in which the tuples
agree on the LHS of ϕ. In the MATCH module, we consider a strategy of processing
the FDs. We store the intermediate results which will be used for the detection with
other rules in order to avoid redundant calculation.

As shown in Algorithm 4, if LHS(ϕ) and LHS(ϕ’) share the same subset, where ϕ
and ϕ’ are different rules, we store the merged results in a list named processed, since
that will be used to detect violations of other rules (Line 3–8). Otherwise, we just merge
the LHS of the rule (Line 10–14). The function MERGE used in this module will be
explain in detail in Sect. 4.5
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Example 6: Consider the data in Table 1, and the FD /1 in example 4. We add
another FD /4 :

/1ðR : A;C ! D; ð ; jj ÞÞ;

/4ðR : A;C;E ! B; ð ; ; jj ÞÞ;

First, we got the grouped tuple sets in the GROUP module. The data set is as
follows.

S = {(A, V-setA),(B, V-setB),(C, V-setC), (D, V-setD), (E, V-setE)}
V � setA ¼ fðA ¼ a1; ft1; t2; t3; t4; t5; t6gÞg
V � setB ¼ f B ¼ b1; t1; t3; t4; t6f gð Þ; ðB ¼ b2; ft2; t5gÞg
V � setC ¼ fðC ¼ c1; ft1; t2gÞ; ðC ¼ c2; ft3; t5; t6gÞ; ðC ¼ c3; ft4gÞg
V � setD ¼ f D ¼ d1; t1; t2; t3f gð Þ; ðD ¼ d2; ft4; t5; t6gÞg
V � setE ¼ f E ¼ e1; t1; t2f gð Þ; E ¼ e2; t3; t4; t5f gð Þ; ðE ¼ e3; ft6gÞg.
Then we detect tuple sets which contain tuples matching the FD on the LHS. We

denote the tuple set (T-set) in which tuples agree on the same condition set (C-set) as T-
setC-set. The tuple sets matching /1 on the left side are as follows.

(1) T�setA¼a1;C¼c1 : T�setA¼a1 \ T�setC¼c1ð Þ ¼ t1; t2f g
(2) T�setA¼a1;C¼c2 : T�setA¼a1 \ T�setC¼c2ð Þ ¼ ft3; t5; t6g.

As we know, the attributes A and C in the LHS of /1 also exist in LHS of /4, so
we store the tuple sets matching the LHS of /1 in the processed set in order to avoid
redundant calculation. The results can be used in detecting the tuple sets matching /4
in LHS. We get the intersections which contain more than one tuple as follows.
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(1) T�setA¼a1;C¼c1;E¼e1 : T�setA¼a1;C¼c1 \ T�sete¼e1
� � ¼ t1; t2f g

(2) T�setA¼a1;C¼c2;E¼e2 : T�setA¼a1;C¼c2 \ T�sete¼e2
� � ¼ t3; t5f g.

In this example, we do not calculate tuple set containing only one tuple likes
T�setA¼a1;C¼c2 \ T�sete¼e3, since one tuple cannot violate a constant RHS rule alone.
This strategy will be explained in detail in Sect. 4.5.

4.5 Merge

This module is the most important part in the algorithm for detecting inconsistencies
violating variable RHS rules. And this module dominates cost when detecting incon-
sistencies violating variable RHS rules.

This block is a sub-module of the match block. Merging two attributes A and
B means to find the tuples agree on both A and B. The results contain a list of tuple sets.
Each tuple set has a condition set. All the tuples in the same tuple set agree on same
condition. For example, given a tuple set {t1, t2, t3} and its condition set fA ¼ 1;
B ¼ 2g, we mean t1½A� ¼ t2½A� ¼ t3½A� ¼ 1, t1½B� ¼ t2½B� ¼ t3½B� ¼ 2. To get the
result merged by attribute A and B, we need to check each value a for A and each value
b for B from the result of the GROUP module. T�setA¼a;B¼b is merged by T�setA¼a

and T�setB¼b. T�setA¼a;B¼b ¼ T�setA¼a \ T�setB¼b.
The pseudo code of the merge algorithm is shown in Algorithm 5. We get two tuple

sets from the two lists of tuple sets of the two attributes separately. Then we check the
size of the two tuple sets. If both of them and their intersection contain more than one
tuple, we store the intersection tuple set in the list of tuple sets which is prepared as the
output of this algorithm. Meanwhile, we store the conditions of the two tuple sets
together as the condition set of the intersection (Line 5–6). The loop continues until all
the tuple sets in one list make intersection with all the tuple sets in the other list.

Example 7: We use the grouped result in Table 4. And we merge attribute A and C:

(1) T�setA¼a1;C¼c1 ¼ ft1; t2g,
(2) T�setA¼a1;C¼c2 ¼ ft3; t5; t6g.
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We do not need to calculate the intersection ðT�setA¼a1 \T�setC¼c3Þ, since
T�setC¼c3 contains only one tuple and it is impossible to cause violation.

Then we analyze the cost of this block MERGE. As the tuples in T�setA¼a and
T�setB¼b are ordered by the tuple id, the cost of (T�setA¼a \ T�setB¼b) is O(M+N),
where M = | T�setA¼a |, and N = | T�setB¼b |. We assume that there are p values {a1,
a2, …, ap} in attribute valuesetA with | T�setA¼ai j[ 1 and q values {b1, b2, …, bp} in
attribute valuesetB with jT�setB¼bj j[ 1. We only care about the tuple set with size > 1.
If there is only one tuple t in the tuple set, it means that there exists no tuples agree with
tuple t on the same value. That is, t will not be involved in the inconsistency.

C Merge A;Bð Þð Þ denotes the cost of merge(attribute A, attribute B).

C Merge A;Bð Þð Þ ¼
X

1� i� p
1� j� q

costðT�setA¼ai \ T�setB¼bjÞ

¼
X

1� i� p
q � jT�setA¼ai j þ

X
1� i� q

p � jT�setB¼bj j
¼ q �

X
1� i� p

jT�setA¼ai j þ p �
X

1� i� q
jT�setB¼bj j

� q � tuplesnumþ p � tuplesnum ¼ ðpþ qÞ � tuplenum

It shows that C(Merge(A,B)) � (p + q) * tuplesnum, where p is the number of
distinct values appear in A in more than one tuple, and q is that in B, tuplesnum is the
number of tuples in the database. If both the value sets of A and B that we got from the
Range module are “_”, C(Merge(A,B)) = (p + q) * tuplesnum. The cost is affected by
both the tuplesnum and the size of value sets of the attributes that need to be merged.
We prove the following proposition and propose a conception of redundancy to help us
analyze the complexity of this module.

Proposition: The number of distinct values of one attribute with the |T–set|>1 is no
more than the tuplesnum/2.

Proof: We assume k as the number of distinct values of one attribute A with the
|tupleset|>1. It means that there is a set S containing k tuplesets and the size of each
tupleset is at least 2. As we know, each tuple in the tupleset is different with the tuples
in both the same tupleset and other tuplesets. The sums of all the |tuplesets| of attribute
A equals tuplesnum, then

P
1� i� k

jS½i�j � tuplesnum. If k[ tuplesnum=2, then
P

1� i� k
jS½i�j[ 2k[ tuplesnum which conflicts with the result above. The assumption is

not supposed and the proposition is true.
Then we can give the upper bound of the p and q mentioned before.

p� tuplenum=2, and q� tuplenum=2. C Merge A;Bð Þð Þ� pþ qð Þ � tuplenum�
ðtuplenumÞ2. Thus the cost of this module C Merge A;Bð Þð Þ is bounded by both the
tuplesnum and the number of distinct values in A, B. It also has an upper bound O(|T|2),
the worst-case complexity, which is impossible in reality.

Definition 6 (Redundancy): We define the redundancy(RDD) of an attribute with the

rate RDDðattribute AÞ ¼ (1� DA
T ), where DA is the number of distinct values on

One-Pass Inconsistency Detection Algorithms for Big Data 93



attribute A, and T is the number of tuples in database. The redundancy of a database R
is defined as databaseRð Þ ¼ ð1� 1

T �
P

Ai2attrðRÞ DAiÞ.
According to the definition of redundancy, we can learn that database with high

RDD must have a small number of distinct values. The RDD of some attributes in the
real world may be very high. For example, in a relation of personal information, the
RDD of an attribute “gender” must be very high, since there are only two distinct
values “male” and “female”. And in the real world, we only use FDs as constraints for
the attributes with high RDD. There is no significance to use a FD for attributes such as
“ID” whose values are all distinctive. In real world, the RDD of the dataset which can
be restricted by FDs may be very high even close to 1.

With the help of redundancy, we show the complexity of this module. The time
complexity of this module is O(|D|·|T|) where |T| is the number of tuples in database,
and |D| is the number of distinct conditions preparing to be merged. After the definition
of redundancy, we can use RDD to express |D|, |D| = (|T|-RDD·|T|). As in real world
big data RDD is very likely to be high and even close to 1, meanwhile, |D| will be much
smaller than |T|, then the cost of this module can be performed in O(T) time.

In this module, we just use the grouped result S instead of the original database. We
can get the tuple set with certain attribute value in constant time with the help of the
hash index. The cost of one tuple set retrieve is O(1). The cost of retrieving all tuple
sets for the detection is bounded by O(|∑attr(ϕ)|), where |∑attr(ϕ)| is the number of
attributes in the rules. This cost is much smaller than the cost of scanning the whole
database. That is also a reason for the efficiency of our detection method.

5 Experimental Study

In this section, we used two real-world datasets to evaluate the performance of our
consistency detection algorithm experimentally.

Dataset 1: This dataset is a relation about call logs from Heilongjiang Liantong
Company, which has 14 attributes, and we use 30 M tuples of it. The size of the dataset
is 5.67 GB. The limitation of data size is caused by the capability limitation of SQL
engineer on a single machine, which is used to run our competitor.

Dataset 2: This dataset is the 1990 US Census data1 which has 2458285 tuples and 68
attributes. The description of these attributes can be found from the website.

We conducted all the experiments on a Windows 7 machine with a 3.10 GHz
Intel CPU and 4 GB of Memory. Each experiment was run 5 times, and the average
time is reported. The first experiment is conducted on both dataset 1 and dataset 2, the
rest experiments are conducted on the dataset 1. The goal of experiments is to test the
impact of five aspects on the detection time. They are (1) the number of tuples (T-SZ),
(2) the kind of rules (RK), (3) the number of rules (R-SZ), (4) the redundancy of the
attribute values (RDD) and (5) the percentage of dirty tuples.

1 The description of this dataset can be found from following website. http://archive.ics.uci.edu/ml/
machine-learning-databases/census1990-mld/USCensus1990-desc.html.
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EXP 1: The Impact of T-SZ and RK: In this experiment, we test the impact of T-SZ
and RK on detection time. For the first dataset, T-SZ ranges from 5 M to 30 M, in 5 M
increments. We use two lists of rules for detection. One consists of constant RHS rules
(cRHS) and the other consists of variable RHS rules(vRHS). Both the R-SZs of the two
lists are 300. There is a FD in the second rule list, and the embedded FDs of all the
rules are the same. The number of attributes of the embedded FD is 4. For the second
dataset, we also use two lists of rules, each list contains 15 rules. Figure 1(a) and
(c) show the run time of our method and the SQL-based method when detecting with
cRHS rules on the two datasets. The result shows that our detection outperforms the
previous method, and the detection time increases with T-SZ. Figure 1(b) and (d) show
the run time of detection when detecting vRHS rules on the two datasets, it also
increases with T-SZ. Both the results in detection on the two datasets indicate that our
detection method is more efficiency than SQL-based method.

EXP 2: The Impact of R-SZ and RK: In this experiment, we test the impact of R-SZ
and RK on detection time. T-SZ is 10 M, and the R-SZ of rules ranges from 50 to 300,
in 50 increments. We still take two lists of rules used in EXP 1 for detection.

In this experiment, we add another rule list consists of 300 variable CFDs. There is
no traditional FD in this list. In Fig. 1(e) and (f), we observe that the R-SZ has little
effect on the detection time for the variable RHS rules which contains a traditional FD.
However, it affects the run time for detecting with cRHS rules and vRHS rules con-
taining no traditional FD. If the embedded FD of this rule has been detected before, we
can get the inconsistencies of this rule from the detection result. That is the reason why
the R-SZ has little impact on detection time for variable RHS rules including one FD. If
the embedded FD has not been detected, we merge the LHS of the rule and start with
the attributes with constant values in order to decrease the time complexity of MERGE.
The result shown in Fig. 1(f) indicates that our strategy is effective when the size of
rules is small. We learn from the figure that the line of vRHS rules with no FD is below
the line of vRHS rules with one FD for most time. With the increasing of the rules size,
the detection time is more close to that with the FD embedded.

EXP 3: The Impact of RDD: In this experiment, we test the impact of RDD on
detection time. T-SZ set to be 5 M, and a rule list consists of both the two list used in
EXP 1. We observe from Fig. 1(g) that, it takes more time for detection with low data
redundancy. As the tuple sizes of data in this experiment are the same, the one with
higher RDD has less distinct values for each attribute. And as we estimated in the
MERGE module in Sect. 4, the number of distinct values in each attribute affects the
performance of our detection method.

EXP 4: The Impact of Noise: In this experiment, we test the impact of noise on
detection time. T-SZ is fixed 10 M. The rule list consists of variable RHS rules in EXP
1, and the noise ranges from 5% to 9%, in 1% increments. We observe from Fig. 1(h)
that the noise of the database has little effect on the detection time.

Summary of Experiments: In summary, the experiments have following results.
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(g)Effect of RDD on detection time (h)Effect of noise on detection time

(e)Effect of R-SZ with cRHS rules (f)Effect of R-SZ with vRHS rules

(c)Detection time with cRHS rules (dataset 2) (d)Detection time with vRHS rules(dataset 2)

(a)Detection time with cRHS rules (dataset 1) (b)Detection time with vRHS rules (dataset 1)

Fig. 1. Experimental results
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(1) Our detection method is much more efficient than the SQL-based method and the
detection time is nearly linear when detecting the inconsistency of database with
high data redundancy.

(2) The detection time of our method is affected by both the number of tuples and the
data redundancy. The number of rules has impact on the results when detecting
with constant RHS rules and variable RHS rules without FDs, and it has little
effect when detecting with variable RHS rules containing FD.

(3) The noise of database has little impact on the detection time.

6 Conclusion and Future Work

We study the inconsistency detection problem in this paper. We proposed a method to
detect consistencies with only one pass scan of data. Our method outperforms the
SQL-based method when detecting database with high redundancy. Detecting incon-
sistencies with high efficiency benefits the database management for improving data
quality. And we consider cell as the unit of consistencies instead of tuple, so that the
detection result can be clear.

Our future study focuses on two aspects. The first one is extending our method for
detection for more kind of rules such as denial constraints [6] and conditional inclusion
dependencies. The second aspect is repairing the inconsistencies in big data. We aim to
develop efficient methods to restore the consistency in big data.
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Abstract. The traditional named entity detection (NED) and entity
linking (EL) techniques cannot be applied to domain-specific knowledge
base effectively. Most of existing techniques just take extracted named
entities as the input to the following EL task without considering the
interdependency between the NED and EL and how to detect the Fake
Named Entities (FNEs). In this paper, we propose a novel approach to
jointly model NED and EL for domain-specific knowledge base, facilitat-
ing mentions extracted from unstructured data to be accurately matched
to uniquely identifiable entities in the given domain-specific knowledge
base. We conduct extensive experiments for movie knowledge base by
a data set of real-world movie comments, and our experimental results
demonstrate that our proposed approach is able to achieve 84.7 % detec-
tion precision for NED and 87.5 % linking accuracy for EL respectively,
indicating its practical use for domain-specific knowledge base.

Keywords: Entity linking · Named entity detection · Fake named
entity · Domain-specific knowledge base · Joint model

1 Introduction

Entity linking (EL), determining the identity of entities mentioned in text, is
the key issue in bridging unstructured textual data with structured knowledge
bases (KBs) [7]. It has been widely used in diverse applications such as question
answering, information integration and KB construction [19]. Significant portion
of recent research in this area focus on linking named entities in text to general
knowledge bases, such as Wikipedia based KBs or WordNet based KBs.

Recently, establishing domain-specific KBs has been found more effective and
useful to manage and query knowledge within a specific domain. For example,

c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 101–116, 2016.
DOI: 10.1007/978-3-319-32025-0 7
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IMDB1 contains more concrete and comprehensive movie knowledge than general
knowledge base Wikipedia or Baidu Baike. Therefore, domain-specific EL tech-
niques become more and more important, with the increasing demand for con-
structing and populating domain-specific KBs. An Entity Discovery and Linking
(EDL) task is introduced by KBP 20142. In particular, given an unstructured
document, the EDL task aims to automatically extract mentions (i.e. Named
Entity Detection, or NED), link them to a general KB, e.g. Wikipedia (i.e. Entity
Linking or EL), and identify NIL mentions that do not have corresponding KB
entries [9]. However, traditional EL methods are ineffective for domain-specific
EL tasks, due to the different characteristics between domain-specific area and
general area. Specifically, we observe there are two unsolved key challenges in
domain-specific EL problem:

Fig. 1. An illustration for the task of domain-specific entity linking

1. Fake Named Entity: Given a document and a domain-specific KB, there
exist many common phrases in the document which could likely be linked to
entities in the given KB. However, not all these common phrases should be
linked. As an example shown in Fig. 1, the mention “the golden age”, “The
Rock”, “high profits” are all common phrases in general domain. For a domain-
specific Movie-Knowledge-Base (MKB)3, however, these mentions are the titles
of entities/movies in MKB. As such, these mentions in the document are quite
likely to be linked to MKB. Nevertheless, according to their context, except “The
Rock” is true named entity, both “the golden age” and “high profits” are just
common phrases that should not be recognized as named entities. We denote
these mentions which should not be linked to entities in KB as Fake Named
Entities (FNEs). Traditional methods do not consider the FNE issue and thus
will not work well for the domain-specific EL task due to the fact that there
exist many FNEs in a domain-specific area. In this paper, we propose a novel
technique for FNE detection from the given unstructured text.

1 http://www.imdb.com/.
2 http://nlp.rpi.edu/kbp2014/.
3 MKB is constructed by knowledge engineering laboratory of department of computer

science and technology, Tsinghua University, Beijing.

http://www.imdb.com/
http://nlp.rpi.edu/kbp2014/
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2. Interdependency: Existing techniques typically treat NED and EL as two
separated tasks and use a pipeline/sequencial architecture [10–12,17,21] that
simply takes extracted named entities as the input to the following EL task,
without considering the interdependency between NED and EL tasks. As such,
the errors, i.e. FNEs, occurred in the NED task will inevitably affect the per-
formance of the subsequent EL task. For example in Fig. 1, we could mistakenly
treat FNEs “the golden age”, “wall street” and “high profits” as true mentions
and link them to entities in a domain-specific knowledge base (e.g. MKB). How-
ever, if we consider NED and EL tasks jointly, such FNE errors could be fixed
because we can update the confidence of mentions iteratively. For example, the
linked entities/movies of above FNEs are not action movies while the main
thread of the text is talking about action movies and all other TNEs in the text
is related to action movies. Such context information is the result of the EL and
thus can in turn be used to lower the confidence of these FNEs. Furthermore,
such information is also useful for the ranking of “Michael” and “Cameron”,
which are both famous directors of action movies. Therefore, the errors of FNEs
can be fixed because the two tasks EL and NED are inherently coupled. Different
from traditional methods, our proposed technique will leverage their interdepen-
dency iteratively making both NED and EL tasks more robust.

In summary, detecting the FNEs and linking the true/correct mentions are
two significant challenges, because textual mentions in a specific domain could
be potentially far more ambiguous than those in general domain. Therefore, we
propose a new technique to detect FNEs in a specific domain via jointly modeling
named entity detection and entity linking.

Contributions. The main contributions of this paper are summarized as follows.

– We are among the first to explore the problem of joint NED and EL with the
domain-specific knowledge base. To the best of our knowledge, our research is
the first to define the important concept Fake Named Entities (FNEs), which
is critical for domain-specific EL task.

– We proposed an effective technique that jointly models NED and EL by iter-
atively enhancing the confidence of entity extraction and certainty of entity
linking. Particularly, we leverage the entity linking result to increase the con-
fidence of true named entities (TNEs) and thus lower the confidence of FNEs.
Conversely, this enhancement of extraction/detection confidence improves
the performance of the entity linking/disambiguation. This process can be
repeated iteratively until convergence, as long as there is an improvement in
the extraction and disambiguation.

– To evaluate the effectiveness of our proposed approach, we conducted exten-
sive experiments on a manually annotated data set of real world movie com-
ments and a real domain-specific knowledge base. The experimental results
show that our proposed approach outperforms baseline methods significantly.
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2 Preliminaries

In this section, we first introduce some fundamental concepts for our problem
and subsequently define the task of linking named entities in a specific domain.

Domain-Specific Knowledge Base. A domain-specific knowledge base
defines a set of representational primitives to model domain knowledge from
different perspectives, which can be defined as DSKB= {C,E, P,R}, where C
represents a set of concepts in the domain such as actors, movies and produc-
ers; E = {e1, e2, ...e|E|} is the entities of concepts such as Steven Spielberg –
a movie director; P denotes a set of properties to describe attributes of con-
cepts or entities such as actor names, movies’ production time; R means the
set of triples, each of them describes the relation between entities or between
entity and concept, which can be defined as {s, p, o}, where s ∈ E ∪ C, p ∈ P ,
o ∈ E∪C∪L, and L is the set of literals. In this paper, we choose domain-specific
Movie-Knowledge-Base (MKB) as the target DSKB for our task. The MKB is a
high quality knowledge base about movies, TV series and celebrities which inte-
grates several English and Chinese movie data sources from Baidu Baike and
Douban, and it contains 23 concepts, 91 properties, more than 700,000 entities
and 10 million triples.

Mentions and Linked Entities. We define a mention as a textual phrase
(e.g., the “the golden age” in Fig. 1) which can potentially be linked to some
entities in DSKB. We consider every possible n-gram (e.g. n ≤ 5) as a candidate
mention. Given a document d, we define M = {m1,m2, ...,m|M |} as the set of
candidate mentions. In addition, let E(m) = {e1, e2, ..., e|E(m)|} ⊆ E denote the
set of candidate entities which a candidate mention m ∈ M might be linked
to. For a mention m, we define the correct entity em ∈ E(m) which m should
actually be linked to as linked entity (i.e. ground-truth mapping entity). For
example, in Fig. 1, the set of entities that mention “Cameron” could be linked to
is E (“Cameron”) = {“James Cameron”,“Cameron Diaz”} and the linked entity
is “James Cameron”.

Fake Named Entity. We define MF = {mf1,mf2, ...,m|MF |} ⊆ M that should
not be linked to any entity in E, which should only be treated as common textual
phrases as Fake Named Entities(FNEs). We also define the True Named Entities
(TNEs) as MT = {mt1,mt2, ...,m|MT |} ⊆ M , denoting the mentions that should
be linked to entities in E. Obviously, MF ∪ MT = M . As the example shown
in Fig. 1, the set TNEs is MT = {“The Rock”, “Michael”, “Armageddon”,
“Cameron”, “Avatar”}, while the set FNEs is MF = {“the golden age”,
“high profits”, “wall street”}.

Context Mention and Entity. For a given mention m in a document d, We
define all the other candidate mentions CM (m) = {mc1,mc2, ...,m|CM (m)|} ⊆ M
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in the same document or in a certain size window as Context Mentions. In
our experiments, we employ the window size, which is set as 50, following the
experimental setting in literature [15]. Notice that each context mention mc ∈
CM (m) could be ambiguous as we do not know its linked entity in E. As such,
we define Context Entities CE(m) = {ec1, ec2, ..., e|CE(m)|} ⊆ E as the set of
most possible linked entities for each context mention for the time being.

Task Definition. Given an unstructured document d in a specific domain and a
DSKB pertaining to the same domain, our task is to extract TNEs and filter out
FNEs in d, and to develop a function σ : M → E which maps each extracted TNE
m ∈ MT to its linked entity e ∈ E(m) in DSKB (e.g., MKB). Specifically, our
task consists of two parts, namely Named Entity Detection (NED) (i.e. Mention
Extraction) and Entity Linking (EL) (i,e. Disambiguation). NED is the task of
detecting FNEs and extracting TNEs. EL is the task of linking an extracted
TNE to a specific definition or instance of an entity in DSKB. The output of our
task is the set of mention and entity mapping pairs: {〈m,σ(m)〉| ∀m ∈ MT }.

3 Our Proposed Approach

In this section, we propose a novel approach that jointly models NED and EL
iteratively to link all the TNEs in an unstructured document to uniquely iden-
tifiable entities in DSKB. The main idea of our approach is as follows: in each
iterative step, we gradually improve the confidence of TNEs while reduce the
confidence of FNEs. Specifically, by leveraging the interdependency of NED and
EL, we use the results of EL (linking certainty) to provide the feedback for NED
and thus could potentially improve the performance of NED via updating the
weights of some features in NED. On the other hand, the results of NED (detec-
tion confidence) could also enhance EL process via updating the weights of some
features in EL.

3.1 Framework Overview

The framework of our proposed model is shown in Fig. 2. From the figure, we
can see that first we train EL and NED models independently based on a man-
ually annotated data set (refer to experiment section) to learn two weighted
vectors

−→
W el = {wel

1 , wel
2 , wel

3 , wel
4 } and

−→
Wned = {wned

1 , wned
2 , wned

3 , wned
4 } for

two constructed feature vectors
−→
F m(e) = {fel

1 , fel
2 , fel

3 , fel
4 } and

−→
F (m) =

{fned
1 , fned

2 , fned
3 , fned

4 } respectively. Next, we apply the two learned models on
an input document iteratively to predict TNEs and their linked entities in DSKB.
The results of NED model Ned(m) show the confidence of a candidate mention
m being a TNE while the results of EL model Elm(e) indicate the confidence of
a mention m being linked to a candidate entity e. In addition, we take the results
of each model to update the weights of some features of the other. That is to
say, we can apply the two models mutually and iteratively. With the increase of
the number of iterations, the detection confidence and linking certainty of TNEs
will increase.
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Fig. 2. Framework of our proposed iteratively joint model

Preprocessing. In this subsection, we briefly present how to generate the can-
didate mentions and entities for a given document d.

First, we build a dictionary D that contains various surface forms of the
named entities. The detailed construction method is introduced in [19]. The
dictionary D is in the form of 〈key, value〉 mapping, where the column of the
key is a list of surface forms and the column of the mapping value is the set of
entities which can be referred to by the key. Next, we consider every possible
n-gram (e.g. n ≤ 5) in d existing in the key column of dictionary D to generate
a high-recall candidate mentions M , to avoid missing possible real mentions.
Then, For each mention m ∈ M , we search for m in the column of key in D and
add the set of entities value to the candidate entities E(m).

3.2 Model Training

As the strategy used by existing studies [13,20,24], we can model NED and EL
into two binary classifiers. First we need to construct the training set for these
two classifiers based on a manually annotated data set. In EL model, the sample
in the training set is a pair (m, e), e ∈ E(m). Let label(m, e) ∈ {0, 1} indicate
positive sample or negative sample, which is determined as follows:

1. For each TNE m, if its true linked entity in the candidate entity set E(m) is
em, then (m, em) is a positive sample. For all other entities ∀ei ∈ E(m), ei 
=
em, the (m, ei) are regarded as negative samples.

2. For each FNE m, ∀e ∈ E(m), (m, e) is treated as negative sample as well.

In NED model, on the other hand, the sample is m. Also let label(m) ∈ {0, 1}
be the indicator of positive sample and negative sample. Obviously, the set of
TNEs MT which are manually annotated is the set of positive samples while MF

is the set of negative samples.
Next, we learn two weight vectors

−→
W el and

−→
Wned for two constructed fea-

ture vectors
−→
F m(e) and

−→
F (m) respectively which will be elaborated in next
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subsection by supervised machine learning technique on training data set – in
our experiments, we employ state-of-art classification model SVM due to its
good performance. Then these two models can be formulated as: Elm(e) =−→
W el · −→F m(e), Ned(m) =

−→
Wned · −→F (m). Specifically, for EL model, we will rank

all entities in the candidate entity set E(m) and select the entity with highest
score Elm(e) as the most possible linked entity in DSKB, and for NED model
we classify a mention m into a TNE or FNE based on the result score Ned(m).

Obviously the results of EL Elm(e) show the certainty (strength) of m linking
to e, while the results of NED Ned(m) indicate the confidence level of m being
a TNE. Therefore, we can use the results of each model to calculate features
of the other iteratively, which will benefit the performance of both two models.
In next section, we will introduce our constructed features of our two models
and explain how these features are used to interact between two models in an
iterative manner to improve performance.

3.3 Features in EL Model

Popularity. In the domain-specific area, taking movie comments as an example,
people tend to review more popular and classic movies. Therefore, we choose
popularity as an important context-free feature. We define the popularity via
leveraging the count information from Baidu Baike as follows:

Prim(e) =
countm(e)

∑
e∈E(m) countm(e)

(1)

where countm(e) is defined as the number of times that mention m links to entity
e in Baidu Baike. Notice that we can calculate this feature in advance.

Context Relatedness. Intuitively, one would expect that mentions which co-
occur in the same document are related to one or a few topics, or have cer-
tain semantic relatedness [19]. In Fig. 1 both “The Rock” and “Armageddon”
are similar action movies and thus people tend to talk/compare them together.
Therefore, we propose a second feature: the context relatedness. Specifically, we
calculate the average value of the semantic relatedness between all context enti-
ties ec ∈ CE and the candidate entity e ∈ E(m) to get the context relatedness.

ConRelm(e) =

∑
ec∈CE

SmtRel(ec, e)
|CE | (2)

where SmtRel(ec, e) is semantic relatedness of a context entity ec and the can-
didate entity e. However, there are two problems of above calculation:

1. Context mention mc ∈ CM could also be ambiguous when performing the
linking of current mention m. Thus, its corresponding context entity ec is
also unknown in current stage. As such, in the follow-up iteration, we use the
results of EL model in last iteration to choose the best context entity with
highest score, denoted as etop(mc), for the relatedness calculation.
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2. FNEs in the Context Mentions CM could damage the performance of the
following entity linking task. As mentioned above, the results of NED model
Ned(m) indicate the true confidence level of a mention m being a TNE.
Therefore, we use Ned(mc) to denote the confidence level of mc being a FNE.
In other words, if a context mention mc is a FNE with high probability, then
the value of Ned(mc) will thus be small and has less impact to EL tasks.

Therefore, the context relatedness will be the weighted average value of the
semantic relatedness of all Context Entities ec ∈ CE and the candidate
entity e, i.e.,

ConRelm(e) =

∑
mc∈CM

Ned(mc) ∗ SmtRel(etop(mc), e)
|CM | (3)

etop(mc) = arg max
ec∈E(mc)

(Elm(ec))

Next, we adopt two techniques: Wikipedia Link-based Measure (WLM) and
Jaccard distance to calculate the semantic relatedness to get two kinds of context
relatedness, denoted as ConRel1m(e) and ConRel2m(e), respectively.

WLM: The WLM is based on the Wikipedia hyperlink structure [13]. Given
two entity ei and ej , we define the semantic similarity between them as
WLM(ei, ej) = log(max(|Ei|,|Ej |))−log(|Ei∩Ej |)

log(|W |)−log(min(|Ei|,|Ej |)) , Where Ei and Ej are the sets of
entities that link to ei and ej respectively in MKB, and W is the set of all entities
in MKB.

Jaccard Distance: We first extract the content of two entity ei and ej to com-
pose two bag-of-words representations Si and Sj respectively, and subsequently
calculate Jaccard distance between Si and Sj .

Content Similarity. It has been an effective way to use the context information
to perform entity disambiguation. Therefore, we introduce out last feature for the
EL model: content similarity. We define the content similarity as the similarity
between the context around a candidate mention m and its candidate entity e,
i.e., Consimm(e), which also calculated by Jaccard distance.

3.4 Features in NED Model

Link Probability. Link probability introduced in [12] is a proven feature which
indicates how often a mention links to an entity in a knowledge base. For example
shown in Fig. 1, for the mention “wall street”, the probability that it links to a
certain entity is much less than that just treat it as a common phrase, because
in most cases when people mention “wall street”, they refer it to a location
rather than the movie in 1987. Therefore, the link probability is an important
feature and is helpful to filter out FNEs. We define the link probability LP (m)
as follows.

LP (m) =

∑
e∈E(m) countm(e)

count(m)
(4)
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where countm(e) is defined as the number of times that mention m links to entity
e and count(m) is the total occurrence number of m in Baidu Baike. We can
also calculate this feature in advance.

Linking Certainty. The results of EL model Elm(e) provide a certainty score
whether a mention m correctly links to an entity e. Therefore, we use it as
a feature of NED model, to indicate the linking certainty level of a mention.
Obviously, the higher the linking certainty that a mention m links to an entity
e, the higher the probability that the mention m is not a FNE. We use the value
of the highest score entity etop(m), denoted as Elm(etop(m)), as the value of
linking certainty LC(m) of the mention m. That is to say, we use the results of
the EL model as a feature of NED model.

LC(m) = Elm(etop(m)) = max{Elm(e)|e ∈ E(m)}. (5)

Coherence. As mentioned above, entities occurring in a given document d are
likely to be topically coherent, i.e. they are semantic related. So, we can exploit
this topic coherence between entities in the document d to define the coherence
feature for each candidate mention m, which is defined as the average semantic
relatedness between m and all context mentions mc ∈ CM . Nevertheless, we still
need to know the linked entity e for m to calculate the semantic relatedness.
Therefore, for each m (and mc), we also choose the highest score entity etop(m)
(and etop(mc)) returned by the EL model as the linked entity.

Coh(m) =

∑
mc∈CM

Ned(mc) ∗ SmtRel(etop(mc), etop(m))
|CM | (6)

We can also calculate two kinds of semantic relatedness for two coherence fea-
tures Coh1(m) and Coh2(m) as depicted in the Context Relatedness subsection.

3.5 Iterative Process

After training stage, we have learned two weight vectors
−→
W el and

−→
Wned for our

two models. Here, we illustrate our iterative process as follows.

Elm(e) =
−→
W el · −→

F m(e)

= wel
1 ∗ Prim(e) + wel

2 ∗ ConRel1m(e)

+ wel
3 ∗ ConRel2m(e) + wel

4 ∗ ConSimm(e)

= wel
1 ∗ Prim(e) + wel

2 ∗
∑

mc∈CM
Ned(mc) ∗ WLM(etop(mc), e)

|CM |

+ wel
3 ∗

∑
mc∈CM

Ned(mc) ∗ Jac(etop(mc), e)
|CM | + wel

4 ∗ ConSimm(e)

(7)
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Ned(m) =
−→
Wned · −→

F (m)

=wned
1 ∗ LP (m) + wned

2 ∗ LC(m) + wned
3 ∗ Coh1(m) + wned

4 ∗ Coh2(m)

=wned
1 ∗ LP (m) + wned

2 ∗ Elm(etop(m))+

wned
3 ∗

∑
mc∈CM

Ned(mc) ∗ WLM(etop(mc), etop(m))

|CM |

+ wned
4 ∗

∑
mc∈CM

Ned(mc) ∗ Jac(etop(mc), etop(m))

|CM |
(8)

For any iterative process, one of the most important issue is the convergence.
Here, we define iteration deviation as the maximal value of difference of Ned(m)
of two successive iterations for all m ∈ M . Then we set the condition to complete
the iteration is that iteration deviation is less than a predefined threshold ε,
namely iteration deviation threshold, i.e.,

max
mi∈M

(Ned(m(j)
i ) − Ned(m(j−1)

i ) ≤ ε (9)

From extensive experiments, we found that with the increase of the number of
iterations, iteration deviation gradually decreases and iterative process usually
stops after some iterations. We will discuss the convergence issue in experiment
section.

The detailed iterative algorithm is given in Algorithm1.

Input: M ; ∀m ∈ M,E(m);
−→
W el;

−→
Wned

Output: MT ; ∀m ∈ MT , 〈m,Ned(m)〉, 〈m, etop(m), Elm(etop(m))〉
repeat

for each m ∈ M do
for each e ∈ E(m) do

Elm(e) =
−→
W el · −→

F m(e);
end
etop(m) = arg maxe∈E(m)(Elm(e));

end
for each m ∈ M do

Ned(m) =
−→
Wned · −→

F (m)
end

until convergence;

Algorithm 1. Algorithm of the iterative process

4 Experiments and Evaluation

To fairly evaluate the effectiveness of our proposed approach, we have conducted
extensive experimental studies to compare it with existing methods. All the
programs were implemented in Python and all the experiments were conducted
on a server (with four 2.7 GHz CPU cores, 1024 GB memory, Ubuntu 13.10).
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Table 1. Statistical data of the user data set

Documents |FNEs| |TNEs| CEs |M | |E(m)|
843 2529 11848 42105 17.05 2.92

4.1 Data Preparation

To the best of our knowledge, there is no publicly available benchmark data
set for the domain-specific EL task. Thus, we manually create a first-of-its-kind
gold-standard data set for our task. Since there could be subjective in the manual
annotation process, in order to avoid introducing bias in the annotation task,
we organized annotators into three groups and each group has several members.
The first and second groups annotate the same data set independently, while
the third group checks the annotation results and annotates those inconsistent
named entities. The final results are determined by majority voting. Obviously,
the annotation task is very time consuming and labour intensive.

In this paper, we focus to perform the entity linking from user movie com-
ments/documents to the knowledge base MKB (i.e. Movie-Knowledge-Base).
Specifically, we crawl user comments on movies from established Websites in
China, including Sina, Sohu, 163, and Tianya, with 1 year time span, from
1/1/2014 to 12/31/2014. Finally, we obtained 843 documents forming the gold-
standard data set. Table 1 lists the size of the data set and some statistical
information about the data set, where |FNEs| and |TNEs| denote the numbers
of Fake/True named entities respectively, CEs means the total number of can-
didate entities, |M | represents the average number of mentions per document,
and |E(m)| shows average number of candidate entities per mention.

4.2 Experimental Results

In this subsection, we study the effectiveness of our proposed approach under
different configurations, and compare them with some baseline methods.

Baseline Methods. Since most of joint NED and EL frameworks deal with
short text linking to general KB based on high complexity algorithms, which
could not apply directly on MKB and our data set, and furthermore these works
are lack of publicly available APIs, we created two baselines in this paper, both of
which employed the traditional pipeline architecture that takes extracted named
entities as the input to the following EL task.

1. Prior Probability-based method (POP ). First, in NED process, we only
used the link probability for detection. Particularly, we set a threshold as 0.2
(which produces the best performance for POP method) and retain the mentions
whose link probabilities are higher than the pre-set threshold. In the EL process,
on the other hand, we used entity popularity for ranking. In other words, the
entities with the highest popularity among all the candidate entities is considered
as the linked entity for this mention.
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2. Vector Similarity-based method (V Sim). We constructed a context vec-
tor for each extracted mention and a profile vector for each candidate entity
based on standard TF-IDF representation. Then we measure the similarity
between these two vectors by computing their Cosine distance. Finally, the entity
with the highest similarity is considered as the linked entity for the mention. For
the NED process, we set a threshold as 0.087 (which gives the best results) and
only retain the mention whose highest score of vector similarity is larger than it.

Parameter Setting. In our approach, there exists an important parameter,
i.e. iteration deviation threshold, which needs to be determined.

Iteration Deviation Threshold. Figure 3 shows the curve of the iteration
deviation versus the number of iterations for eight documents randomly cho-
sen from our data set. From the results we observe that for each document the
iteration deviation gradually decreases with the increase of the number of itera-
tions. When the number of iterations exceeds 10, the iteration deviation flattens
out gradually (≤ 0.001). As such, we can set the iteration deviation threshold
ε = 0.001. This empirically proves that our iterative process converges, and also
verifies our proposed approach that NED and EL contribute to each other within
limited iterations.
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Fig. 3. Convergence of iteration

Our Model and Evaluation Metrics. Now we study the effectiveness of our
proposed approach, which is configured into 4 different settings:

– No Training + No Iterating (NoT+NoI): we do not use the machine learning
method to train the weight of the NED and EL. We assume that all features
have the same weight, that is, for NED and EL models, the weight of all
features is 0.25. Furthermore, we do not perform the iteration.

– Training + No Iterating (T + NoI): we use the machine learning method to
learn the weight of the NED and EL, but we do not perform the iteration. Notice
that T + NoI is actually the traditional machine learning based approach.

– No Training + Iterating (NoT + I): we set the weight of NED and EL
manually, but we perform the iteration.

– Training + Iterating (T + I): we use the machine learning method to train
the NED and EL models and we perform the iteration.
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In our proposed approach, EL is performed over noisy NED output and partic-
ipates to the final decisions about extractions. Therefore, we evaluate NED, EL
and their combination by employing the following evaluation metrics:

– NED: precision, recall and F1-measure;
– EL: accuracy over correctly recognized named entities. Notice here we

do not use precision, recall and F1-measure due to the fact that
if the correct extracted mentions are given, then precision=recall=F1-
measure=accuracy [19] and most EL systems simply use accuracy to assess
their performance.

– Overall NED+EL: precision, recall and F1-measure, where precision/recall
is computed as the product of the NED precision/recall by the EL accuracy.

Table 2. Comparison of experiment results

Approach NED EL Overall NED + EL

Precision Recall F1 Accuracy Precision Recall F1

POP 0.776 0.643 0.703 0.792 0.615 0.509 0.557

VSim 0.724 0.715 0.719 0.825 0.597 0.590 0.594

NoT+NoI 0.761 0.738 0.749 0.849 0.646 0.627 0.636

T+NoI 0.808 0.754 0.780 0.864 0.698 0.651 0.674

NoT+I 0.826 0.748 0.785 0.852 0.704 0.637 0.669

T+I 0.847 0.788 0.816 0.875 0.741 0.690 0.714

Result and Analysis. Table 2 shows the comparison of our proposed app-
roach and the other two baseline methods. From the results, we can see that
4 different configurations of our proposed approach all significantly outperform
the two baseline methods, which demonstrates the effectiveness of our proposed
approach.

In general, the performance of EL is higher than NED, for both our app-
roach and baseline methods. That is because the calculation of the EL accuracy
is based on the correct results of the NED, i.e., it doesn’t take FNEs into con-
sideration. Clearly, we can see that our proposed approach achieves 5.7−8.3%
higher accuracy across all configurations, indicating our approach is very effec-
tive for EL task.

Further, for the assessment of the POP baseline, obviously, for a mention
with high prior probability, the probability of it being a TNE is high. However,
due to the fact that POP uses the method of simply setting a threshold to
exclude the mention with small prior probability, it gets a high precision but low
recall. For the Vsim baseline, on the other hand, because it considers context
rather than prior probability, it is able to get higher recall but lower precision
(as it also introduces the FNEs) than POP .

Additionally, for our proposed approach with the configuration of NoT+NoI,
we observe that both NED and EL outperform the two baseline methods because



114 J. Zhang et al.

four features are considered. The performance of T + NoI improves as it intro-
duces the machine learning method that takes the importance of different fea-
tures into consideration. Meanwhile, key point of the NoT +I is to investigate the
influence of the iteration to the FNEs. The results indicate that the precision has
been further improved due to the fact that iterations exclude FNEs effectively.
However, because there is no training in this configuration, the performance of
recall falls as all features are treated equally.

Moreover, we can see that the EL accuracy of T + NoI is higher than that
of NoT + I, which demonstrates that the contribution of iterations to the EL
is small as it does not take FNEs into consideration, while the contribution of
training to the EL is bigger as training considers the importance of different
features.

Finally, as expected, because both the feature importance and the iterations
are included in the T + I, it is able to achieve the highest performance both for
NED precision and EL accuracy, which is consistent with our intuition, since our
proposed approach can obtain more related knowledge about candidate entities.

5 Related Work

The problem of EL and NED has been addressed by many researchers starting
from papers [1,5]. However, most of existing approaches [3,4,7,8,23,24] focus
on the general-purpose knowledge bases and cannot be applied to the domain-
specific knowledge base, as we have discussed before.

In addition, many previous systems have employed a pipeline frameworks [10–
12,17,21]. Our work is different as we provide high-quality candidate mentions
and entity links by jointly modeling NED and EL tasks iteratively. Recently,
work [6,16,22] were proposed to perform named entity detection and entity
linking jointly to make these two tasks reinforce each other. But their techniques
are best-suited for short microblog text (e.g., tweets), while our techniques are
better suited for longer documents. In addition, a key difference is that they
link mentions to general knowledge base, while our technique links mentions
to domain-specific knowledge bases that become more crucial for many domain
specific real-world applications.

From above discussion, we can see that considerable approaches have been
proposed for general-purpose knowledge bases. Although there are several exist-
ing works [2,14,18] addressing domain-specific NED and EL, this area deserves
much deeper exploration by research communities as none of above work consider
the issue of FNEs, which is essential in the domain-specific area. In this paper,
we jointly use the results of named entity detection and entity disambiguation
to detect FNEs for domain-specific knowledge base.

6 Conclusion

The current state-of-the-art entity linking research primarily focus on general
knowledge bases, instead of potentially very useful domain-specific knowledge
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bases. As such, they do not consider two critical problems that we have iden-
tified for domain-specific knowledge bases, namely fake named entities and the
interdependency between the named entity detection (NED) and entity linking
(EL). In this paper, we have proposed a novel approach that dedicates to address
the two issues by jointly modeling NED and EL iteratively. We observe from our
experimental results that our proposed approach is highly effective comparing
with existing baseline methods, indicating it is very promising to be used for
many domain-specific real-world applications.
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Abstract. Entity Matching (EM) identifies records referring to the
same entity within or across databases. Existing methods using struc-
tured attribute values (such as digital, date or short string values) only
may fail when the structured information is not enough to reflect the
matching relationships between records. Nowadays more and more data-
bases may have some unstructured textual attribute containing extra
Consolidated Textual information (CText for short) of the record, but
seldom work has been done on using the CText information for EM. Con-
ventional string similarity metrics such as edit distance or bag-of-words
are unsuitable for measuring the similarities between CTexts since there
are hundreds or thousands of words with each CText, while existing topic
models either can not work well since there is no obvious gaps between
the various sub-topics in CText. In this paper, we work on employing
CText in EM. A baseline algorithm identifying important phrases with
high IDF scores from CTexts and then measuring the similarity between
CTexts based on these phrases does not work well since it estimates the
similarity in one dimension and neglects that these phrases belong to dif-
ferent topics. To this end, we propose a novel cooccurrence-based topic
model to identify various sub-topics from each CText, and then measure
the similarity between CTexts on the multiple sub-topic dimensions. Our
empirical study on two real-world data set shows that our method outper-
forms the state-of-the-art EM methods and Text Understanding models
by reaching a higher EM precision and recall.

Keywords: Entity Matching · Consolidated textual data · CTextEM ·
IDF score · Interaction · Sub-topic

1 Introduction

As the data explode for decades, the redundancy and inconsistency between
records become more and more serious within and across databases. Entity
Matching (EM), also known as record linkage or duplicate detection, aims at
finding out records referring to the same entity within or across relation tables.

So far, plenty of work has been done on EM according to the similarities [15]
or correlations [18] between various kinds of structured attribute values such as
c© Springer International Publishing Switzerland 2016
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Table 1. Example “House Renting Information” table with CTexts, where r1, r2, r3,
and r5 refer to the same apartment, while r4, r7 and r8 refer to another.

Residence

community

Location

(District)

Type Size Floor General supplimental description

r1 Eastern

District

Court

Canglang-

Xujiang

Residence 75 m2 3/15 1. Community Planning, unique warmth,

flowers and trees patchwork, like a

garden, world without dispute,

furniture and appliances equipped

well. 2. refined decoration, gentle

color, facing south.

r2 Eastern

District

Court

Canglang-

Xujiang

Residence 75 m2 3/15 1. Community Planning, unique warmth,

flowers and trees patchwork, furniture

and appliances equipped well. 2. fine

decoration, mild color, facing south

r3 Eastern

District

Court

Canglang-

Xujiang

Residence - 3/15 1. Community Planning, flowers and trees

patchwork, without dispute, furniture

and appliances equipped well.

2. refined decoration, color matching

gentle, facing south

r4 Oak Bay

Garden

Xiangcheng-

Yuanhe

Apartment 100 m2 25/29 1. general decoration, south facing, nice

view, good lighting, air conditioning

and water heaters and closed kitchen

equiped, 2. free of parking, free of

property charges

r5 Eastern

District

Court

Canglang-

Xujiang

Residence 75 m2 3/15 1. Unique warmth, community planning

well, flowers and trees patchwork,

furniture and appliances equipped

well. 2. fine decoration, relaxing at

ease, world without dispute, gentle

color, facing south.

r6 Eastern

District

Court

Canglang-

Xujiang

Residence 75 m2 3/15 1. Community Planning, flowers and trees

patchwork. 2. good decoration,

furniture and appliances equipped

well, color matching gentle, facing east

r7 Oak Bay

Garden

Xiangcheng-

Yuanhe

Apartment 100 m2 25/29 1. naive decoration, south facing, good

lighting, air conditioning and water

heaters and washing machines proved,

free of property charges

r8 Oak Bay

Garden

Xiangcheng-

Yuanhe

Apartment 100 m2 - 1. ordinary decoration, south, nice view,

air conditioning, water heaters,

washing machines, refrigerators, closed

kitchen and other necessities 2. free of

parking, bag check

digital, date or short string values (see [8] for a survey). However, EM based
on structured information only may easily fail for a lack of enough information
for EM.

Nowadays there are usually some long free-text descriptions about entities,
such as those second-hand goods (like cars, houses, or furniture) for selling online
(see Table 1 for example), which have limited structured information but with
a “General Supplemental Description” attribute containing some extra informa-
tion like “orientation”, “virescence”, “type of decoration” etc. Given that long
free-text description which contains various information on several sub-topics,
we call it Consolidated Textual Information (or CText for short) in this paper.
So, why do not we use the information of CTexts for better EM? However,
conventional string similarity metrics such as edit distance or bag-of-words are
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unsuitable for measuring the similarities between CTexts since there are usu-
ally hundreds or even thousands of words with each CText where much noisy
information is mixed with useful information.

There have been some efforts on using CText for EM. For instance, Ektefa
et al. [7] calculate both a string similarity score and a semantic similarity score
between CTexts. However, the string similarity is simply calculated by Jaccard
and the semantic similarity is simply defined by several general “fields” (such
as Address, City, Phone, Type) in the WordNet, which only works well on some
specific data sets. Gao et al. [9] put forward a semantic features based method,
which defines a semantic feature vector like {time, location, agentive, objective,
activity} for every CText, and then train a classifier to identify duplicate records
based on their feature vectors. However, this method is also limited in the dimen-
sions of the features they employed, and thus can not be easily applied to the
other data sets.

Essentially, our problem is also very similar to Text Understanding [5], which
focuses on understanding the information contained in unstructured text. Some
classical topic models such as LDA [2], LSA [16] and PLSA [12] could identify
topics from free texts such as the topics of news like “education”, “financial”,
“sports” or “music” etc. However, as a general description/metadata about an
entity, the topics in an CText can be seen as sub-topics of a general topic, thus
they share many topic words and there is no clear gap between these topics.
On the other hand, a sub-topic in CText can be very short (like several words),
thus we can hardly learn any sub-topic words as we could do with previous topic
models.

Given the above, we propose a novel algorithm that works on mining sub-
topics from CText, and then calculating the similarity between CTexts on all
sub-topic dimensions. Intuitively, if two phrases are always mentioned in the
same sentences, it is quite possible that there exists the association relationship
between the two phrases. Based on this intuition, we will build up a Phrase
Coocurrence Graph to denote the cooccurrence relationships among all phrases
in the CTexts. By doing proper partitioning on the graph, we expect to divide the
graph into partitions, each of which corresponds to a sub-topic of the CText. We
finally measure the similarity between two entities on all sub-topic dimensions.

A challenge here lies on how we perform the graph partitioning to let each
partition closely corresponds to a sub-topic. We first model the problem into an
optimization problem and then analyze in theory that this optimization problem
is a NP-hard one. To solve the problem, we employ a so-called Phrase Association
Degree to measure the similarity between two records on corresponding sub-
topic dimensions, and then propose a greedy algorithm that always selects the
edge with the minimum Phrase Association Degree as the point of partition.
We demonstrate with experiments that the partitions generated by this greedy
algorithm can be closely correspond to sub-topics, and the EM results based on
this algorithm reach a high precision and recall.

We summarize our contributions as follows: We work on a novel EM problem
that uses CText information for EM, and we put forward a cooccurrence-based
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Fig. 1. Workflow overview of CTextEM

sub-topic analytics model that be able to acquire information on multiple sub-
topics from the CText for more accurate EM. In addition, we also design a divide-
and-conquer workflow that uses structured information to divide all entities into
different blocks for EM such that we can greatly minimize the comparison times
between entities. Our empirical study on two real-world data set shows that our
method outperforms the state-of-the-art EM methods and Text Understanding
models by reaching a higher EM precision and recall.
Roadmap. The rest of the paper is organized as follows: We define the
CTextEM problem and give our workflow overview in Sect. 2, and then present
our algorithms on using CTexts for EM in Sect. 3. After reporting our experi-
mental study in Sect. 4, we cover the related work in Sect. 5. We finally conclude
in Sect. 6.

2 Problem Definition

Given a relational table, Entity Matching (EM) identifies all records referring to
the same entity within the table. In this paper, we consider tables with both a set
of structured attributes (some might be missing) and an unstructured attribute
with CText. Particularly, we call the EM task employing CText as CTextEM.
More formally, we define the CTextEM problem as follows.

Definition 1. Given a relational table T = {r1, r2, ..., rn} under the schema
S = {[A1, A2, ..., Am], AU}, where m,n are positive integers, ri (1 ≤ i ≤ n)
denotes a record, Aj (1 ≤ j ≤ m) denotes an attribute with structured data, and
AU denotes the attribute with CText. ∀ri,∀rj(1 ≤ i, j ≤ n, i �= j) in relation
table T , CTextEM problem aims at finds a function F(ri, rj , S) and a threshold
θ, if and only if: F(ri, rj , S) ≥ θ, they are a pair of linked instances referring to
the same entity. Otherwise, they are not matched instances.

In this paper, we employ both structured attributes and CTexts for EM. The
basic workflow can be depicted in Fig. 1: We first rely on the structured attribute
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values to group all records into different blocks, and then use the information in
CText to do further EM within or between blocks.
(1) Grouping Records into Blocks: We find a set of structured attributes As

which satisfy that: two records can not be matched if they do not have the same
attribute values under As. We put those records sharing the same As values into
one block. A special case here is the records with missing values under As. We
put those records having missing values under the same attributes in As while
sharing the same values under the other attributes in As into one block.
(2) EM within or between Blocks: For records within one block, we perform
EM between every pair of records by employing the CText. Also, we say the
records between two blocks B1 and B2 should also be compared pair-wisely, if
the two blocks share the same codes under all not-“null” attributes.

For performing EM either within block or between blocks, the key challenge
lies on how we acquire useful information from CText for the EM task. In the
next section, we will mainly focus on introducing how we mine the information
in CTexts for EM between records.

3 Using CTexts for EM

We first present a baseline algorithm based on the IDF scores of phrases, and
then put forward a cooccurrence-based sub-topic analytics model for detecting
sub-topics from CTexts.

3.1 Baseline: Iterative IDF-Based CTextEM

A baseline algorithm supposes that a set of phrases with the highest IDF scores in
a CText can approximately represent the CText. Thus, our similarity function for
calculating the similarity between two CTexts will be calculating the similarity
between the phrase sets of the two CTexts.

1. Basic Workflow. Particularly, given a CText of a record, we consider all 2-6
word-length phrases from CText as candidate phrases after removing the stop-
words. Next, we calculate IDF scores of these phrases and then select phrases to
build up the comparison vectors. After that, we calculate the similarity between
CTexts, and compare the result with a reasonable threshold. More details are
given below:

(a) Building the Comparison Vectors. We first calculate the IDF score of every
phrase. Note that the IDF score of a phrase is calculated within each block.
Then we sort these phrases based on their IDF score in an ascend way
and only use top-ranked phrases to represent a database record. Finally,
we collect all different phrases from all records into a global phrase set
P g = {w1, w2, ..., wg}, according to which we can build a boolean vector
vi = {bool(ri, w1), bool(ri, w2), ..., bool(ri, wn)} for each record ri(1 ≤ i ≤ n),
where
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bool(ri, wj) =

{
1, if wj exists in the phrase set of ri

0, otherwise.
(1)

(b) Computing the Similarity. Given the comparison vectors vi and vj for ri
and rj (1 ≤ i, j ≤ n) respectively, we compute the cosine similarity between
the two CTexts as follows:

sim(ri, rj) =
vi × vj

||vi|| · ||vj || =

∑g
p=1 bool(ri, wp)bool(rj , wp)

√∑g
p=1 bool(ri, wp)2 ·

√∑g
q=1 bool(rj , wq)2

. (2)

(c) Adjusting Blocks. Let θ to denote the predefined similarity threshold. If
sim(ri, rj) > θ and the two instances (ri, rj) used to be in the same block,
they will be merged into one record in the block. Otherwise, if sim(ri, rj) > θ
but the two instances (ri, rj) used to be in different blocks, we will move rj
from the original block to ri’s block, and merge it with ri, assuming that
rj ’s block is the block with missing values.

2. Iterative Updating IDFs. The intuition of the iterative updating is derived
from the fact that: (1) as more matching entities are found, more relevant doc-
uments can be utilized for calculating or updating the IDF scores, (2) as more
correlative CText are in the same blocks, we can find more matched entities.
Thus we will iteratively update the IDF scores of all phrases and then repeat
the above three steps, until the IDF scores become stable.

3.2 A Cooccurrence-Based Sub-Topic Analytics Model

The baseline algorithm measures the similarity between two CTexts in one
dimension only. However, as a consolidated data, there are actually informa-
tion of different sub-topics in each CText. Different from those topics such as
“sports”, “music” and “education” etc., the sub-topics can be taken as various
aspects of the same topic. For instance, in the house renting information there
are several aspects of the information on “direction”, “greening”, “property”,
“traffic” and so forth for describing the situation of an apartment.

In this subsection, we introduce a novel algorithm that works on mining
sub-topics from CText, and then calculating the similarity between CTexts
on all sub-topic dimensions. Intuitively, if two phrases are always mentioned
in same sentences, it is quite possible that there exists some association rela-
tionship between the two phrases. Based on this intuition, we will build up a
Phrase Coocurrence Graph (PC-Graph for short), and then employ the so-called
Phrase Association Degree (PAD for short) to measure the similarity between
two records on corresponding sub-topic dimensions.
1. Constructing the PC-Graph. Give a CText ct, we divide it into a set of
segments t1, t2, ..., tn according to the separators such as “,”, “.”, “?”, stopping
words etc. We then employ the Longest-Cover method [13] to segment each
segment for getting the longest terms in the given vocabulary after filtering the
stop words. Next, we add edges with weights between every pair of phrases if the
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Fig. 2. An example PC-Graph with expected three partitions

two phrases have co-occurred in the same segment, where the weight of an edge
between two phrases pi and pj can be calculated with the following formula:

freq(ct, pi, pj) = e−gapct(pi,pj) · bool(pi, pj) (3)

where gapct(pi, pj) presents the distance between pi and pj in the CText and
e−gapct(pi,pj) is to penalize the long distance between two phrases, and bool(pi, pj)
is used to reduce the influence of similar phrases in the same CText:

bool(pi, pj) =

{
1, if sim(pi, pj) ≤ θ

0, otherwise
(4)

where the function sim(·, ·) computes the string similarity (e.g., edit similarity)
between two phrases, and θ is the string similarity threshold.

Next, we count up the total frequencies of the cooccurence between the phrase
pair (pi, pj) on all the CTexts in the training set denoted by T as follows:

Freq(pi, pj) =
∑

ct∈T

freq(ct, pi, pj) (5)

according to which we can calculate the PAD value of an edge linking pi to pj
with the following formulation:

PAD(pi, pj) =
Freq(pi, pj)∑

p∈P g

Freq(pi, p)
· log

|P g|
|Adj(pj)| − 1

(6)

where Freq(pi,pj)∑

p∈Pg

Freq(pi,p)
calculates the percentage of the degree between pi and pj

among the total degree of pi, and log |P g|
|Adj(pj)|−1 is used to penalize a general

phrase that always co-occur with other phrases, Adj(pj) is a phrase set whose
elements are always occur with phrase pj , | · | gets the size of a set.
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Example 1. Part of the PC-Graph built on the house renting data set are shown
in Fig. 2. As we can see, those phrase pairs that always mentioned together will
have a high PAD such as “convenience”, “ease”, and “southwest” with “traffic”,
while some phrases pairs that only mentioned together once or twice will have
a low PAD such as “good” with “traffic”.

2. Partitioning the PC-Graph. As shown in Fig. 2, there might be some weak
association relationship (with low PAD scores) between phrase nodes, which pre-
vent us from identifying topics from the graph. Thus, we now consider to divide
the PC-Graph into graph partitions, with expecting that each of the graph par-
tition will closely correspond to a topic. Inspired by the work/model in [10], our
problem is translated into the following optimization problem: (1) maximizing
the sum of PAD scores within each graph partition; while (2) reducing the PAD
scores across graph partitions. More formally, our problem is to maximize the
following formular:

Maximize
∑

p1∈P g,p2∈P g,p1 �=p2

PAD(p1, p2)
dis(p1) + dis(p2) + α

(7)

where

{
dis(p1) = Maxp∈Adj(p1)PAD(p1, p) − Minp∈Adj(p1)PAD(p1, p)
dis(p2) = Maxp∈Adj(p2)PAD(p2, p) − Minp∈Adj(p2)PAD(p2, p)

(8)

where α is equilibrium factor to prevent the denominator being zero.

Theorem 1. Finding the optimal solution for Objective 7 is a NP-hard.

Proof. We prove that the optimal solution is NP-hard even if the number of
micro-topics is given. We then prove it by reduction from the balanced max-
skip partitioning problem [20]. Given a set V of binary vectors, where |V | is a
multiple of p, find a partitioning P over V such that the following total cost
C(P) is maximized:

C(P) =
∑

pi∈P
C(Pi) (9)

where C(Pi) = |Pi| is the cost of a graph partition Pi. In our case, we denote
the cost of a graph partition Pi as

C(Pi) =
∑

p1∈P g,p2∈P g,p1 �=p2

PAD(p1, p2)
dis(p1) + dis(p2) + α

=
∑

p1∈P g,p2∈P g,p1 �=p2

1 − Δ(Pi)

(10)

where Δ(Pi) is similar to v̄(Pi)j in the blanced maxskip partitioning problem.
Thus, the Objective 7 is equivalent to maximizing the total cost of P, i.e. finding
the optimal solution for Objective 7 is NP-hard. Hence, Theorem 1 is proved. ��

As described in Theorem 1, it is hard to solve this non-linear optimization
problem. In the following, we employ a greedy algorithm to solve the problem.
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Intuitively, we always greedily select the edge with the minimum PAD as the
place to perform the partition.

We define a so-called cohesion score(CScore for short) of every graph partition
Gpar, which can be calculated with the following equation:

CScore(Gpar) =

∑

(p1,p2)∈P Gpar

PAD(p1, p2)

max
(p1,p2)∈P Gpar

PAD(p1, p2) − min
(p1,p2)∈P Gpar

PAD(p1, p2) + α
(11)

where α is equilibrium factor to prevent the denominator being zero, and PGpar

denotes the set of phrases in the partition Gpar. Assume that the graph parti-
tion Gpar will be divided into two sub-graph partition Gpar1 and Gpar2 at the
edge with the minimum PAD. If this partition operation satisfies the following
conditions Eq. 12, we will carry out the partition operation.

⎧
⎪⎪⎨

⎪⎪⎩

CScore(Gpar) ≤ CScore(Gpar1) + CScore(Gpar2)
|CScore(Gpar1) − CScore(Gpar2)| ≤ min

(p1,p2)∈PGpar

PAD(p1, p2)

|Gpar1| > 1, |Gpar2| > 1

(12)

For each graph partition, we iteratively select an edge with the minimum PAD
to divide the partition until no more edges satisfy the condition listed in Eq. 12.

3. Acquiring Sub-Topics and Weights. We now acquire sub-topics from the
graph partitions. For every graph partition, we calculate an average PAD score
for every node in the partition, and then select the one with the highest average
PAD score as the sub-topic phrase. Then we take all the other phrases that
cooccur with the sub-topic phrase as the sub-topic values.

Assume we get K sub-topics denoted in a vector < subT1, subT2, ..., subTK >
from the PC-Graph, where each subTi (1 ≤ i ≤ K) denotes a sub-topic. For
every dimension, we employ domain knowledge to set the weight of different
sub-topics for matching, whose identification degree is in the form of a weight
vector < w1, w2, ..., wK >. Initially, we set wk = 1(1 ≤ k ≤ K), but the weights
will be updated iteratively as the entity matching results changing. According
to the entity matching result after an iteration, we update the weight wi as
described in Eq. 13. We iteratively update the weight vector until it becomes
stable.

wk =
PossubT (k)

PossubT (k) + NegsubT (k)
(13)

where PossubT (k) is the number of all entity pairs (ri, rj) satisfying that: if
ri[k] = rj [k], the entity pair (ri, rj) is linked in the current iteration, while
NegsubT (k) is the number of all entity pairs (ri, rj) satisfying that: if ri[k] =
rj [k], the entity pair (ri, rj) is not linked in the current iteration.

4. Matching Entities on Sub-Topics. Initially, we identify the sub-topic for
every CText segment of every record. We then calculate the similarity between



126 Q. Yang et al.

every record pair in one block (ri, rj) with the adjusted cosine similarity func-
tion [19] as follows:

Sim(ri, rj) =
∑K

k=1 w2
k · sim(ri[k], rj [k])

∑K
k=1[wk · sim(ri[k], rj [k])]2

(14)

Table 2. The house renting information and the used-car information

City Website

Beijing Chengdu Suzhou Shenzhen Tianjin Ganji Home of used-car

Attribute number 22 22 22 22 22 12 12

Record number 5.6 k 8.6 k 10.8 k 17.1 k 13.5 k 5.6 k 5.2 k

However, it may happens that there is no obvious sub-topic phrase in a CText
segment, which lead us fail to directly identify the sub-topic of the segment. In
this case, we employ a probabilistic model to deduce the probability of which
topic it belongs to. Let P (t) to denote the set of phrases identified in the segment
t, we use the following Eq. 15 to calculate the probability that t belongs to a sub-
topic subT according to the law of total probability.

Pr(subT |P (t)) =
∑

p∈P (t)

Pr(p|subT ) · Pr(subT )
∑

subT Pr(p|subT ) · Pr(subT )
(15)

where subT is a sub-topic, and Pr(p|subT ) is the probability occurring the phrase
p on the condition of topic subT , which can be calculated by our prior knowledge.

After calculating the probability that t belongs to every different sub-topics,
we treat the sub-topic with the maximum probability as the sub-topic of the
segment, and then still use Eq. 14 to calculate the similarity between two records.

4 Experiments

In this section, we report our experimental study results on two real-world data
sets collected from the Web.

– House. This database contains the house renting information collected from
three house renting information websites, Ganji, Anjuke, 58tongcheng of five
large-medium cities of China: Beijing, Shenzheng, Tianjing, Chendu, Suzhou.
The property of the database is given in Table 2.

– Car. This database contains second-hand car for selling crawled from Ganji
website and “The home of used-car” website, which contains the information
of second-cars including structured data and CText information. The property
of this data set is also given in Table 2.
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We basically use three metrics to evaluate the effectiveness of the methods:
Precision: the percentage of correctly linked instance pairs among all linked
instance pairs, Recall: the percentage of correctly linked instance pairs among
all instance pairs that should be linked, and F1, Score: a combination of pre-
cision and recall, which is calculated by F1 = 2∗precision∗recall

precision+recall . We use the time
cost of an algorithm for evaluating the efficiency of a method.
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Fig. 3. Comparing with previous methods on F1

4.1 Comparison with Previous Methods

In this section, we compare the effectiveness of our two CTextEM algorithm,
i.e., Baseline and Sub-topic methods, with several state-of-the-art EM methods
and also CText-based EM methods by using other classical topic-models.

– The Key-Based EM method integrates many state-of-the-art techniques based
on key values for reducing the comparison cost, such as Q-gram [1] and
Inverted indices [4].

– The Blocking-Based EM method [3] selects some attributes with high identi-
fication to create hash buckets for matching entities. The entities in the same
buckets are likely to be the same, while the entities with different hash codes
can not be the same.

– The PRTree-based EM method [23] builds up a probabilistic rule-based deci-
sion tree based on all attributes such that they can perform efficient and
effective EM with both key and non-key attributes.

– The LDA-based EM method relies on the LDA topic model [2] to mine the
hidden variables named topics from CTexts to build up topic vectors for cal-
culating the similarities.

– The GLC-based EM method relies on the GLC topic model [21] to understand
the information in CTexts and then builds up topic vectors for calculating the
similarities.
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Table 3. Comparing with previous methods on precision and recall on house

Methods Beijing Chengdu Suzhou Shenzhen Tianjin

Precision Recall Precision Recall Precision Recall Precision Recall Precision Recall

Key 0.6994 0.4512 0.7116 0.4212 0.7254 0.3998 0.7059 0.4105 0.7142 0.4093

PRTree 0.7504 0.7125 0.7542 0.7239 0.7556 0.7582 0.7694 0.7081 0.7562 0.7472

Blocking 0.7452 0.7028 0.7645 0.7332 0.7583 0.7425 0.7467 0.7259 0.7556 0.7293

LDA 0.8472 0.8066 0.8616 0.8253 0.8438 0.8241 0.8527 0.8320 0.8455 0.8302

GLC 0.8801 0.8625 0.8964 0.8693 0.9045 0.8632 0.9366 0.8590 0.8847 0.8526

Baseline 0.8966 0.8437 0.9059 0.8498 0.8891 0.8524 0.9105 0.8447 0.8725 0.8639

Sub-topic 0.9688 0.8974 0.9472 0.8836 0.9802 0.9163 0.9650 0.8892 0.9823 0.9089

As shown in Fig. 3(a), relying on key attributes only, the Key-Based EM has
the lowest F1 scores. The effect of Blocking-Based EM is discounted greatly due
to the missing values of the structured data, which leads to the occurrences of
the false-positive. The PRTree EM works better than the Key-Based EM method
but worse than the Baseline, since PRTree uses non-key structured attributes but
does not use CText. Our Baseline algorithm extracts information from CText
combining with structured data to do EM thus reaches a higher F1 score. The
accuracy of LDA-based EM is lower than Baseline, because it is not good at
learning sub-topics from CTexts. The Baseline EM and GLC-based EM are neck
and neck, but they are both worse than our Sub-Topic method since our sub-
topic method uses the CText information in an advanced way.

For more comprehensive comparison, we compare the Precision and Recall of
these methods on the house data set. As listed in Table 3, the sub-topic EM also
reaches the highest precision and recall among all methods, while GLC-based
EM reaches the second highest precision and recall. The effect of the Baseline
method is similar to the GLC-based EM, but the LDA-based EM is the worst
of the four methods using CTexts.

4.2 Evaluating the Results Extracted from CTexts

We compare the key information extracted from CText with different topic mod-
els and our methods. As shown in Table 4, our sub-topic model can acquire
more accuracy information than others with the aid of the sub-topic vectors
we generated. However, the LDA model only gets some information roughly as
shown in the table which is not accurate enough for EM. As can be observed
in the table, some important phrases such as “Community Planning” is divided
into two phrases. The GLC model either can not get sub-topics and sub-topic
phrases well. For example, the phrases “floor” and “twenty” are mixed together.
The results of Baseline EM are similar to GLC-based EM. To summarize, the
sub-topic model is more suitable than the other models for understanding the
information of CTexts.

We also list the weights of different sub-topics on the house data set in Table 5.
As can be observed, the sub-topic “floor” has a higher weight than the others
since it can better decide the matching results on the data set. It is consistent
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Table 4. Comparing with previous methods on the extracted information

Methods Example

1. Community Planning well,
unique warmth, flowers and
trees patchwork, like a garden,
furniture and appliances
equipped well, refined
decoration, facing south right,
twenty floor

1. south facing, good lighting, two
air conditioning, water heaters
and washing machines equipped,
free of property charges

LDA Community, Planning, warmth,
flowers, trees, garden, furniture,
appliances, decoration, south,
floor

south, facing, lighting, air,
conditioning, water, heaters,
washing, machines, property,
charges

GLC Community Planning, warmth,
flowers and trees, garden,
furniture and appliances,
refined, decoration, south,
twenty, floor

south, lighting, two, air
conditioning, water heaters,
washing machines, free,
property charges

Baseline Community Planning, well,
warmth, flowers and trees,
garden, furniture and
appliances, refined, decoration,
south, facing, floor

facing, south, lighting, air
conditioning, water heaters and
washing machines, property
charges

Sub-topic Community Planning, warmth,
flowers, trees, furniture,
appliances, decoration,
well-groomed, facing, floor

facing, lighting, air conditioning,
water heaters, washing
machines, property charges

with our exception that the micro-topic with a higher identification degree owns
a larger weight than the others.

4.3 Scalability Evaluation

We compare the F1 score and the time cost of the Baseline and sub-topic based
EM methods with previous topic models like LDA and GLC. As illustrated in
Fig. 4(a), as the records number increasing from 100 to 10000, the F1 Score of
the sub-topic based EM method is very stable and is always higher than the
other methods. In Fig. 4(b), we can see that the time cost of sub-topic EM is
also always less than the Baseline and the other topic models.

5 Related Work

So far, plenty of work has been done on EM based on the string similarities [15],
correlations [18], or semantic similarity [6] between various kinds of structured
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Table 5. An example of weights for different sub-topics on house data

CText 1. Community Planning well, unique warmth, flowers and trees patchwork, like a garden,

furniture and appliances equipped well. 2. Hardcover house, well-groomed room very much,

matching color, facing south right, twenty floor.

Phrases Community

planning

warmth flowers and trees

patchwork

furniture and

appliances

decoration color facing floor ...

Weight 0.56 0.31 0.43 0.75 0.69 0.44 0.85 0.89 ...
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Fig. 4. Scalability: F1 scores and time cost comparison with several topic models.

attribute values of the records such as digital values, date values or short string
values in EM (see [8] for a survey). However, EM based on structured information
only may easily fail when the structured information is not enough to identify
the matching relationships between records.

As a complementary to structured information, we often have some unstruc-
tured textual information with each record, which we call as CText for short.
Since there can be dozens of sentences (or thousands of words) with each CText,
the conventional string similarity metrics can not be applied directly. To utilize
the information in CText for EM, the key is to identify useful information from
noises, a big challenge is how to identify the key information [22]. Recently, some
work has been done for unstructured information. A model based on unstruc-
tured text are present in [11], which arrives at a good precision and recall demon-
strated with DBWorld posts. However, it needs the support of a special ontology
largely. What is more, Ektefa et al. [7] considers a combination of string similar-
ity and semantic similarity between two records, but the measure is not robust
since the semantic similarity is simply defined by several general “fields” (such
as Address, City, Phone, Type) in the WordNet, which only works well on some
specific data sets.

There are also some researches on Text Understanding. Zhang et al. [24] apply
deep learning to text understanding from character level inputs all the way up to
abstract text concepts, using temporal convolutional networks. They are devoted
to learning about the main idea of CText rather than considering the relationship
among phrases from CText. Besides, there are some topic models algorithms
to discover the main themes for text information in the filed of NLP, such as
LDA [2], LSA [16] and PLSA [12]. They can get the hidden variables named
topic words from text. However, these methods will fail without the obvious
topic of text to get the useful information from CText. And some literatures
about sub-topic mining have been proposed. Kim et al. [14] propose a method
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using the co-occurrence of words based on the dependency structure, and anchor
texts from web documents to mine sub-topics. But the result of this method is
limited by the quality of query and must be supported by external resources.
Maowen et al. [17] combine LDA and co-occurrence theory to determine text
topics. However, it need to be interpreted by experts to learn about the topics
distribution of texts.

6 Conclusions and Future Work

We work on employing CText in EM, i.e., the CTextEM problem, in this paper.
To solve the problem, we propose a novel cooccurrence-based topic model to iden-
tify various sub-topics from each CText, and then measure the similarity between
CTexts on the multiple sub-topic dimensions. Extensive experimental results
based on several data collections demonstrate that our proposed Cooccurrence-
based Sub-Topic Analytics model can effectively identify sub-topics from CTexts
and thus help improve the accuracy of EM on average 10 % of the Iterative
IDF-based CTextEM algorithm. As a future work, we would like to extend our
work by involving Crowdsouring to help improve the precision and recall of EM.
Besides, we would also consider online CTextEM.
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Abstract. Entity matching is the problem of identifying which enti-
ties in a data source refer to the same real-world entity in the others.
Identifying entities across heterogeneous data sources is paramount to
entity profiling, product recommendation, etc. The matching process is
not only overwhelmingly expensive for large data sources since it involves
all tuples from two or more data sources, but also need to handle hetero-
geneous entity attributes. In this paper, we design an unsupervised app-
roach, called EMAN, to match entities across two or more heterogeneous
data sources. The algorithm utilizes the locality sensitive hashing schema
to reduce the candidate tuples and speed up the matching process. To
handle the heterogeneous entity attributes, we employ the exponential
family to model the similarities between the different attributes. EMAN
is highly accurate and efficient even without any ground-truth tuples.
We illustrate the performance of EMAN on re-identifying entities from
the same data source, as well as matching entities across three real data
sources. Our experimental results manifest that our proposed approach
outperforms the comparable baseline.

Keywords: Entity matching · Exponential family · Locality sensitive
hashing

1 Introduction

Entity matching is the problem of identifying which entities in a data source link
to the same entities in the other data sources. It is a well known and paramount
problem that arises in many research fields, including data cleaning and integra-
tion, information retrieval and machine learning. There are many applications
which can benefit from the entity matching task. In the first place, users in a
social network may be the same individuals in the other platforms, but each
user profile and user behavior may be slightly different, e.g., containing differ-
ent abbreviations, and missing some information. We can improve the product
recommendations after determining the more complete user behaviors. There is
one more point, we should touch on that two websites of second-hand housing
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 133–146, 2016.
DOI: 10.1007/978-3-319-32025-0 9
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may share many house information. After we derive the matched entities across
the different websites, we can insight into the more complete house information.
Therefore, we have studied the problem of matching entities across two or more
heterogeneous data sources in this paper.

However, the entity matching is often a challenging task due to following
reasons: (1) it is extremely expensive for the large data sets since the process
considers all the tuples as candidates; (2) the process is arduous to compare
many heterogeneous attributes for tuple of entities from different data sources;
(3) there may be some missing attributes for an entity in some Web applications.

In this paper, we provide an approach, called EMAN, to match entities across
two or more heterogeneous data sources. We formulate entity matching task as an
unsupervised learning problem. Our proposed approach can result in promising
accuracy without ground-truth which are usually arduous and costly to collect
in Web applications. For the provided approach, we would like to address the
three challenges highlighted earlier. It utilizes the exponential family to combine
heterogeneous entity attributes, handle missing data in the unsupervised frame-
work, employ locality sensitive hashing (LSH) to speed up the computation. In
summary, our major contributions are as follow.

– We propose an unsupervised method to match entities across two or more
heterogeneous data sources. The approach is a unified one which integrates
the heterogeneous entity attributes, and employs the distributions from the
exponential family to model the similarities of different attributes.

– We employ the locality sensitive hashing (LSH) to block entities. With LSH,
EMAN can perform very efficiently but still maintain the promising matching
results.

– We illustrate the performance of our algorithm against a comparable base-
line on three real data sources. Empirical study results manifest that EMAN
outperforms baseline in matching entities across two or more data sources.

The rest of paper is organized as follows. We shortly discuss the related
work in Sect. 2. We formally define the problem and describe the overview of
our algorithm in Sect. 3. We present the entity matching method in Sect. 4 and
report our empirical study in Sect. 5. Finally, we conclude this paper in Sect. 6.

2 Related Work

Entity matching aims at detecting several entities which describe the same
entity from given datasets. The study of entity matching problem has become
a hot topic in recent years, and some earlier studies can go back to 1950s [1].
However, entity matching is also a wide research problem studied in multiple
research communities. In the traditional database community, the problem is
described as data matching [2], data deduplication [3], instance identification [4],
Merge/Purge [5] and record linkage [6]; In the information retrieval community,
the same problem is described as entity resolution [7–11]. The object linkage,
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object identification [12], and duplicate detection [13–15] are also commonly
referred to the same task.

In general, the existing studies of entity matching can be mainly divided
into two categories: classification-based and rule-based [17]. For classification-
based approaches, they assign labels to a pair after learning the patterns from
the training data. Mikhail and Raymond train a classifier by SVM with high
accuracy [18]. Dong [19] implements the entity matching algorithm with three
crucial features among records based on machine learning technique. The algo-
rithm improves the accuracy of entity matching by merging the attribute values
to enrich record information gradually. However, it is not easy to find the exact
matched pairs for learning a classifier.

For rule-based approaches, they are deterministic linkage approach [20,21]
and judge whether a record pair is matched or not based on rules. Jiannan
Wang trains to obtain the most appropriate set of rules on the premise of given
rules which is difficult to obtain [17]. Moreover, if the given rules are not suffi-
cient, the deviation of classification results is large and the classification result
may not be acceptable. Whang [9] proposed an entity resolution method with
evolving rules based on relationship between dynamic semantics and resolution
rules to solve the problem of interaction among results. Whang [7] indicates the
entity resolution is not an one-time process but incremental process changing
constantly. Wang et al. first proposes how similar is similar problem in entity
matching, and they address the rule-based method to identify the most appro-
priate similarity functions and thresholds to find entities effectively [17]. Rastogi
et al. focus on the scale generic entity matching problem which is implemented
with a parallel framework on Hadoop [22]. Lee et al. also attempt to address the
scalability problem of entity matching [23]. In that work, they exploit a material-
ization structure inspired by top-k query processing and develop a scalable entity
matching algorithm for evolving rules. However, the rules for linking entities are
arduous to learn from data sets.

Fellegi-Sunter’s approach is also a rule-based method, and solves the record
linkage problem via using an unsupervised and probabilistic linkage app-
roach [16,24]. It works well only when the linkage problem is simple and exact
one-to-one matching of username and other user attributes. Sadinle et al. extend
Fellegi-Sunter’s model to present a probabilistic method for linking multiple data
files [25]. Currently, many recent applications generate many data associated
with poor quality, including heterogeneous in attributes, error, incomplete and
missing values, etc. However, existing entity matching approaches cannot inte-
grate heterogeneous entity attributes and handle missing values. Gao et al. also
extend Fellegi-Sunter’s approach to link users across different social networks.
Their approach can handle heterogeneous user attributes and missing values in
user profiles [26]. In addition, Fellegi-Sunter’s approach can only link records
from two data sources. For linking more than two data sources, the false pos-
itive tuples may be large if we link them pair-to-pair by using Fellegi-Sunter’s
approach. These are the focuses of this work.
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3 Entity Matching Approach

In this section, before we overview our proposed approach, we describe a formal
definition of the entity matching problem.

3.1 The Problem Definition

We assume that there are N data sources (N > 1). Let Ei, 1 ≤ i ≤ N , be the
set of entities from the i−th source and αi(eij) represent the observed features
of eij ∈ Ei, i.e., αi(eij) represents the observed feature vector of eij from source
Ei. Let αi(Ei) be the set of attribute feature vectors of entities from source Ei.
The set of all candidates tuples T can be represented as

∏k
i=1 αi(Ei). The entity

matching problem is to determine the matched tuples M and unmatched tuples
U in T , i.e.,

M = {(α1(e1j1), . . . , αN (eNjN
))|e1j1 = . . . = eNjN

, eiji
∈ Ei}, (1)

U = {(α1(e1j1), . . . , αN (eNjN
))|∃N1, N2, eN1jN1

�= eN2jN2
, eiji

∈ Ei}. (2)

When (α1(e1j1), α2(e2j2), . . . , αN (eNjN
)) ∈ M means that entities eiji

,
1 ≤ i ≤ N , are the same, while (α1(e1j1), α2(e2j2), . . . , αN (eNjN

)) ∈ U means
that at least an entity eiji

is different from the others. Suppose that each
entity can at most match an entity from Ei, M can therefore have at most
min(|E1|, |E2|, · · · , |EN |) matched entity tuples. We may ideally want T = M∪U
but T is usually an extremely large set in real. We therefore consider a smaller
T that includes M utilizing some blocking techniques.

3.2 Overview of EMAN

Our proposed entity matching approach consists of four components as following.

Step 1: Candidate tuple generation. The major computational cost is sig-
nificantly impacted by generating candidate tuples. Blocking methods, such
as n-gram indexing and sorted neighborhood, may be the feasible techniques
to reduce the number of candidate tuples [27]. However, the number of candi-
date tuples with N sources of n entities containing in b blocks is O( nN

bN−1 ). The
efficiency and accuracy are significantly impacted by the number of blocks.
We therefore utilize the LSH (Locality Sensitive Hashing) schema to speed
up the candidate tuple generation since the number of blocks can be arbi-
trary large (Based on n-gram model, entities can be blocked by utilizing LSH
when some string attributes, such as name, address etc., can be represented
as a binary vector after shingling).

Step 2: Entity vectorization and similarity computations. We determine
a similarity function sj to evaluate the similarity between the j−th feature
of two entities from a candidate tuple. For tuple

ti = (α1(e1i1), α2(e2i2), · · · , αN (eNiN
)),
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we can compute a similarity vector for m attributes of any two entities of
tuple ti using similarity functions {sj}m

j=1. There are
(
N
2

)
similarity vectors

between different entity pairs. We take the minimum value of each entry
over

(
N
2

)
similarity vectors to model the similarity of tuple ti, denoted as a

m-dimensional vector γi. An entity may have multiple attributes. Some of
them are individual demographic attributes, e.g., name, location, date, URL
and etc. These can be of different data types (e.g., numeric, text, string,
categorical, etc.). These attributes can be represented in set and distribution
types. Our proposed approach models the similarities between entities to
accommodate heterogeneous features using different probability distributions
in exponential family.

Step 3: Parameter learning. Given each similarity vector γi, EMAN mod-
els the similarity values of tuples using two different probability distribu-
tion functions, one for matched tuples and another for unmatched ones. The
parameter learning step is to infer parameters of the two distributions. More
details will be covered in Sect. 4.

Step 4: Tuple scoring and label assignment. For a tuple ti ∈ T , its score
can be computed by log P (ti∈M |γi,Θ̂)

P (ti∈U |γi,Θ̂)
(for ease of computation). Tuple ti is

more likely to be matched tuple if its score is greater than 0, and otherwise
unmatched tuple. Given a threshold, the matched scores of entity tuples are
used to judge if they belong to the matched or unmatched tuple sets, i.e., M
or U. A tuple is judged as matched tuple if its matched score is larger than
the threshold, and otherwise unmatched tuple.

Unlike the earlier Fellegi-Sunter’s method, EMAN considers both discrete and
continuous similarities as a wider range of probability distributions from the
exponential family to model the similarity values of matched and unmatched
entity tuples (in Step 1). This is an important extension to handle the heteroge-
nous attribute types, including string, numeric, set, distribution, etc., these exist
in the entity matching task.

3.3 EMAN Algorithm

We now present the full EMAN algorithm in Algorithm1. In this algorithm,
PM maintains the set of matched entity tuples. At Lines 2–4, the algorithm
employs LSH to block entities from N data sources. At Lines 5–9, it generates
all the candidate tuples. A candidate tuple consists of N entities from N data
sources, where all entities in a tuple are from the same bucket. In this step,
it also computes the similarity vector. At Lines 10–13, it infers the parameters
by utilizing the EM-algorithm. Finally, from Lines 14 to 17, it judges whether a
tuple belongs to the matched or unmatched one based on the computed matching
scores at Line 15.



138 C. Kong et al.

Algorithm 1. EMAN: Entity matching algorithm
Input: N data sources Ei;
Output: Matched Entities(PM);
1: T ← ∅; j ← 0;

//step 1: Candidate tuple generation
2: for i = 1, · · · , N do
3: employ LSH to block entities from the i−th source;
4: end for

//step 2: Entity vectorization and similarity computation
5: for each bucket in the LSH do
6: generate ti = (α1(e1i1), α2(e2i2), · · · , αN (eNiN ));
7: compute the minimum similarity vector γi between entity pairs of ti;
8: T ← T∪ candidate tuples from the bucket;
9: end for

//step 3: Parameter Learning
10: while parameter set Θ has not converged do
11: E-Step; //handle missing data;
12: M-Step; //estimate parameters by maximizing the log-likelihood;
13: end while

//step 4: Tuple scoring and label assignment
14: for ti ∈ T do

15: wi ← log P (ti∈M|γi,Θ̂)

P (ti∈U|γi,Θ̂)
;

16: according to the score of ti, keep PM to the top-K candidate entities with
the largest scores;

17: end for
18: return PM

4 Parameters Inference and Prediction

We employ a generative model to solve the problem defined in previous section.
Given the similarity vectors of all candidate tuples, EMAN learns the para-
meters of similarity distributions for matched and unmatched tuples based on
exponential family distributions. In terms of these learned parameters of simi-
larity distributions, EMAN infers whether candidate tuple ti ∈ T is matched or
unmatched by estimating probabilities P (ti ∈ M |γi, Θ) and P (ti ∈ U |γi, Θ).

4.1 Likelihood

Assume that P (ti ∈ M |Θ) = p, i.e., P (ti ∈ U |Θ) = 1−p. Employing Bayes’ rule
to P (ti ∈ M |γi, Θ), we can obtain:

P (ti ∈ M |γi, Θ) =
p × P (γi|ti ∈ M,Θ)

P (γi|Θ)
(3)

P (γi|Θ) = p × P (γi|ti ∈ M,Θ) + (1 − p) × P (γi|ti ∈ U,Θ) (4)

Please note that we do not know the label of a candidate tuple ti. To represent
the joint probability of the observed data, we define a latent variable li for



Entity Matching Across Multiple Heterogeneous Data Sources 139

candidate tuple ti. Its value is 1 if tuple ti is a matched tuple, and otherwise 0.
And, we defined ci = (li, γi) as the complete data vector for T . The probability
of observation cj under parameter Θ can be defined as:

P (ci|Θ) = [P (γi, ti ∈ M |Θ)]li [P (γi, ti ∈ U |Θ)](1−li)

= [p × P (γi|ti ∈ M,Θ)]li [(1 − p) × P (γi|ti ∈ U,Θ)](1−li)
(5)

Let Li = (li, 1 − li) and thus we obtain the log-likelihood for sample
X = {ci : i = 1, 2, · · · , |T |} as:

L(Θ|X) =
|T |∑

i=1

Li[logP (γi|ti ∈ M,Θ), logP (γi|ti ∈ U,Θ)]
′

+
|T |∑

i=1

Li[logp, log(1 − p)]
′
.

(6)

4.2 Exponential Family

As mentioned above, most of the probability distributions can be represented
by exponential family which is a convenient and widely used family of distrib-
utions. Distributions in the exponential family appeal to the machine learning
community as some good properties of MLE which is a function of the sufficient
statistic and the best unbiased estimator, etc. [22].

In probability and statistics, an exponential family is a set of probability dis-
tributions and represented by an exponential form which is chosen for mathemat-
ical convenience [23]. In other word, an exponential family is a set of probability
distributions whose PDF and PMF can be expressed in the form as follows:

f(x; θ) = h(x) exp
(
θ

′
S(x) − z(θ)

)
(7)

where θ (may be a vector) is the natural parameter of a distribution. S(x) is
a sufficient statistic. Generally, S(x) = x. So when the parameter z, h, S are
fixed, we will define an exponential family with parameter θ. The exponential
family contains as special cases most of the standard discrete and continuous
distributions that we use for practical modelling, such as Bernoulli, Multinomial,
Poisson, Gamma, Dirichlet, etc.

One of our task is to calculate probabilities P (ti ∈ M |γi, Θ) and P (ti ∈
U |γi, Θ). In Eq. 6, we know that the critical step is to calculate P (γi|ti ∈ M,Θ)
and P (γi|ti ∈ U,Θ). So we estimate P (γi|ti ∈ M,Θ) and P (γi|ti ∈ U,Θ) and
assume that γi is drawn from a distribution of exponential family, and use the
simplifying assumption that the entries of vector γi are conditional independent
with respect to the state of indicator Li such as:

P (γj
i |ti ∈ M,Θ) ∼ f1,j(γ

j
i ; θ1,j), for j = 1, · · · ,m

P (γj
i |ti ∈ U,Θ) ∼ f0,j(γ

j
i ; θ0,j), for j = 1, · · · ,m

(8)



140 C. Kong et al.

where f·,j(·; ·) is the PDF or PMF from the exponential family in Eq. 7.
Next, the log-likelihood in Eq. 6 can be replaced with:

L(Θ|X) ∝
|T |∑

i=1

Li[

m∑

j=1

θ
′
1,jS1,j(γ

j
i ),

m∑

j=1

θ
′
0,jS0,j(γ

j
i )]

′

−
|T |∑

i=1

Li[
m∑

j=1

z1,j(θ1,j),
m∑

j=1

z0,j(θ0,j)]
′
+

|T |∑

i=1

Li[log p, log (1 − p)]
′
.

(9)

4.3 Maximum Likelihood Estimator

Since Li is a latent vector in Eq. 9, so we estimate the parameter Θ =
{p, θ1,j , θ0,j , for j = 1, · · · ,m} with maximum likelihood estimation using EM
algorithm. The EM algorithm begins with initial estimator of unknown para-
meter Θ and repeat iterative calculation of the expectation(E) and maximiza-
tion(M) steps until the convergence.

E-step. The objective in E-step is to calculate the conditional expectation of
latent variables and estimate the missing data with observed data. Given γi and
Θ(k−1) in the k-th iteration, the conditional distribution of li is li|γi, Θ

(k−1) ∼
B(1, p

(k)
i ) with

p
(k)
i = P (li = 1|γi, Θ

(k−1)) (10)

Then p
(k)
i will be represented with Eq. 11 as:

p
(k)
i = P (li = 1|γi, Θ

(k−1)) =
P (ti ∈ M,γi|Θ(k−1))

P (γi|Θ(k−1))

=
p(k−1) · ∏m

j=1 f1,j(·; ·)
p(k−1) · ∏m

j=1 f1,j(·; ·) + (1 − p(k−1)) · ∏m
j=1 f0,j(·; ·)

(11)

By substituting p
(k)
i for li, we obtain the expectation function.

M-step. In M-step, we maximize the likelihood after E-step. When we estimate
the values of l

(k)
i = p

(k)
i in E-step, we take derivatives of the log-likelihood to

parameters p, θ1,j , and θ0,j as follows:

∂L(Θ|X)
∂p

=
|T |∑

i=1

(
l
(k)
i

p
− 1 − l

(k)
i

1 − p
) (12)

∂L(Θ|X)
∂θ1,j

=
|T |∑

i=1

l
(k)
i (S1,j(γ

j
i ) − ∂z1,j(θ1,j)

∂θ1,j
) (13)

∂L(Θ|X)
∂θ0,j

=
|T |∑

i=1

(1 − l
(k)
i )(S0,i(γ

j
i ) − ∂z0,j(θ0,j)

∂θ0,j
) (14)
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Table 1. The MLEs of parameters for both matched and unmatched groups

Distribution MLE

Matched group Unmatched group

Bernoulli p
(k)
1,i =

∑|T |
j=1 l

(k)
j γ

j
i

∑|T |
j=1 l

(k)
j

p
(k)
0,i =

∑|T |
j=1(1−l

(k)
j )γ

j
i

∑|T |
j=1(1−l

(k)
j )

Multinomial p
(k)
1,i =

∑|T |
j=1 l

(k)
j I

γ
j
i
=h

∑|T |
j=1 l

(k)
j

p
(k)
0,i =

∑|T |
j=1(1−l

(k)
j )I

γ
j
i
=h

∑|T |
j=1(1−l

(k)
j )

Gaussian μ
(k)
1,i =

∑|T |
j=1 l

(k)
j γj

∑|T |
j=1 l

(k)
j

μ
(k)
0,i =

∑|T |
j=1(1−l

(k)
j )γj

∑|T |
j=1(1−l

(k)
j )

(σ
(k)
1,i )2 =

∑|T |
j=1 l

(k)
j (γj−μ

(k)
1,i )

2

∑|T |
j=1 l

(k)
j

(σ
(k)
0,i )2 =

∑|T |
j=1(1−l

(k)
j )(γj−μ

(k)
1,i )

2

∑|T |
j=1(1−l

(k)
j )

Exponential λ
(k)
1,i =

∑|T |
j=1 l

(k)
j

∑|T |
j=1 l

(k)
j γ

j
i

λ
(k)
0,i =

∑|T |
j=1(1−l

(k)
j )

∑|T |
j=1(1−l

(k)
j )γ

j
i

By calculating, we can infer ∂z·,j(θ·,j)
∂θ·,j

= Eθ·,j (S·,j(γj))2 where · can be 1
or 0 and obtain the MLEs of parameters as shown in Table 1. Due to the page
limitation, we omit the proofs and computations.

While the distributions of all similarity values were assigned, we can estimate
the parameter in the M-step of the k-th iteration. The probability p can be

estimated as p(k) =
∑|T |

i=1 l
(k)
i

|T | .

4.4 Missing Data

As a result of presence of missing data, we denote the sample X as (Xo,Xm),
where Xo represents the observed data and Xm represents the missing data. Let
Θ(0) be the initial value for parameter. The E-step of EM algorithm computes
Q(Θ;Θ(k−1)) = E(L(Θ|X)|Xo, Θ

(k−1)) during k-iteration. Due to the missing
data, S1,i(γ

j
i ) and S0,i(γ

j
i ) in Eq. 9 are missing. So Q(Θ;Θ(k−1)) can be calcu-

lated by E(S1,j(γ
j
i )|Θ(k−1)) and E(S0,j(γ

j
i )|Θ(k−1)) for S1,j(γ

j
i ) and S0,j(γ

j
i ) in

Eqs. 13 and 14 respectively.

4.5 Matching Score Computation

Once parameters Θ are estimated, EMAN determines whether candidate tuple
ti belongs to matched or unmatched one by computing its matching score. To
speed up the computation of matching scores for exponential family, we define
the match score function as:

Wi = log(
P (ti∈M |γi, Θ̂)
P (ti∈U |γi, Θ̂)

) ∝
m∑

j=1

wj
i (15)

where

wj
i = (Θ

′
1,jS1,j(γ

j
i ) − z1,j(Θ1,j)) − (Θ

′
0,jS0,j(γ

j
i ) − z0,j(Θ0,j)) (16)
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Table 2. Descriptive statistics of datasets

Data source # entities # features

NetEaseHousea 2776 36

AnJuKeb 581 34

PingAnFangc 630 15
ahttp://house.163.com/.
bhttp://shanghai.anjuke.com/.
chttp://www.pinganfang.com/.

where P (ti ∈ M |γi, Θ̂) > P (ti ∈ U |γi, Θ̂) when Wi > 0. Alternatively, we can
assign ti to the matched tuple set if Wi > W0 where W0 > 0 is a threshold.

5 Empirical Evaluation

We conduct two experiments to compare the proposed EMAN with the base-
line method using three real data sources. First, we manifest the performance
of the self-matching problem in which there is a clearly ground truth one-one
matching between entities from the identical data source. Secondly, we study the
performance of matching three real heterogeneous data sources.

5.1 Experimental Setup

Datasets. We crawled three datasets from the famous estate websites in China
for our experiments. The descriptive statistics about the datasets are shown
in Table 2. However, the schemes of three data sources are different from each
other. We only find 10 useful attributes as shown in the first column of Table 3.
In our experiment, we model the similarities of property fees and price with
Gaussian distribution, purpose(shop or dwelling) with Bernoulli distribution,
and remaining similarities with Exponential distribution as shown in the last
column of Table 3.

Comparative Method and Evaluation Measures. We find an unsupervised
approach, called Felliegi-Sunter (shorted in FS), to be the comparative baseline.
Fellegi-Sunter’s approach therefore evaluates all attributes by using binary sim-
ilarity, i.e., the similarity is 1 if two attributes are the same, and otherwise 0.
Currently, many data sources are low in quality. The FS approach is too simple
to obtain reasonable performance. In our implementation for FS, we therefore
set the similarity value to be 1 if the value of similarity of attributes is larger
than a tuned threshold, and otherwise 0.

As the mentioned above, we evaluate our method using Precision@K, and
Recall@K. Precision@K is the fraction of the matched tuples in the top-K
result that are correctly matched. Recall@K is the fraction of ground truth
matched entities that appear among the top-K results. To evaluate the scalability
of our proposed approach, we also measure the elapsed time in second and the
number of candidate tuples.

http://house.163.com/
http://shanghai.anjuke.com/
http://www.pinganfang.com/
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Table 3. The setup of experiment and parameter estimation for matched and
unmatched groups

Feature Matched Unmatched Similarity Distribution

name λm = 8.36 λu = 33423.12 LCS Exponential

address λm = 5.27 λu = 31127.66 Jaccard Exponential

developer λm = 23.82 λu = 27.58 Jaccard Exponential

construction time λm = 3.92 λu = 4.24 Jaccard Exponential

PMC λm = 2.31 λu = 2.38 Jaccard Exponential

property fees μm = 0.43 μu = 0.42 Euclidean distance Gaussian

σm = 0.05 σu = 0.04

building type λm = 2.76 λu = 2.87 Jaccard Exponential

launch date λm = 2.11 λu = 2.20 Jaccard Exponential

price μm = 0.45 μu = 0.43 Euclidean distance Gaussian

σm = 0.02 σu = 0.02

purpose Probm = 0.23 Probu = 0.12 1,0 for matched or not Bernoulli

5.2 Self-matching Evaluation

Firstly, we perform our method in self-matching task which is designed such that
we know the complete ground truth matched entities, i.e., we match the entities
from three replicas of the identical data source. We create two new data sources
which are injected some noise into the given data source. For each replica, we
randomly inject some noises into string attributes. For each character, it has the
same probability to be inserted, deleted or replaced. Take PingAnFang as an
example, PingAnFang1(ψ) is the first replica of PingAnFang, where ψ denotes
the probability of each character being changed. In our experiment, the value of
ψ varies from 10% to 50%.

Figure 1(a) and (b) manifest the accuracy of EMAN on PingAnFang by
varying ψ from 10 to 50%. We observe that the accuracy of EMAN is promised.
If 10 % noise is injected into the data, almost 90 % matched entities can be found
by EMAN. Even 50 % noise is injected into the data, the precision in the top-
200 is almost 100 %. Figure 1(c) and (d) illustrate that EMAN outperforms the
baseline significantly for self-matching on PingAnFang. The result indicates
that exponential family is helpful to integrate heterogeneous entity attributes.

5.3 Matching Heterogeneous Data Sources

Scalability of EMAN. In this experiment, we address whether LSH is helpful
to speed up EMAN. For entity matching on heterogeneous data sources, we only
change the size of NetEaseHouse from 500 to 2,500. In Fig. 2(a) (EMAN L is
an approach that EMAN employs LSH to block entities), we can find that only
less than 1 % candidate tuples are remained after using LSH to block entities. In
Fig. 2(b), EMAN associated with LSH detects entities within 2,000 s when the
size of data source is almost 2,000. However, the elapsed time of EMAN without
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(a) Precision (b) Recall

(c) Precision with 50% noise (d) Recall with 50% noise

Fig. 1. Accuracy of EMAN and FS

LSH is more than 12 h. In summary, LSH is helpful to reduce the number of
candidate tuples and speed up the computation of EMAN.

Manually Judgement. We now turn to match three heterogeneous data
sources, namely complete NetEaseHouse, AnJuKe and PingAnFang. Since
the maximum size of matched tuples is less than the minimal number of
|NetEaseHouse|, |AnJuKe| and |PingAnFang|, we manually annotated the
top-250 matched entities labelled by EMAN and FS. Three entities are judged
to be matched tuple when (1) the similar entity name; (2) the similar values in
some attributes, such as address, region and developer. The remaining entity
triples are assigned the undetermined label. As shown in Fig. 3(a) and (b), we
find that the accuracy for the top-250 result of EMAN is more than 70 %, but it
is about 60 % for FS. This illustrates that both EMAN and FS are quite good
in returning the correctly matched entities for different top-K ranked tuples.
EMAN also returns fewer undetermined tuples than FS.

(a) The number of candidate tuples (b) Elapsed time(Sec.)

Fig. 2. Efficiency of EMAN
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(a) Accuracy for EMAN (b) Accuracy for FS

Fig. 3. Accuracy for entity matching

For this experiment, we list all parameters learned from our approach. An
attribute is more important to match entities if the difference of parameters
between matched and unmatched groups is larger. As shown in Table 3, we can
also observe that name and address are two most important attributes to match
entities for this task.

6 Conclusion

In this paper, we have studied the problem of entity matching across two or more
heterogeneous data sources. It is a challenging task due to the overwhelming
expensive, heterogeneous attributes for each entity, and incomplete and missing
data. We propose an unsupervised method to deal with the mentioned chal-
lenges. We have illustrated our proposed method on three real data sources.
Experimental results indicate that EMAN not only outperforms the comparable
baseline but also obtains the promising performance.

In our future work, we plan to extend our work to handle some ground-truth
tuples with semi-supervised approach, and deploy a distributed algorithm to
support more efficient computation.
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Abstract. We focus on the problem of mining probabilistic maximal
frequent itemsets. In this paper, we define the probabilistic maximal fre-
quent itemset, which provides a better view on how to obtain the prun-
ing strategies. In terms of the concept, a tree-based index PMFIT is
constructed to record the probabilistic frequent itemsets. Then, a depth-
first algorithm PMFIM is proposed to bottom-up generate the results,
in which the support and expected support are used to estimate the
range of probabilistic support, which can infer the frequency of an item-
set with much less runtime and memory usage; in addition, the superset
pruning is employed to further reduce the mining cost. Theoretical analy-
sis and experimental studies demonstrate that our proposed algorithm
spends less computing time and memory, and significantly outperforms
the TODIS-MAX [20] state-of-the-art algorithm.

Keywords: Uncertain database · Probabilistic frequent itemset · Data
mining · Probabilistic Maximal Frequent Itemset

1 Introduction

Frequent itemset mining is one of the traditional and important fields in data
mining, which discovers itemsets whose occurrences are larger than a specified
threshold. Many efficient algorithms and methods have been developed in the
recent years [1]. In such methods, a very important assumption is, however, the
mined transactions are exact no matter they are static or increasingly updated.

When new applications are developed and new requirements are met, uncer-
tainty exists often. As an example, Table 1 shows an animal monitor system,
which use the cameras to distinguish 3 pandas with names “PanPan”, “Tuan-
Tuan”, and “YuanYuan” among other animals, as well observe their appear-
ances. Nevertheless, the digital image recognition method is not accurate enough
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Table 1. An uncertain database example

ID Panpan Tuantuan Yuanyuan

1 0.6 0.4 1

2 0.5 0.8

to recognize each panda. Thus, each panda will annotated by a probability to
present the existence [2], and we call it the attribute-uncertainty. This new fea-
ture brings us new challenges, which cannot be well addressed by the traditional
frequent itemset mining methods. The existing uncertain data mining meth-
ods can be categorized into two types. One is to achieve the expected frequent
itemsets [6–17], another is to obtain the probabilistic frequent itemsets [18–30].

1.1 Motivation

When mining frequent itemsets over exact databases, it has been presented the
frequent itemsets are redundant. Many itemset compression methods have been
proposed, such as maximal itemset [3], closed itemset [4] and non-derivable item-
set [5]. If the users do not care the support of an itemset, but only want to know
whether it is frequent, the maximal frequent itemset is the best choice since
it is the most efficient method to represent the frequent itemsets. Similarly, if
we want to discover frequent itemsets over uncertain databases, to obtain the
maximal frequent itemsets can not only make the mining results easier to use,
but also reduce the computing cost and memory size. Therefore, in this paper,
we investigate how to efficiently discover the maximal frequent itemsets over an
attribute-uncertainty model based uncertain database.

1.2 Challenges and Contributions

To address our proposed problem, an intuitive consideration is to enumerate
all the probabilistic frequent itemsets and then to filter the maximal frequent
itemsets. This method was proposed in [20] named pApriori, which introduced
the divide-and-conquer method to mine the vertical databases, and used a one-
bound estimating method to evaluate the frequency of itemsets. Then, a new
method TODIS-MAX [20] was proposed for further improvement. Besides all
the techniques used in pApriori, TODIS-MAX also presented its own optimiza-
tions. It used a top-down method, which generated the itemsets from supersets
to subsets, and thus can efficiently used the pruning strategy when generating
the infrequent itemsets. Also, it proposed a method to compute the probabil-
ity density function of the subsets from the supersets, which can further reduce
the computing cost. To our best knowledge, TODIS-MAX is the most efficient
algorithm to achieve the maximal frequent itemsets from uncertain databases.

However, there are still some problems for addressing: (1) the top-down
method may meet a bottleneck when the count of probabilistic frequent 1-items
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increases, which will result in an exponentially increase of the probabilistic infre-
quent itemsets, and this is hard to handle even though the time complexity can
be reduced to O(n). (2) The value to decide the probabilistic infrequent itemsets
is not tight enough, which makes itemsets in multi-levels have to be recomputed.
(3) If an itemset is frequent, the computing cost is still high since the time com-
plexity is O(nlog2n) in the worst case. Accordingly, new problems are posed:
How to reduce the most of exponentially increased itemsets? How to further
decrease the computing cost of the frequent itemsets? And how to efficiently
achieve the maximal frequent itemsets?

In this paper, we address these problems and make the following contribu-
tions.

1. We focus on the problem of probabilistic maximal frequent itemset mining
over uncertain databases, and define the probabilistic maximal frequent item-
set, which is in line to the traditional definition over exact database, and
supplies us a better pruning method.

2. We introduce a compact data structure PMFIT to maintain the information
of probabilistic frequent itemsets, which in a bottom-up manner, can effi-
ciently organize the mining results for the itemset search. Then the PMFIM
algorithm is proposed to depth-first discover the probabilistic maximal fre-
quent itemsets. In this algorithm, we propose a probabilistic support estima-
tion method, which can compute the upper bound and the lower bound of
the probabilistic support with a much low cost. The method when together
used with PMFIT, yields a significantly better performance. Plus, we use the
super pruning strategy to further reduce the mining cost.

3. We compare our algorithm with the TODIS-MAX [20] on 2 synthetic datasets
and 3 real-life datasets. Our experimental results show that our algorithm is
much more effective and efficient.

The rest of this paper is organized as follows. In Sect. 2 we present the prelim-
inaries and then define the problem. Section 3 introduces the data structures, and
illustrates our algorithm in detail. Section 4 evaluates the performance with the-
oretical analysis and experimental results. Finally, Sect. 5 concludes this paper.

2 Preliminaries and Problem Definition

2.1 Preliminaries

Given a set of distinct items Γ = {i1, i2, · · · , in} where |Γ | = n denotes the size of
Γ , a subset X ⊆ Γ is called an itemset; suppose each item xt(0 < t ≤ |X|) in X is
associated with an occurrence probability p(xt), we call X an uncertain itemset,
which is denoted as X = {x1, p(x1);x2, p(x2); · · · ;x|X|, p(x|X|)}, and the prob-
ability of X is p(X) = Π

|X|
i=1p(xi). We call the list {p(x1), p(x2), · · · , p(x|X|)}

the probability density function. An uncertain transaction UT is an uncertain
itemset with an ID. An uncertain database UD is a collection of uncertain trans-
actions UTs(0 < s ≤ |UD|). Given an uncertain itemset X, the count it occurs
in an uncertain database is called the support, denoted Λ(X).
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Two definitions of the frequent itemset for uncertain data have been
proposed. One is based on the the expected support, another is based on the
probabilistic support.

Definition 1. (Expected Frequent Itemset [6]) Given an uncertain database UD,
an itemset X is an λ-expected frequent itemset if its expected support ΛE(X) is not
smaller than minimum support λ. Here ΛE(X) =

∑
UT∈UD{p(X)|X ⊆ UT}.

Definition 2. (Probabilistic Frequent Itemset [26]) Given the minimum sup-
port λ, the minimum probabilistic confidence τ and an uncertain database UD,
an itemset X is a probabilistic frequent itemset if the probabilistic support
ΛP

τ (X) ≥ λ. ΛP
τ (X) is the maximal support of itemset X with probabilistic

confidence τ , i.e., ΛP
τ (X) = Max{i|PΛ(X)≥i > τ}.

2.2 Problem Definition

Definition 3. (Probabilistic Maximal Frequent Itemset) Given the minimum
support λ, the minimum probabilistic confidence τ and an uncertain database
UD, an itemset X is a probabilistic maximal frequent itemset if it is a prob-
abilistic frequent itemset and is not covered by the other probabilistic frequent
itemsets.

From Definition 3, one can easily see that the support information of an prob-
abilistic frequent itemset Y ⊂ X can be estimated from the probabilistic max-
imal frequent itemset X without having to read from the database anymore.In
other words, for a probabilistic maximal frequent itemset X, any itemset Y that
Y ⊂ X satisfy the following statement: The probability of Y ’s support no smaller
than λ is larger than τ .

Problem Statement: Based on the previous definition, we present our
addressed problem as follows. Given an uncertain database UD, the minimum
support λ, the minimum probabilistic confidence τ , we are required to explore
all probabilistic maximal frequent itemsets from UD.

3 Probabilistic Maximal Frequent Itemset Mining
Method

3.1 Data Structures

Probabilistic Mining Frequent Itemset Tree. To accelerate the search-
ing and pruning speed, we design a simple but effective index named
PMFIT (Probabilistic Maximal Frequent Itemset Tree), in which each node
nX denotes an itemset X; nX is a 6-tuple < item, sup, esup, psup, lb, ub >, in
which item denotes the last item of the current itemset X, sup is the support,
esup is the expected support, and psup is the probabilistic support. lb and ub
separately represent the lower bound and upper bound of probabilistic support.
Except the root node, each node has a pointer to its parent node. PMFIT can be
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Fig. 1. Probabilistic maximal frequent itemset tree(PMFIT) for λ = 3, τ = 0.1

constructed by our proposed algorithm in Sect. 3.5. Figure 1 is the PMFIT from
the 6 transactions. For an example, nA denotes itemset {A} with the support
3, the expected support 1.9, and the probabilistic support 3. As can be seen, 13
nodes are probabilistic frequent itemsets, only 3 nodes are probabilistic maximal
frequent itemsets.

Probabilistic Maximal Frequent Itemset Collection. Since the final
results do not have to maintain the probabilities of each item, we employed
a traditional bitmap based collection to store the probabilistic maximal frequent
itemsets, which can help us perform the superset pruning, so that a better per-
formance can be achieved.

3.2 Probabilistic Support Computing

Since the probabilistic density function of itemset X in two transactions T1 and
T2 can be computed with the convolution between the probabilistic density func-
tion in T1 and the probabilistic density function in T2, the divide-and-conquer
method proposed in [20] is also employed in our paper. That is, the uncertain
database will be split into two parts to separately compute the probabilistic
density function, and this operation will be recursively conducted until the sub-
database has only one transaction. The convolution can be computed with a
Fast Fourier Transformer, which, given the size of the uncertain database n, will
efficiently reduce the time complexity from O(n2) to O(nlog2(n)).

3.3 Items Reordering

Bayardo stated that ordering items with increasing support can reduce the search
space [3]; together with other pruning strategies, it can further reduce the cost
of the support computing. In this paper, we employ the similar heuristic rule
with a little differences. That is, the items will be ordered by their expected
supports rather their supports. This is due to the instinctive observation that
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two itemsets occurring in the same transactions may have different probability
and thus have various expected supports. As a simple example in Fig. 1, itemset
{B} and itemset {C} occur in four transactions, which means their supports are
both 4, nevertheless, the expected supports are 2.8 and 2.6 separately. As a result,
we believe using expected support to sort the items will make the algorithm more
efficient. Note that even though probabilistic support is the best to be used in
sorting the items, we did not use it. This is due to the fact that computing
the probabilistic support is much more time-consumed, which, in comparison
to computing the expected support, may has a worse performance when the
minimum support is low. Choosing the expected support to sort the items are
verified effective in our experiments; we find both methods achieve almost the
same search space, but computing the expected support is much more efficient.

3.4 Pruning Strategies

We propose pruning strategies to improve the performance. A tight bounds are
supplied to infer the range of probabilistic support, or even can ignore the com-
puting of probabilistic support; in addition, a superset pruning method inspired
by the traditional mining algorithm is employed.

The Bounds of Probabilistic Support. When mining the probabilistic max-
imal frequent itemsets over an n-transactions uncertain database, the probabilis-
tic support is not important for the users, so we try to find a method to estimate
the frequency of an itemset rather directly compute the probabilistic support.

Theorem 1. For an itemset X in uncertain database UD, given the minimum
probabilistic confidence τ , we can get the lower bound and upper bound of the
probabilistic support ΛP

τ (X), denoted lb(ΛP
τ (X)) and ub(ΛP

τ (X)) as follows.
{

lb(ΛP
τ (X)) = ΛE(X) − √−2ΛE(X)ln(1 − τ)

ub(ΛP
τ (X)) = 2ΛE(X)−lnτ+

√
ln2τ−8ΛE(X)lnτ

2

(1)

Proof. For the itemset X, we use ε to denote the expected support ΛE(X),
also, we use t to denote the probabilistic support ΛP

τ (X), which, according to
Definition 2, satisfies the following equations.

{
PΛ(X)≥t > τ ⇔ PΛ(X)>t−1 > τ

PΛ(X)≥t+1 ≤ τ ⇔ PΛ(X)>t ≤ τ
(2)

(1) If we set t = (1 + ξ)ε, i.e., ξ = t
ε − 1, where ξ ≥ 0, that is, t ≥ ε, then

based on the Chernoff Bound, PΛ(X)≥t = PΛ(X)≥(1+ξ)ε ≤ e− ξ2ε
2+ξ ; based on the

first inequality of Eq. 2, we can get τ < e− ξ2ε
2+ξ = e− (t−ε)2

t+ε ; that is to say, when
t ≥ ε,2ε−lnτ−√

ln2τ−8εlnτ
2 < t < 2ε−lnτ+

√
ln2τ−8εlnτ
2 . Since 2ε−lnτ−√

ln2τ−8εlnτ
2 ≤

ε, we can obtain the following inequality.

t <
2ε − lnτ +

√
ln2τ − 8εlnτ

2
if t ≥ ε (3)



Probabilistic Maximal Frequent Itemset Mining Over Uncertain Databases 155

(2) If we set t = (1−ξ′)ε, i.e., ξ′ = 1− t
ε , where ξ′ ≥ 0, that is, t ≤ ε, then based

on the Chernoff Bound, PΛ(X)>t = PΛ(X)>(1−ξ′)ε > 1 − e− ξ′2ε
2 ; based on the

second inequality of Eq. 2, we can get τ > 1 − e− ξ′2ε
2 , i.e., −

√
− 2ln(1−τ)

ε < ξ′ <
√

− 2ln(1−τ)
ε , then when t ≤ ε, ε − √−2εln(1 − τ) < t < ε +

√−2εln(1 − τ).

Since ε ≤ ε +
√−2εln(1 − τ), we can get the following inequality.

t > ε −
√

−2εln(1 − τ) if t ≤ ε (4)

From Eqs. 3 and 4, we can conclude that no matter t is larger or smaller than
the ε, it is definitely within the range of (ε − √−2εln(1 − τ),
2ε−lnτ+

√
ln2τ−8εlnτ
2 ). Consequently, we can determine the lower bound is

ΛE(X) −
√

−2ΛE(X)ln(1 − τ), and the upper bound is 2ΛE(X)−lnτ+
√

ln2τ−8ΛE(X)lnτ
2

. �

Theorem 1 provides us two pruning strategies. For an itemset X, if the upper
bound 2ε−lnτ+

√
ln2τ−8εlnτ
2 is not larger than the minimum support λ, then X is a

probabilistic infrequent itemset. Also, if the lower bound ε−√−2εln(1 − τ) ≥ λ,
then X is definitely a probabilistic frequent itemset. We can see that for an
uncertain database with size n, if the minimum support λ is not within this
range, we can successfully hit the target.

Example 1. Using the uncertain dataset in Fig. 1 as the example. If we set the
minimum support λ = 1 and the minimum probabilistic confidence τ = 0.1, then
for itemset {A}, the lower bound is 1.3, which is larger than 1, then itemset {A}
is a frequent itemset. Further, if we set the minimum support λ = 5 and the
minimum probabilistic confidence τ = 0.1, then for itemset {AB}, the upper
bound is 4.7, which is smaller than 5, and thus itemset {AB} is an infrequent
itemset.

Superset Pruning. According to our definition, an itemset being probabilistic
maximal frequent must satisfy two conditions. (1) the probabilistic support is
not smaller than the minimum support; (2) it is not covered by any other proba-
bilistic frequent itemsets. Both computing are needed, then the computing with
lower computing cost should be conducted firstly. As the above mentioned, com-
puting the probabilistic support requires O(nlog2(n)) time complexity, which
can be improved to O(n) with our method. However, to scan the existing prob-
abilistic maximal frequent itemsets, assuming whose size is m, requires at most
O(m) time complexity. Based on the definition of probabilistic maximal frequent
itemset, m is much smaller than n. Consequently, for a new generated itemset, we
will first decide whether it is cover by a super itemset, then, if not, compute the
bounds or the probabilistic support. This strategy can be extended for further
pruning. That is, for a probabilistic maximal frequent itemset X = {x1x2 · · · xn},
if they are the last n items in the sorted items list, then items x2, · · · , xn can
be pruned directly for further computing. We can see from Fig. 1, since {CDE}
is an itemset in which the items are the last three ones in the sorted items list,
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then {D}, {E} will be removed, and the computing for all their descendants can
be pruned.

3.5 Algorithm Description

In this section, we propose a depth-first algorithm named PMFIM(Probabilistic
Maximal Frequent Itemset Mining) to build the bottom-up organized tree, that
is, the subsets will be computed first, and then the supersets will be generated
if their subsets are all frequent. We discover the itemsets with this manner since
the probabilistic frequent itemset also has the apriori property. The algorithm
can be conducted in five steps. Algorithm 1 shows the pseudo code of Step 3–5.

Step 1: We get all the distinct items and sort them in an incremental order
according to their expected supports before we build the PMFIT ; during the
process, the items with the support or the upper bound lower than the minimum
support will be initially pruned.

Step 2: The PMFIT is initialed with only one root node, which represent the
null itemset.

Step 3: For a parent node, we begin to generate the child node, and compute
the related information to decide whether it is frequent. First, if the child node
is covered by one of the maximal frequent itemsets, it is not a maximal but a
frequent itemset; specially, if all the items in it are the last ones in the sorted
items list, we can determine that all the right nodes are not the final results, and
the loop will be ended immediately. Second, after computing the support, the
expected support and the support bounds, if the upper bound is not larger than
the minimum support, then it is an infrequent itemset; if the lower bound is not
smaller than the minimum support, then it is a frequent itemset. Finally, if we
can not determine the frequency by the previous value, we need to compute the
probabilistic support and compare it to the minimum support.

Step 4: If a child node is frequent, we will recall Step 3 for it; otherwise, it will
be pruned.

Step 5: If a node has no children and is not in the final results, it is a probabilistic
maximal frequent itemset. We can add it into the probabilistic maximal frequent
itemset collection. Because of our depth-first mining manner, there is no need
to remove the subset from the collection.

Complexity. The overall time complexity of the PMFIM algorithm depends
on the database size n, the minimum support λ, the minimum probabilistic
confidence τ , and the count of PMFIT nodes t. For each new generated node,
there are three possible computing cost. The first is O(m) where m is the count
of current probabilistic maximal frequent itemsets; the second is O(n); the third
is O(nlog2n). Generally, m < n < nlog2n; thus, the worst time complexity is
O(nlog2n). Nevertheless, as will be demonstrated in our experiments, the count
of probabilistic support computing is greatly small, which guarantee that the
performance can be improved significantly.
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Algorithm 1. PMFIM Algorithm
Require: nI : node of PMFIT denote itemset I; UD: Uncertain Database; PMFIC:

Probabilistic Maximal Frequent Itemset Collection; λ: minimum support; τ : mini-
mum probabilistic confidence;

1: for each itemset J(|J | = |I|) order larger than I do
2: if J is probabilistic maximal frequent itemset and J is the last items in the

sorted items list then
3: break;
4: generate the child node nI∪J of nI ;
5: if I ∪ J ∈ PMFIC then
6: CALL PMFIM(nI∪J , UD, PMFIC, λ, τ);
7: compute ΛE(I ∪ J), Λ(I ∪ J), lb(ΛP

τ (I ∪ J)) and ub(ΛP
τ (I ∪ J));

8: if ub(ΛP
τ (I ∪ J)) ≤ λ then

9: delete nI∪J ;
10: continue;
11: if lb(ΛP

τ (I ∪ J)) ≥ λ then
12: CALL PMFIM(nI∪J , UD, PMFIC, λ, τ);
13: else
14: compute ΛP

τ (I ∪ J);
15: if ΛP

τ (I ∪ J) ≥ λ then
16: CALL PMFIM(nI∪J , UD, PMFIC, λ, τ);
17: else
18: delete nI∪J ;
19: if nI has no children and I is not in PMFIC then
20: add I in PMFIC;

4 Experiments

We conducted the experiments to evaluate the performance of PMFIM. The
state-of-the-art algorithm TODIS-MAX [20], which has been presented much
more efficient than pApriori, was used as the evaluation method. While TODIS-
MAX focused on the tuple-uncertainty based databases, we re-implemented it
for the attribute-uncertainty based databases. The dataset size |UD|, the relative
minimum support λr(= λ

|UD| ), and the minimum probabilistic confidence τ are
the main elements that may affect the uncertain data mining, which, as a result,
were used to compare the algorithms in runtime and memory cost.

4.1 Running Environment and Datasets

Both algorithms were implemented with C++, compiled with Visual Studio 2010
running on Microsoft Windows 7 and performed on a PC with a 2.90GHZ Intel
Core i7-3520M processor and 8GB main memory. We evaluated the algorithms
on 2 synthetic datasets generated by the IBM synthetic data generator and 3
real-life datasets [25]. The detailed data characteristics are shown in Table 2. We
used the item correlation to show the density of an uncertain database, that is,
a smaller correlation value denotes a denser data.



158 H. Li and N. Zhang

Table 2. Uncertain dataset characteristics

Uncertain

DataSet

size of

dataset

average.

trans.

length

minimal

trans.

length

maximal

trans.

length

number

of items

mean variance item

Correlation

T25I15D320K 320 002 26 1 67 994 0.87 0.27 38

T40I10D100K 100 000 39 4 77 1000 0.79 0.61 25

KOSARAK 990 002 8 1 2498 41 270 0.5 0.28 5159

ACCIDENTS 340 183 33 18 51 468 0.5 0.58 14

CONNECT4 67 557 43 43 43 129 0.78 0.65 3

4.2 Effect of Relative Minimum Support

We set a fixed minimum probabilistic confidence and compared the performance
of the two algorithms when the relative minimum support was changed.

Running Time Cost Evaluation. As can be seen in Fig. 2, the runtime cost
of the two algorithms reduced linearly with a decrease of the relative minimum
support. Plus, to compare our algorithm to TODIS-MAX, we can observe the
following results. On the one hand, when the relative minimum support was high,
the runtime cost of the TODIS-MAX method was a little lower than the PMFIM
over most of the datasets. This is due to the advantage of the top-down mining
manner in TODIS-MAX, that is, a faster pruning will be employed if the super-
sets are not frequent, which is more useful when performing over dense dataset.
On the other hand, when the relative minimum support became lower, the per-
formance of TODIS-MAX turned worse significantly, which can also be clearly
noticed over denser datasets. As shown in the figure, over the densest dataset
CONNECT4, PMFIM achieved almost a thousand time faster than TODIS-
MAX when the relative minimum support was 0.7, and then, the TODIS-MAX
can be almost not measured since the runtime cost increased too much; over the
KOSARAK, the sparsest dataset, our algorithm can also achieved hundreds-fold
speedup when the relative minimum support was 0.05. This outperforming fur-
ther increased when the relative minimum support turned smaller. This is also
because of the different mining fashions: TODIS-MAX employed the top-down
method, which, when the relative minimum support was small, may use more
frequent items to generate infrequent itemsets, whose size will exponentially
increased along with the count of frequent items. Even though TODIS-MAX
employed the expected support to prune certain computing, the rest comput-
ing was still too large to conduct. In comparison to that, our algorithm was a
bottom-up method, i.e., only frequent itemsets were generated; with the help
of superset pruning, the computing will not increase sharply when the relative
minimum support became lower.

Memory Cost Evaluation. We also compared the maximal memory usages
of the two algorithms. As shown in Fig. 3, similar to the runtime cost, the mem-
ory usages decreased when the relative minimum support increased. In addition,
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Fig. 2. Running time cost vs relative minimum support

we can see that in a majority of cases TODIS-MAX used more memory than
our algorithm. Since our algorithm employed the divided-and-conquer method
proposed in TODIS-MAX, the running memory cost was similar when the rela-
tive minimum support was high. Nevertheless, when it became low, the memory
usage of TODIS-MAX will increased exponentially. Again, it was because of the
massively generated infrequent itemsets. Besides, the lattice used in TODIS-
MAX was another reason that use more memory. Note that we did not show
the memory cost of TODIS-MAX when the relative minimum support was low,
this is because that the runtime cost was too high to perform the TODIS-MAX
algorithm in limited time.

4.3 Effect of Data Size

We evaluated the scalability of the two algorithms, that is, we performed
the algorithms w.r.t. different data sizes, which are shown in Fig. 4. The
T25I15D320K dataset was used as the evaluation dataset. We separately got
the first n(from 20 K to 320 K) transactions to conduct the algorithms. Plus,
the relative minimum support and the minimum probabilistic confidence were
set to the fixed values. Note even though the relative minimum support was
fixed, the minimum support changed since the data size was different. As shown
in Fig. 4(a), when the dataset turned larger, the runtime cost of the two algo-
rithms also increased, but the PMFIM algorithm was much more stable when
the dataset became larger. This presents that our algorithm can accurate esti-
mate most of the probabilistic supports no matter how the data size increased.
However, in Fig. 4(b), with the increasing size of transactions, the memory cost
of both algorithms increase linearly. It is reasonable since we showed the maximal
memory cost during running; thus, once we directly computed the probabilistic
support, the memory will be more used for more transactions.
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Fig. 3. Memory cost vs relative minimum support

4.4 Effect of Minimum Probabilistic Confidence

Definition 2 shows that a larger minimum probabilistic confidence may result
in a less possibility that an itemset becomes frequent, which will reduce the
computing cost and the memory usage. We evaluated two algorithms for differ-
ent minimum probabilistic confidences(from 0.00001 to 0.1) when the relative
minimum support was fixed.

Figures 5 and 6 separately presented the runtime cost and the memory
usage. To our surprise, we find that when the minimum probabilistic confidence
increased, both the runtime and the memory cost of the two algorithms kept
almost unchanged. This shows that the minimum probabilistic confidence had
little effect on the performance of the algorithms. It is due to the reason that the
probabilistic density function was highly sparse when the dataset size was large,
which results that most of the minimum probabilistic confidence can slightly
change the probabilistic support, and thus can almost not change the types of
the itemsets.
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Fig. 4. Effect of data size for λr = 0.1, τ = 0.9
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Fig. 5. Runtime cost vs minimum probabilistic confidence
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5 Conclusions

In this paper we studied the behavior of probabilistic maximal frequent itemset
mining over uncertain databases. We defined the probabilistic maximal frequent
itemset, which is much reasonable and can supply more pruning considerations.
Based on this, an extended enumeration tree named PMFIT was introduced
to efficiently index and maintain the probabilistic frequent itemsets. A bottom-
up algorithm named PMFIM, mining in a depth-first manner, was proposed,
in which we used the support and the expected support to estimate whether an
itemset is frequent, which greatly reduced the computing cost and memory usage;
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in addition, a superset pruning method was employed to further improve the
mining performance. Our extensive experimental studies show that our PMFIM
algorithm achieved thousands or more faster speed than TODIS-MAX, and also
significantly outperformed in memory cost.
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Abstract. OPTICS is a fundamental data clustering technique that has
been widely applied in many fields. However, it suffers from performance
degradation when faced with large datasets and expensive distance mea-
sures because of its quadratic complexity in terms of both time and
distance function calls. In this paper, we introduce a novel anytime app-
roach to tackle the above problems. The general idea is to use a sequence
of lower-bounding (LB) distances of the true distance measure to pro-
duce multiple approximations of the true reachability plot of OPTICS.
The algorithm quickly produces an approximation result using the first
LB distance. It then continuously refines the results with subsequent LB
distances and the results from the previous computations. At any time,
users can suspend and resume the algorithm to examine the results,
enabling them to stop the algorithm whenever they are satisfied with
the obtained results, thereby saving computational cost. Our proposed
algorithms, called Any-OPTICS and Any-OPTICS-XS, are built upon
this anytime scheme and can be applied for many complex datasets. Our
experiments show that Any-OPTICS obtains very good clustering results
at early stages of execution, leading to orders of magnitudes speed up.
Even when run to the final distance measure, the cumulative runtime of
Any-OPTICS is faster than OPTICS and its extensions.

1 Introduction

Clustering algorithms assign unlabeled objects into homogeneous groups (or clus-
ters), usually in terms of a distance measure and have applications in many
fields. During the past decades, many clustering algorithms have been intro-
duced, e.g., partition-based, density-based, and grid-based techniques. Among
them, density-based clustering is one of the most successful paradigms due to
its attractive benefits, e.g., it can detect arbitrarily shaped clusters [6].

In the density-based clustering algorithm DBSCAN [6], an object lies in a
dense area, which indicates a cluster, if there are more than μ objects inside
its ε-neighborhood. However, choosing suitable values for μ and especially ε is
a non-trivial problem and is a main target of OPTICS [2]. Instead of providing
clusters directly, OPTICS starts with arbitrary large value of ε, denoted as ε∗,

c© Springer International Publishing Switzerland 2016
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and produces a structure called the reachability plot consisting of an ordering of
objects. Clusters are then extracted by cutting through the reachability-plot with
any value ε ≤ ε∗. Thus, the reachability plot represents a hierarchical structure of
clusters with arbitrary shapes and different densities. Together with DBSCAN,
OPTICS has become a state-of-the-art data clustering technique nowadays.

Due to its distance-based scheme, OPTICS suffers from a performance bot-
tle neck when coping with large complex datasets, e.g. trajectories or medical
images, and efficient but expensive distance measures, e.g. Dynamic Time Warp-
ing (DTW) [16]. Moreover, OPTICS is a batch algorithm. That means it only
produces a single result and does not allow interaction with users during its
runtime, while interactively exploring the results during execution time has
been emerged as a useful approach for analyzing large complex data recently
[12,18,20].

In this paper, we introduce an anytime [21] approach to tackle these
drawbacks of OPTICS. Our algorithms, called anytime hierarchical density-
based clustering (Anytime OPTICS (Any-OPTICS ) and Anytime OPTICS with
Xseedlist (Any-OPTICS-XS )), employ a sequence of lower-bounding (LB) dis-
tances of the true distance measure to produce multiple approximations of the
true reachability plot of OPTICS. In the beginning, they quickly produce an
approximation result using the first LB distance. Then, they continuously refine
the results using the next LB distances and the previous results. As anytime
algorithms [21], user can suspend and resume them at any time for examining
the results. Thus, they can stop the algorithm whenever they are satisfied with
the acquired results to save computational cost. Our algorithms are a general
framework that can be applied for many complex datasets. To the best of our
knowledge, our algorithms are the first anytime approach for OPTICS proposed
in the literature so far.

Contributions. Our contributions are summarized as follows.

– We propose for the first time an anytime approach for hierarchical density-
based clustering called Anytime OPTICS (Any-OPTICS).

– We introduce an extension of Any-OPTICS called Any-OPTICS-XS which is
more efficient than Any-OPTICS when dealing with very expensive distance
measures.

– Experiments on real datasets are conducted to evaluate the performance of our
algorithms. Any-OPTICS and Any-OPTICS-XS acquire very good clustering
results at early stages of execution, thus leading to orders of magnitudes speed
up. Even if they run to the end, the total cumulative runtimes of Any-OPTICS
and Any-OPTICS-XS are still faster than OPTICS and its extensions.

The rest of this paper is organized as follows. In Sect. 2, we briefly intro-
duce some characteristics of anytime algorithms and some notions of the algo-
rithm OPTICS. The algorithm Any-OPTICS and its extension Any-OPTICS-XS
are presented in Sect. 3. We describe the used distance measure and its lower-
bounding functions in Sect. 4. Experiments are conducted in Sect. 5. Section 6 is
dedicated for discussing related works. Finally, Sect. 7 concludes the paper.
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2 Background

2.1 Anytime Algorithms

Anytime algorithms [21] copes with time-consuming problems by trading exe-
cution time for quality of results. In contrast to the batch ones, during their
executions, they can be interrupted to provide a best-so-far result and resumed
to produce better results at any time. Anytime algorithms have been widely used
in many fields, e.g., object recognition [7] and surveillance [17].

Fig. 1. The progress of two anytime algorithms P and Q.

Characteristics of Anytime Algorithms. According to [20,21], an anytime
clustering algorithm should satisfy some important properties such as: (1) The
final result should be similar to or better than that of the batch algorithm,
(2) The total cumulative runtime of an anytime algorithm should not be much
larger than the runtime of the batch algorithm. Figure 1 shows a progress of
two anytime algorithms P and Q. If Q is interrupted at Tb, an approximation
is returned. At the time T , it acquires the same result as the batch algorithm.
If it runs to Ta, its result may be better than that of the batch algorithm. For
performance comparison, many researchers consider P better than Q since it
acquires better performance in the early stages [20]. Note that the quality of an
anytime algorithm is not necessary strictly increased [20].

Anytime Clustering. Though there exist many anytime algorithms in the lit-
erature, anytime clustering has not been paid much attention with few proposed
algorithm, e.g., [10,12,13,20]. Our work is related to anytime versions of the
algorithm DBSCAN [12,13]. We will thoroughly discuss the differences between
them and our work throughout the paper and in Sect. 6.

2.2 Hierarchical Density-Based Clustering

In contrast to DBSCAN [6], OPTICS [2] does not produce explicit cluster-
ing results. Instead, it produces an order of objects in a dataset, called the
reachability-plot, that encapsulates the information of all possible clusters wrt.
arbitrary values of ε that are smaller than a predefined threshold ε∗.

Given a set of objects O which contains N objects, a distance function d :
O × O → R and two parameters ε∗ ∈ R

+ and μ ∈ N
+.
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Definition 1 (ε∗-neighborhood). The neighborhood of an object p, denoted as
Nε∗(p), is defined as a set of object q so that d(p, q) ≤ ε∗.

Nε∗(p) = {q|d(p, q) ≤ ε∗}
Definition 2 (Core-distance). The core-distance of an object p, denoted as core-
distε∗,μ(p), is defined as follows:

core-distε∗,μ(p) =
{

Undef (∞) if |Nε∗(p)| < μ
μ-dist(p) otherwise

where μ-dist(p) is the distance between p and its μ-th nearest neighbor.

Definition 3 (Reachability-distance). The reachability-distance of an object p
w.r.t. an object o, denoted as reach-distε∗,μ(p, o), is defined as follows:

reach-distε∗,μ(p, o) =
{

Undef (∞) if |Nε∗(o)| < μ
max(core-distε∗,μ(o), d(o, p)) otherwise

OPTICS maintains a sorted seedlist S to expand the order of objects. For
constructing the order of objects, OPTICS randomly picks an unprocessed object
p and calculates its core-distance. If core-distε∗,μ(p) �= Undef , all object q inside
Nε∗(p) are examined. If q is not inside S, it is inserted into S in an ascending
order w.r.t. its reachability-distance from p. If q is already inside S and reach-
distε∗,μ(q, p) is smaller than current reachability-distance of q, then q is assigned
a new reachability-distance and S is reordered w.r.t. the new change. The whole
process is repeated until S is empty and there is no unprocessed object. Clusters
can then be extracted by using a threshold ε to cut through the reachability
plot and determining the objects’ labels. Every object that has reach-dist larger
than ε is classified either as an outlier or a border object depend on its core-
dist. Otherwise, it is a core object of a cluster. Different thresholds ε provide
different clustering results. For readability, we drop the terms ε∗ and μ from the
Definitions 2 and 3 in the rest of the paper unless otherwise stated.

3 Anytime Approach for OPTICS

Assume that there exists a sequence Γ of n distance functions li : O × O → R

so that li lower-bounds d for all 1 ≤ i < n and ln equals d.

Γ = {li|∀p, q ∈ O : li(p, q) ≤ d(p, q) ∧ ln(p, q) = d(p, q)}
The general idea of our anytime approach for OPTICS, called Any-OPTICS,

is that it runs in multiple levels from L1 to Ln. At each level Li, the distance
function li is used to produce the reachability plot. However, such a naive app-
roach is extremely inefficient since the results from previous levels are totally not
exploited to reduce the runtime. Thus, in this Section, we propose a unique app-
roach to connect the results at Li and Li+1, thus allowing an efficient clustering
scheme at each level.
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Definition 4 (Distance at Li). The distance between two objects p and q at
level Li, denoted as di(p, q), is defined as the maximal distance of lj(p, q) where
1 ≤ j ≤ i.

di(p, q) = max1≤j≤i{lj(p, q)}
At each level Li, the distance function di is now used to produce a reachability

plot with OPTICS instead of li. By forcing the used distance function at each
level to be monotone increased as described in Definition 4, we can have some
important properties as described below.

Lemma 1 (Monotonicity of core-distance). The core-distance of object p at level
Li, denoted as core-distLi(p), is monotone increasing, i.e., core-distLi(p) ≤
core-distLi+1(p).

Proof (Sketch). Since di(p, q) ≤ di+1(p, q) (due to Definition 4), we have
μ-distLi(p) ≤ μ-distLi+1(p). Thus, Lemma 1 holds.

A reachability plot P of OPTICS consists of an order ω = {ω1, · · · , ωn} of
objects where ωi = ok ∈ O ∧ ωi �= ωj ∀i, j ∈ [1, n] together with core-dist and
reach-dist for each object. A subplot Puv of P is then defined as follows.

Definition 5 (Subplot). A subplot Puv of P consists of a subsequence ωuv =
{ωu, ωu+1, · · · , ωv} of ω so that (reach-dist(ωu) = Undef ∧ core-dist(ωu) �=
Undef ∧ reach-dist(ωv) �= Undef) and (reach-dist(ωv+1) = Undef ∨ v = n).

Obviously, a subplot Puv of P is a subsequence of P which starts and ends
at u and v respectively so that if we cut P with a ε = ε∗ then all objects
ωi (u ≤ i ≤ v) belong to a same cluster. And for every object ωj (j < u∨ j > v),
ωi and ωj belong to different clusters. Let PLi

and PLi+1 be the reachability
plots acquired at levels Li and Li+1, respectively.

Lemma 2 (Monotonicity of subplot). For every subplot Puv at level Li+1,
denoted as P

Li+1
uv , there exist a subplot Pkl at level Li so that ∀r (u ≤ r ≤ v) :

core-distLi+1(ωLi+1
r ) �= Undef ⇒ ∃t (k ≤ t ≤ l) : ωLi

t = ω
Li+1
r , i.e., if an object

ωr belongs to P
Li+1
uv and core-distLi+1(ωr) �= Undef then ωr belongs to PLi

kl .

Proof (Sketch). Assume that ∃g1, g2 ∈ [u, v] so that ω
Li+1
g1 and ω

Li+1
g2 belong

to different subplots PLi

k1l1
and PLi

k2l2
, respectively. Let h1 ∈ [k1, l1] and h2 ∈

[k2, l2] be the position of ω
Li+1
g1 and ω

Li+1
g2 in PLi

k1l1
and PLi

k2l2
, respectively

(ωLi+1
g1 = ωLi

h1
and ω

Li+1
g2 = ωLi

h2
). Since core-distLi+1(ωLi+1

g1 ) �= Undef and
core-distLi+1(ωLi+1

g2 ) �= Undef , we have core-distLi(ωLi

h1
) �= Undef and core-

distLi(ωLi

h2
) �= Undef (Lemma 1). Moreover, we have, di(ωLi

h1
, ωLi

h2
) ≥ ε∗. And

there is no chain of object c = {c1, c2, · · · , cp} so that core-distLi(cj) �= Undef

and di(cj , cj+1) < ε∗ and di(c1, ωLi

h1
) < ε∗ and di(cp, ω

Li

h2
) < ε∗ to connect ωLi

h1

and ωLi

h2
. Otherwise, ωLi

h1
and ωLi

h1
must belong to the same subplot at Li. Since

di(p, q) ≤ di+1(p, q), we have di+1(ω
Li+1
g1 , ω

Li+1
g2 ) ≥ ε∗. Also, there exists no
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such chain like c to connect ω
Li+1
g1 and ω

Li+1
g2 (Lemma 1 and Definition 4). Thus,

ω
Li+1
g1 and ω

Li+1
g2 must belong to different subplots at Li+1. This leads to a

contradiction.

Generally speaking, a subplot Puv at level Li might be broken into some
smaller parts at level Li+1 and there is no merging of two subplots at Li into
one at Li+1. However, some border objects might be added to broken parts of
Puv at Li+1 due to the nature of OPTICS [2].

3.1 The Proposed Algorithm Any-OPTICS

Lemmas 1 and 2 suggest a more efficient way to perform clustering rather than
naively re-running OPTICS with distance function di at each level Li. First, if
core-dist(p) at Li is Undef , we do not need to recalculate it again at Li+1 since
it is also Undef following Lemma 1. It can help to reduce the total number of
distance calculations at Li+1, thus speeding up the algorithm. Second, at Li+1,
instead of running OPTICS for re-ordering the whole dataset, we only need to re-
run OPTICS on every subplot Puv of Li and simply merge the results together
to produce a final ordered list of objects at Li+1. Note that all objects with
Undef core-dist and reach-dist do not belong to any subplot and are regarded
as outliers. We only need to put them into the head or tail of the ordered list
without further examination. This local updating scheme helps to significantly
reduce the runtime for updating the order of objects at each level. Due to space
limitation, we only briefly describe the algorithm above.

Lemma 3 (Correctness of Any-OPTICS). The final result of Any-OPTICS is
equivalent to that of OPTICS with an exception on some border objects.

Proof (Sketch). Since li lower-bounds d, we have dn(p, q) = d(p, q). The distance
update phase at Li only ignores objects with core-dist = ∞ at Li which also have
core-dist = ∞ at Lj where j > i (Lemma 1). Thus, the final core-dists of object
p of Any-OPTICS and OPTICS are identical. Due to Lemma 2, the reachability
plot at Ln is preserved at lower levels for all objects q with determined core-dists
at Ln. Thus, the final result of Any-OPTICS is equivalent to that of OPTICS
with only a minor difference on some border objects.

Similar to the naive approach, the time complexity of Any-OPTICS is∑n
i=1 O(ϕiN

2) where ϕi is the time complexity of li. However, since Any-
OPTICS can reduce the total number of distance calculations at each level
and has efficient local update scheme, it is much more efficient than the naive
approach.

3.2 The Proposed Algorithm Any-OPTICS-XS

Though the monotonicity of core-distance can help to reduce the total number
of distance calculations at each level, Any-OPTICS still incurs many redundant
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distance calculations due the ordering scheme of OPTICS. In [3], the authors
propose a novel approach built upon a data structure called Xseedlist1 and a LB
distance dlb of d for reducing redundant distance calculations. The general idea
of their algorithm is using the LB distances to guide the clustering process and
calculating the true distances only when it is necessary. Theoretically, we can
employ the Xseedlist for building the reachability plot at each level Li. However,
it is obviously a non-trivial process. Directly using li in Xseedlist is not possible
since li does not necessary lower-bound li+1. The distance functions di satisfy
the lower-bound requirement of Xseedlist. However, simply using di as a lower-
bound for di+1 results in an inefficient scheme since all the distance from d1 to
dn−1 have to be calculated for every pair of objects. In this Section, we propose
an efficient scheme, called Anytime OPTICS with XSeedlist (Any-OPTICS-XS),
for intergrating Xseedlist into the anytime scheme of Any-OPTICS.

The general idea of Any-OPTICS-XS is that it considers all the distances
dj (1 ≤ j ≤ i) as a lower-bound function for di+1 at Li+1 instead of di only. To
do so, we additionally store for each pair of objects (p, q) the level j that dj(p, q)
has been computed so far. At Li+1, dj is used as a lower-bounding distance
for di+1. When it is necessary, di+1(p, q) is calculated, and the new level i + 1 is
set for (p, q). Consequently, for every object p in object list (OL) and object q in
the predecessor list of p (PL(p)) at level Li, Flag(p, q) will contain the current
level Lj (j ≤ i) of (p, q) instead of a boolean value as in [3]. And Predist(p, q)
will contain max(core-distLi(q), dj(q, p)) (j ≤ i).

In order to reduce the total number of distance function calls, we use another
ordering function φ of Xseedlist for sorting two tuples (p, q) and (r, s). The func-
tion φ must emphasize the distance first instead of the Flag as in A-DBSCAN-XS
[13] due to the nature of expansion process of OPTICS. In case the distances
are equal, the one with higher Flag will be considered in order to reduce the
distance calculation from Lj to Li+1.

φ((p, q), (r, s)) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

> if Predist(p, q) > Predist(r, s)
< if Predist(p, q) < Predist(r, s)⎧

⎨

⎩

> if F lag(p, q) < Flag(r, s)
= if F lag(p, q) = Flag(r, s)
< if F lag(p, q) > Flag(r, s)

otherwise

Generally, the algorithm Any-OPTICS-XS consists of five sub-routines. Due
to space limitation, we only briefly described them below.

The main routine called Any-OPTICS-XS is generally similar to Any-
OPTICS. At each level Li, we only need to update all subplot Puv locally fol-
lowing Lemma 2 by calling the function Update-Cluster-Order.

1 Xseedlist consists of a list of objects called the object list (OL). Each object is
associated with a so-called predecessor list (PL). Each item of the PL contains a tuple
(Id, F lag, Predist) where Id is an object id, Flag indicates whether the Predist is
a lower-bound or true distance, and Predist(p, q) contains the reachability distance
from q to p. PL is sorted in an ascending order of Predist. OL is sorted in an
ascending order of Predist of the first object in the PL of each object.
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For updating cluster order (function Update-Cluster-Order), an object o1 at
the top of object list (OL) is examined. If the distance between o1 and its first
object in PL(o1), denoted as o11, is not updated to the current level Li, we
update the distance of the pair (o11, o1) (function Update-Distance) and reorder
the XSeedlist. Otherwise, o11 is the closest object that can be reached from all
processed objects due to the function φ. We write o1 to the order list, remove o1
from OL, and resort OL. If core-dist(o1) is not Undef (function Update-Core-
Dist), we insert all objects inside Nε(o1) into the Xseedlist (function Update-
Xseedlist). The whole process is repeated until OL is empty.

For updating the core-distance of an object q (function Update-Core-Dist),
a sorted list is used for reducing distance calculations. We repeatedly extract
the first object p that (p, q) is not updated to Li, and update (p, q) (function
Update-Distance) until the first μ objects in the sorted list have their distance
to q updated to Li. Here, we have the core-dist(q). Lemma 1 ensures that we
do not need to re-calculate core-dist(q) if it is Undef at previous level.

For inserting object into the Xseedlist (function Update-XSeedlist), for
an object o ∈ Nε∗(q), we first calculate the Predist(o, q) = max(core-
dist(q), dj(q, o). Note that core-dist(q) must already be calculated at Li, while
the distance (q, o) may not be updated to the current level Li (j < i). If o is not
in OL, we insert an entry (o : (q, Lj , P redist(o, q))) to OL. Otherwise, we insert
the tuple (q, Lj , P redist(o, q)) to PL(o). OL is then resorted by means of the
function φ.

Updating distance for a pair of objects (p, q) (function Update-Distance) is
the most important part of Any-OPTICS-XS. In [13], (p, q) is updated from Lj

to current level Li in a single step. However, due to the distance-based scheme of
OPTICS, it results in many redundant distance calculations since pairs of objects
at lowest level tend to be blindly updated first. A better choice is only updating
(p, q) to one level (Lj to Lj+1) and then let the algorithm think whether (p, q)
is worth for updating further. It leads to dramatic performance improvement in
our experiments.

Lemma 4 (Correctness of Any-OPTICS-XS). The final result of Any-OPTICS-
XS is equivalent to that of OPTICS with an exception on some border objects.

Proof (Sketch). We have dn(p, q) = d(p, q) (Definition 4). The distance update
step at Li only ignores objects with core-dist = ∞ which also have core-dist = ∞
at Lj where j > i (Lemma 1). The sorting scheme of the function Update-Core-
Dist ensures the correct μ-dist is found. Thus, the final core-dists of object p
of Any-OPTICS-XS and OPTICS are identical. Also, the sorted scheme of OL
guarantees that an object with smallest reachability distance at current level is
extracted to ordered file. Thus, the reachability distances are the same between
Any-OPTICS-XS and OPTICS. Due to Lemma 2, the reachability plot at Ln

is preserved at lower levels for all objects q with determined core-dists at Ln.
Thus, the final result of Any-OPTICS-XS is equivalent to that of OPTICS with
only a minor difference on some border objects as described in Lemma 3.
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The time complexity of Any-OPTICS-XS is
∑n

i=1 O(ϕiN
2)+N2logN where

ϕi is the time complexity of li and N2logN is the operation cost of XSeedlist.
Therefore, Any-OPTICS-XS may be worse than Any-OPTICS when dealing with
less expensive distance measure like the Euclidean (EU) distance.

4 Distance Function

In order to make Any-OPTICS and Any-OTICS-XS work properly, the distance
functions li should satisfy two conditions (not strictly): (1) li should be faster
than li+1 in terms of computation time and (2) li+1 should be generally tighter
than li in terms of LB quality. We use two different distance measures in our
experiments including EU [15] and DTW [5].

Lower-Bounding Distances. For EU distance, the Haar wavelet transform
[15] is first employed to transfer objects into coefficient domains. At each level Li,
we simply choose ki % of wavelet coefficients as features of objects and calculate
distances among them based on those features.

DTW is a well-known distance measure which has better accuracy than EU in
many data mining tasks [5]. However, its quadratic complexity is a major compu-
tation bottleneck. In [11,13], the authors propose a way to construct the LB dis-
tances for DTW on high-dimensional trajectory data based on LB Sakurai [16].
Each trajectory is discretized into segments with length l, and the LB distance
is calculated by using segment features. For constructing a sequence of LB dis-
tances, we only need to select different segment length at each level Li.

Range Query with LBs. In [16], the authors propose using a sequence of LB
distances from coarser to finer for speeding up the query processing compared
with indexing techniques. We therefore use the same multiple-levels filter-and-
refinement for speeding up the ε-range query processing of OPTICS.

5 Experiments

5.1 Evaluation Methodology

All experiments are conducted on a workstation with a 2.8 GHz i7 core CPU,
6 GB of RAM, and Windows 7 OS. Runtime results are averaged over ten
runs. All algorithms are implemented in Java. We compare our algorithms Any-
OPTICS and Any-OPTICS-XS with OPTICS and its variants including:

– OPTICS-M: OPTICS with the multiple-level filter-and-refine process
described in Sect. 4. As shown in [16], OPTICS-M is more efficient than using
indexing techniques [6] for speeding up range queries.

– OPTICS-XS: OPTICS with Xseedlist, proposed in [3]. We slightly modify it
to work with multiple LBs by using the first n − 1 levels as filter distances
to speed up the range query process. We keep Ln−1 as the LB distance for d.
This scheme is more efficient than using only one Li (1 ≤ i < n) as the LB
distance for d.
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We use Normalized Mutual Information (NMI) [19] as an external measure
for comparing clustering results. NMI scores fall in the range [0, 1], where 0
means completely independent results and 1 means complete agreement wrt.
the ground truth. Unless otherwise stated, for EU distance, we use a sequence
of LBs Γ = {5, 10, 15, 20, 25, 30, 35, 40, 45, 100}, where Li is the percentage of
Haar wavelet coefficients used (100 % means true EU distance). For DTW, we
use a sequence of LBs Γ = {35, 30, 25, 20, 15, 10, 5, 1} where Li is the length l
of each segment (l = 1 means original DTW distance). To set the parameters
of OPTICS, we run DBSCAN with different parameter combinations to find
optimal parameter values for each dataset. Then, we use the found parameter
μ and choose an arbitrary value ε∗ > ε as input parameters for OPTICS. This
ensures that the final results found by OPTICS are among the best ones. At each
level of our algorithms, clusters are extracted from a reachability plot by using
a single cut-off threshold ε that varies from ε∗ to 0 with a step size of 0.01. At
each level, the best clustering result and the cumulative runtime are reported.

Fig. 2. Performance comparison on some datasets under the EU distance. Parameters
μ and ε and runtimes of OPTICS are indicated beside the dataset names.

5.2 Performance Analysis

Figure 2 shows the comparison among various techniques on the datasets MAL-
LAT, Two Patterns, CinC ECG torso, and Wafer acquired from the UCR
Archive.2 As we can see, our algorithms obtain good clustering results (close to
the optimal results) at very early levels. Sometimes the intermediate results are
even better than the optimal ones as in the cases of Wafer and Two Patterns.
Therefore, if we stop our algorithms at level 2, for example, we can obtain a
dramatic performance acceleration of up to 14× compared to OPTICS and its
variants. At the final level, Any-OPTICS almost has the same runtime as that of
2 http://www.cs.ucr.edu/∼eamonn/time series data/. Note that these datasets are re-

interpolated to the length of 2�log(m)�+3 (where m is the dimension of each object)
to use with the Haar wavelet transform.

http://www.cs.ucr.edu/~eamonn/time_series_data/
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Fig. 3. Performance comparison on some datasets under the DTW distance. Parame-
ters μ and ε and runtimes of OPTICS are indicated beside the dataset names.

its closest competitor, OPTICS-M. Also, Any-OPTIC-XS is much better than its
related algorithm OPTICS-XS on two datasets MALLAT and CinC ECG torso;
it is 4, 5 and 8 times faster than OPTICS-M, OPTICS-XS and OPTICS, respec-
tively. In some cases, such as the dataset Wafer, the final cumulative runtimes
of Any-OPTICS-XS are worse than others. It is due to the high operation cost
of the XSeedlist. Obviously, for fast distance measures like EU, Any-OPTICS
should be a better choice than Any-OPTICS-XS (OPTICS-XS is also slower
than OPTICS-M).

Figure 3 shows the comparisons among various techniques for the datasets
Character Trajectory,3 Labomni,4 Lankersim,5 and Symbols,6 under the DTW
distance. Generally, the same results are observed as those under the EU dis-
tance. However, since DTW is computationally more expensive than EU, the
Any-OPTICS and Any-OPTICS-XS obtain much larger relative speed-ups. For
the dataset Lankersim, we can stop anytime OPTICS at level 1 and obtain a
nearly optimal result. At that level, it takes Any-OPTICS-XS only 80 s which is
18, 30, and 88 times faster than OPTICS-XS (1464.6 s), OPTICS-M (2425.6 s)
and OPTICS (6994.0 s), respectively. At the end, Any-OPTICS-XS consumes
only 772.8 s which is 2, 3, and 9 times faster than the others. Obviously, for expen-
sive distance measures, Any-OPTICS-XS is more efficient than Any-OPTICS
due to its pruning power.

5.3 Comparison by Distance Calculation Counts

Figure 4 shows the percentage of distance calculations at each level, relative
to level 1 (when no reduction can yet take place). Observe that OPTICS-XS

3 http://archive.ics.uci.edu/ml/.
4 http://cvrr.ucsd.edu/bmorris/datasets/dataset trajectory clustering.html.
5 http://www.fhwa.dot.gov/publications/research/operations/07029/index.cfm.
6 http://www.cs.ucr.edu/∼eamonn/time series data/.

http://archive.ics.uci.edu/ml/
http://cvrr.ucsd.edu/bmorris/datasets/dataset_trajectory_clustering.html
http://www.fhwa.dot.gov/publications/research/operations/07029/index.cfm
http://www.cs.ucr.edu/~eamonn/time_series_data/
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Fig. 4. The total number of distance function calls at each level of different algorithms
for the datasets CinC ECG torso and Two Patterns.

Fig. 5. Comparison between anytime OPTICS and anytime DBSCAN for the dataset
COIL20 (μ = 5, ε∗ = ε = 4.75).

significantly reduces the number of distance calculations at the final level due
to the reduction scheme of Xseedlist. Any-OPTICS has slightly fewer distance
calculations than OPTICS-M at all levels. Any-OPTICS-XS has the fewest cal-
culations among all methods at every level. This illustrates the efficacy of our
distance calculation reduction schemes. When the reduction of more expen-
sive distance calculations in later levels is sufficiently large, the anytime algo-
rithms become faster than the batch ones (as was seen in Figs. 2 and 3, for
example).

5.4 Anytime OPTICS Versus Anytime DBSCAN

Figure 5 (right) shows the total numbers of distance calculations of anytime
DBSCAN and anytime OPTICS on the dataset COIL20 acquired from the
Columbia Object Image Library.7 Note that, the same results are observed with
all other datasets. With the same parameters μ and ε∗ = ε, A-DBSCAN and
Any-OPTICS almost have the same numbers of distance calculations at all levels,
while A-DBSCAN-XS consumes less distance calculations than Any-OPTICS-
XS. It is due to the fact that OPTICS requires more intensive distance calcu-
lations for determining the core-dist and reach-dist of objects than DBSCAN.
Consequently, anytime DBSCAN is often faster than anytime OPTICS. How-
ever, smaller final runtime does not mean that anytime DBSCAN is more effi-
cient than anytime OPTICS in the context of anytime algorithms. Assume that
a user wants to have NMI > 0.7, she can stop Any-OPTICS at level 1 after
0.95 s, while she has to run A-DBSCAN to level 5 after 1.86 s, which is 2 times
slower than Any-OPTICS. Another advantage of anytime OPTICS is that it

7 http://www1.cs.columbia.edu/CAVE/software/softlib/coil-20.php.

http://www1.cs.columbia.edu/CAVE/software/softlib/coil-20.php
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Fig. 6. The effect of LB distances on a toy dataset. The result in the left is generated
with dlb1 = d ∗ 0.1. The result in the right is generated with dlb2 = d ∗ 0.5 + noise. As
we can see, using higher dlb for OPTICS does not produce better clustering quality.
If fact, the higher the correlation between dlb and d, the closer the clustering results
acquired by the lower and the true distance. Note that the correlation plots are only
drawn with 1000 randomly selected distance samples for clarity.

is much less sensitive to the quality of LB distance as shown in Fig. 5 (left).
Since the LB distances at levels 1 and 2 are too low, the clustering qualities
at levels 1 and 2 of anytime DBSCAN algorithms are consequently very low.
However, anytime OPTICS still acquires almost perfect clustering results.

5.5 Effects of the LB Distances

Why does anytime OPTICS produce quite good results at early levels? Fig. 6
shows the results of OPTICS for a toy dataset with different LB distances dlb1

and dlb2 on the left and right, respectively. Obviously, dlb2 is much tighter than
dlb1 in terms of LB qualities. However, OPTICS acquires much better results
on dlb1 than on dlb2 with NMI = 1.0 and NMI = 0.82, respectively. The
reachability plots on the left also show more consistent orders of objects w.r.t.
the ground truth than on the right. Thus, tighter LB does not mean better
clustering result. The true reason is the correlation between the LB distance
and the true distance instead. As we can see from Fig. 6, dlb1 (left) correlates
with d better than dlb2 (right). As a result, its reachability plot is more consistent
with the ground truth since the relationships among objects in terms of pairwise
distances are better preserved.

5.6 Impact of Input Parameters

Effects of the Sequence of LBs Γ . Figure 7 shows the performances of any-
time OPTICS for different sequences of LBs from Γ1 to Γ4 (in an increasing order
of LB quality). Here, better LB distances results in better clustering qualities.
The runtime of Any-OPTICS generally increases with Γ since the LB distance
becomes more expensive at each level. However, for Any-OPTICS-XS, it is more
complicated due to its distance reduction scheme. Using coarser LB distances
usually leads to fast cumulative runtimes at some initial levels however slower
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Fig. 7. The effect of the sequence of LBs Γ on the runtimes of Any-OPTICS and Any-
OPTICS-XS for the dataset COIL20 (μ = 5 and ε∗ = 6.0) where Γ1 = {1, 2, · · · , 9, 100},
Γ2 = {5, 10, · · · , 45, 100}, Γ3 = {20, 35, · · · , 60, 100}, and Γ4 = {30, 35, · · · , 70, 100}.

results at some last levels as in the case of Γ1. Conversely, in the case of Γ4,
Any-OPTICS-XS starts much slower but ends much faster than others.

Effects of the Parameter μ and ε∗8. Bigger ε∗ means bigger object’s neigh-
borhood and thus more distance calculations and higher runtimes are required
at each level. However, the influence of the parameter μ is somewhat unclear
since the performance of OPTICS is mostly affected by the neighborhood sizes
of objects. The effect of the parameters μ and ε∗ on the clustering accuracy of
OPTICS is still an open research issue and is out of scope of this paper.

6 Related Works and Discussion

Anytime Clustering Algorithms. Recently anytime clustering algorithms
have become an emerging research to cope with complex data [8,10,12,14,20].

In [10], the multi-resolution property of the Haar wavelet transform is
exploited to cast k-Means into an anytime clustering algorithm. In [20], a lower
bounding and a upper-bounding distances of DTW are employed to approximate
the distance matrix in the beginning. Then, each entry in the similarity matrix is
sequentially selected and updated with its true DTW distances following a pre-
determined ranking scheme. Kranen et al. [8] propose an anytime algorithm for
clustering data stream using an indexing scheme. Act-DBSCAN [14] could also
be regarded as an anytime algorithm. However, it is more likely be an active clus-
tering algorithm instead. Among them, anytime DBSCAN algorithms [12,13] are
closely related to our approaches in terms of using a sequence of LBs. However,
while anytime DBSCAN focuses on producing clusters, anytime OPTICS focuses
on providing reachability plots for extracting clusters. Though both approaches
exploit the monotonicity properties for reducing computation cost, they differ
in the nature: the monotonicity of cluster structures in anytime DBSCAN and
the monotonicity of reachability plots in anytime OPTICS. Moreover, as shown

8 Due to space limitation, we only summarize the result here without showing the
figure.
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in Sect. 5, anytime OPTICS is far superior to anytime DBSCAN in terms of the
anytime scheme together with its parameter robustness advantage.

Hierarchical Density-Based Clustering. OPTICS has attracted much
research effort in the literature, e.g. [3,4]. Achtert et al. [1] propose an incre-
mental version of OPTICS called IncOPTICS. In [3], the authors propose an
algorithm, here called OPTICS-XS, that uses a data structure called XSeedlist
together with a LB distance to reduce expensive distance calculations. Our algo-
rithm Any-OPTICS-XS is inspired by this approach. However, with a signifi-
cant extension including incorporating the monotonicity property of reachability
plots and a sequence of LBs, Any-OPTICS-XS dramatically improves the per-
formance compared with OPTICS-XS. Other techniques, e.g., the data bubble
[4] only approximate the results of OPTICS for enhancing performance. Only
some of them focus on complex datasets like our algorithms. Moreover, none
of those techniques is an anytime algorithm. To the best of our knowledge, our
algorithms Any-OPTICS and Any-OPTICS-XS are the first anytime approach
for OPTICS proposed in the literature so far.

Many density-based clustering algorithms rely on the monotonicity property
of the cluster structures to enhance the performance under some certain con-
ditions, e.g., subspace projection of data (SUBCLU [9]) or a sequence of LBs
(A-DBSCAN [12]). Our anytime OPTICS however is built upon the monotonic-
ity of the order of objects inside the reachability plot.

7 Conclusion

In this paper, we introduce the first any approach for the hierarchical density-
based clustering algorithm OPTICS. Our algorithms called Any-OPTICS and
Any-OPTICS-XS are built upon a sequence of LBs of the true distance func-
tion among objects and work in multiple steps wrt. the LBs. By exploiting
the monotonicity property of the core-distance and the order of objects inside
the reachability plot, our anytime algorithms can significantly reduce the total
number of distance calculations at each level as well as the reachability plot
update time. Experiments on a wide range of very large datasets show that any-
time OPTICS acquires very good clustering results at early levels. Consequently,
they enhance the performance of clustering process up to orders of magnitudes.
Even if they are run until the end, they are still much faster than other batch
algorithms.

Acknowledgement. We would like to thank Sean Chester for his helps during the
preparation of the paper. We special thank anonymous reviewers for their very helpful
and constructive comments. Part of this research was funded by a Villum postdoc
fellowship.
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Abstract. Finding interesting tree patterns hidden in large datasets is
a central topic in data mining with many practical applications. Unfor-
tunately, previous contributions have focused almost exclusively on min-
ing induced patterns from a set of small trees. The problem of mining
homomorphic patterns from a large data tree has been neglected. This is
mainly due to the challenging unbounded redundancy that homomorphic
tree patterns can display. However, mining homomorphic patterns allows
for discovering large patterns which cannot be extracted when mining
induced or embedded patterns. Large patterns better characterize big
trees which are important for many modern applications in particular
with the explosion of big data.

In this paper, we address the problem of mining frequent homomor-
phic tree patterns from a single large tree. We propose a novel app-
roach that extracts non-redundant maximal homomorphic patterns. Our
approach employs an incremental frequency computation method that
avoids the costly enumeration of all pattern matchings required by pre-
vious approaches. Matching information of already computed patterns is
materialized as bitmaps a technique that not only minimizes the memory
consumption but also the CPU time. We conduct detailed experiments to
test the performance and scalability of our approach. The experimental
evaluation shows that our approach mines larger patterns and extracts
maximal homomorphic patterns from real datasets outperforming state-
of-the-art embedded tree mining algorithms applied to a large data tree.

1 Introduction

Extracting frequent tree patterns which are hidden in data trees is central for
analyzing data and is a base step for other data mining processes including asso-
ciation rule mining, clustering and classification. Trees have emerged in recent
years as the standard format for representing, exporting, exchanging and inte-
grating data on the web (e.g., XML and JSON). Tree data are adopted in
various application areas and systems such as business process management,
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Fig. 1. Different types of mined tree patterns occurring in three of the four data trees.

NoSQL databases, key-value stores, scientific workflows, computational biology
and genome analysis.

Because of its practical importance, tree mining has been extensively studied
[2,4,6,7,10,11,14,15]. The approaches to tree mining can be basically character-
ized by two parameters: (a) the type of morphism used to map the tree patterns
to the data structure, and (b) the type of mined tree data.

Mining Homomorphic Tree Patterns. The morphism determines how a
pattern is mapped to the data tree. The morphism definition depends also on
the type of pattern considered. In the literature two types of tree patterns have
been studied: patterns whose edges represent parent-child relationships (child
edges) and patterns whose edges represent ancestor-descendant relationships
(descendant edges). Over the years, research has evolved from considering iso-
morphisms for mining patterns with child edges (induced patterns) [2,4] into
considering embeddings for mining patterns with descendant edges (embedded
patterns) [10,14,15]. Because of the descendant edges, embeddings are able to
extract patterns “hidden” (or embedded) deep within large trees which might
be missed by the induced definition [14]. Nevertheless, embeddings are restricted
because: (a) they are injective (one-to-one), and (b) they cannot map two sib-
ling nodes in a pattern to two nodes on the same path in the data tree. On
the other hand, homomorphisms are powerful morphisms that do not have those
two restrictions of embeddings. We term patterns with descendant edges, mined
through homomorphisms, homomorphic patterns. Formal definitions are pro-
vided in Sect. 2. As homomorphisms are more relaxed than embeddings, the
mined homomorphic patterns are a superset of the mined embedded patterns.

Figure 1(a) shows four data trees corresponding to different schemas to be
integrated through the mining of large tree patterns. The frequency threshold is
set to three. Figure 1(b) shows induced mined tree patterns, embedded patterns
and non-redundant homomorphic patterns. Figure 1(b) includes the largest pat-
terns that can be mined in each category. As one can see, the shown embedded
patterns are not induced patterns, and the shown homomorphic patterns are
neither embedded nor induced patterns. Further, the homomorphic patterns are
larger than all the other patterns.

Large patterns are more useful in describing data. Mining tasks usually attach
much greater importance to patterns that are larger in size, e.g., longer sequences
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are usually of more significant meaning than shorter ones in bioinfomatics [17].
As mentioned in [16] large patterns have become increasingly important in many
modern applications.

Therefore, homomorphisms and homomorphic patterns display a number of
advantages. First, they allow the extraction of patterns that cannot be extracted
by embedded patterns. Second, extracted homomorphic patterns can be larger
than embedded patterns. Finally, homomorphisms can be computed more effi-
ciently than embeddings. Indeed, the problem of checking the existence of a
homomorphism of an unordered tree pattern to a data tree is polynomial [9]
while the corresponding problem for an embedding is NP-complete [8].

Mining Patterns from a Large Data Tree. The type of mined data can be
a collection of small trees [2,4,10,14,15] or a single large tree. Surprisingly, the
problem of mining tree patterns from a single large tree has only very recently
been touched even though a plethora of interesting datasets from different areas
are in the form of a single large tree. Examples include encyclopedia databases
like Wikipedia, bibliographic databases like PubMed, scientific and experimen-
tal result databases like UniprotKB, and biological datasets like phylogenetic
trees. These datasets grow constantly with the addition of new data. Big data
applications seek to extract information from large datasets. However, mining
a single large data tree is more complex than mining a set of small data trees.
In fact, the former setting is more general than the latter, since a collection of
small trees can be modelled as a single large tree rooted at a virtual unlabeled
node. Existing algorithms for mining embedded patterns from a collection of
small trees [14] cannot scale well when the size of the data tree increases. Our
experiments show that these algorithms cannot scale beyond some hundreds of
nodes in a data tree with low frequency thresholds.

The Problem. Unfortunately, previous work has focused almost exclusively on
mining induced and embedded patterns from a set of small trees. The issue of
mining homomorphic patterns from a single large data tree has been neglected.

The Challenges. Mining homomorphic tree patterns is a challenging task.
Homomorphic tree patterns are difficult to handle as they may contain redun-
dant nodes. If their structure is not appropriately constrained, the number of
frequent patterns (and therefore the number of candidate patterns that need to
be generated) can be infinite.

Even if homomorphic patterns are successfully constrained to be non-
redundant, their number can be much larger than that of frequent embedded
patterns from the same data tree. In order for the mining algorithm to be effi-
cient, new, much faster techniques for computing the support of the candidate
homomorphic tree patterns need to be devised.

The support of patterns in the single large data tree setting cannot be any-
more the number of trees that contain the pattern as is the case in the multiple
small trees setting. A new way to define pattern support in the new setting is
needed which enjoys useful monotonic characteristics.
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Typically, one can deal with a large number of frequent patterns, by comput-
ing only maximal frequent patterns. In the context of induced tree patterns, a
pattern is maximal if there is no frequent superpattern [4]. A non-maximal pat-
tern is not returned to the user as there is a larger, more specific pattern, which
is frequent. However, in the context of homomorphic patterns, which involve
descendant edges, the concept of superpattern is not sufficient for capturing
the specificity of a pattern. A tree pattern can be more specific (and informa-
tive) without being a superpattern. For instance, the homomorphic pattern P4

of Fig. 1(b) is more specific than the homomorphic pattern P5 without being a
superpattern of P5. Therefore, a new sophisticated definition for maximal pat-
terns is required which takes into account both the particularities of the homo-
morphic patterns and the single large tree setting.

Contribution. In this paper, we address the problem of mining maximal homo-
morphic unordered tree patterns from a single large data tree. Our main contri-
butions are:

• We define the problem of extracting homomorphic and maximal homomorphic
unordered tree patterns with descendant relationships from a single large data
tree. This problem departs from previous ones which focus on mining induced
or embedded tree patterns from a set of small data trees (Sect. 2).

• We constrain the extracted homomorphic patterns to be non-redundant
in order to avoid dealing with an infinite number of frequent patterns of
unbounded size. In order to define maximal patterns, we introduce a strict
partial order on patterns characterizing specificity. A pattern which is more
specific provides more information on the data tree (Sect. 2).

• We design an efficient algorithm to discover all frequent maximal homomor-
phic tree patterns. Our algorithm wisely prunes the search space by generating
and considering only patterns that are maximal and frequent or can contribute
to the generation of maximal frequent patterns (Sect. 3).

• Our algorithm employs an incremental frequency computation method that
avoids the costly enumeration of all pattern matchings required by previous
approaches. An originality of our method is that matching information of
already computed patterns is materialized as bitmaps. Exploiting bitmaps
not only minimizes the memory consumption but also reduces CPU costs
(Sect. 3).

• We run extensive experiments to evaluate the performance and scalabil-
ity of our approach on real datasets. The experimental results show that:
(a) the mined maximal homomorphic tree patterns are larger on the average
than maximal embedded tree patterns on the same datasets, (b) our approach
mines homomorphic maximal patterns up to several orders of magnitude faster
than state-of-the-art algorithms mining embedded tree patterns when applied
to a large data tree, and (c) our algorithm consumes only a small fraction of
the memory space and scales smoothly when the size of the dataset increases
(Sect. 4).
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2 Preliminaries and Problem Definition

Trees and Inverted Lists. We consider rooted labeled trees, where each tree
has a distinguished root node and a labeling function lb mapping nodes to labels.
A tree is called ordered if it has a predefined left-to-right ordering among the
children of each node. Otherwise, it is unordered. The size of a tree is defined as
the number of its nodes. In this paper, unless otherwise specified, a tree pattern
is a rooted, labeled, unordered tree.

For every label a in an input data tree T , we construct an inverted list
La of the data nodes with label a ordered by their pre-order appearance in T .
Figure 2(a) and (b) shows a data tree and inverted lists of its labels.

Fig. 2. A tree T , its inverted lists, and occurrence info. of pattern P on T .

Tree Morphisms. There are two types of tree patterns: patterns whose edges
represent child relationships (child edges) and patterns whose edges represent
descendant relationships (descendant edges). In the literature of tree pattern
mining, different types of morphisms are employed to determine if a tree pattern
is included in a tree.

Given a pattern P and a tree T , a homomorphism from P to T is a function
m mapping nodes of P to nodes of T , such that: (1) for any node x ∈ P , lb(x) =
lb(m(x)); and (2) for any edge (x, y) ∈ P , if (x, y) is a child edge, (m(x),m(y)) is
an edge of T , while if (x, y) is a descendant edge, m(x) is an ancestor of m(y) in T .

Previous contributions have constrained the homomorphisms considered for
tree mining in different ways. Let P be a pattern with descendant edges. An
embedding from P to T is an injective function m mapping nodes of P to nodes
of T , such that: (1) for any node x ∈ P , lb(x) = lb(m(x)); and (2) (x, y) is an
edge in P iff m(x) is an ancestor of m(y) in T . Clearly, an embedding is also
a homomorphism. Notice that, in contrast to a homomorphism, an embedding
cannot map two siblings of P to two nodes on the same path in T . Patterns with
descendant edges mined using embeddings are called embedded patterns. We
call patterns with descendant edges mined using homomorphisms homomorphic
patterns. In this paper, we consider mining homomorphic patterns. The set of
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frequent embedded patterns on a data tree T is a subset of the set of frequent
homomorphic patterns on T since embeddings are restricted homomorphisms.

Pattern Nodes Occurrence Lists. We identify an occurrence of P on T by a
tuple indexed by the nodes of P whose values are the images of the corresponding
nodes in P under a homomorphism of P to T . The set of occurrences of P under
all possible homomorphisms of P to T is a relation OC whose schema is the set
of nodes of P . If X is a node in P labeled by label a, the occurrence list of X on
T is a sublist LX of the inverted list La containing only those nodes that occur
in the column for X in OC.

As an example, in Fig. 2(c), the second and third columns give the occurrence
relation and the node occurrence lists, respectively, of the pattern P on the tree
T of Fig. 2(a).

Support. We adopt for the support of tree patterns root frequency: the support
of a pattern P on a data tree T is the number of distinct images (nodes in T ) of
the root of P under all homomorphisms of P to T . In other words, the support
of P on T is the size of the occurrence list of the root of P on T .

A pattern S is frequent if its support is no less than a user defined threshold
minsup. We denote by Fk the set of all frequent patterns of size k, also known
as a k-pattern.

Constraining Patterns. When homomorphisms are considered, it is possible
that an infinite number of frequent patterns of unrestricted size can be extracted
from a dataset. In order to exclude this possibility, we consider and define next
non-redundant patterns. We say that two patterns P1 and P2 are equivalent,
if there exists a homomorphism from P1 to P2 and vice-versa. A node X in a
pattern P is redundant if the subpattern obtained from P by deleting X and all
its descendants is equivalent to P . For example, the rightmost node C of P3 and
the rightmost node B of P5 in Fig. 3 are redundant. Adding redundant nodes to
a pattern can generate an infinite number of frequent equivalent patterns which
have the same support. These patterns are not useful as they do not provide
additional information on the data tree. A pattern is non-redundant if it does
not have redundant nodes. In Fig. 3, patterns P3 and P5 are redundant while
the rest of the patterns are non-redundant. Non-redundant patterns correspond
to minimal tree-pattern queries [1] in tree databases. Their number is finite.
We discuss later how to efficiently check patterns for redundancy by identifying
redundant nodes. We set forth to extract only frequent patterns which are non-
redundant but in the process of finding frequent non-redundant patterns we
might generate also some redundant patterns.

Maximal Patterns. In order to define maximal homomorphic frequent pat-
terns, we introduce a specificity relation on patterns: A pattern P1 is more specific
than a pattern P2 (and P2 is less specific than P1) iff there is a homomorphism
from P2 to P1 but not from P1 to P2. If a pattern P1 is more specific than a
pattern P2, we write P1 ≺ P2. For instance, in Fig. 3, P1 ≺ Pi, i = 2, . . . , 7,
and P2 ≺ P6. Similarly, in Fig. 1, P2 ≺ P1, P5 ≺ P3, P4 ≺ P2 and P4 ≺ P5.
Note that P4 is more specific than P5 even though it is smaller in size than P5.
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Fig. 3. A data tree and homomorphic patterns.

Clearly, ≺ is a strict partial order. If P1 ≺ P2, P1 conveys more information on
the dataset than P2.

A frequent pattern P is maximal if there is no other frequent pattern P1,
such that P1 ≺ P . For instance, in Fig. 1, all the patterns shown are frequent
homomorphic patterns and P4 is the only maximal pattern.

Problem Statement. Given a large tree T and a minimum support threshold
minsup, our goal is to mine all maximal homomorphic frequent patterns from T .

3 Proposed Approach

Our approach for mining embedded tree patterns from a large tree iterates
between the candidate generation phase and the support counting phase. In
the first phase, we use a systematic way to generate candidate patterns that
are potentially frequent. In the second phase, we develop an efficient method to
compute the support of candidate patterns.

3.1 Candidate Generation

To generate candidate patterns, we adapt in this section the equivalence class-
based pattern generation method proposed in [14,15] so that it can address
pattern redundancy and maximality. A candidate pattern may have multiple
alternative isomorphic representations. To minimize the redundant generation
of the isomorphic representations of the same pattern, we employ a canonical
form for tree patterns [5].

Equivalence Class-Based Pattern Generation. Let P be a pattern of size
k-1. Each node of P is identified by its depth-first position in the tree, determined
through a depth-first traversal of P , by sequentially assigning numbers to the
first visit of the node. The rightmost leaf of P , denoted rml, is the node with
the highest depth-first position. The immediate prefix of P is the sub-pattern of
P obtained by deleting the rml from P . The equivalence class of P is the set of
all the patterns of size k that have P as their immediate prefix. We denote the
equivalence class of P as [P ]. Any two members of [P ] differ only in their rmls.
We use the notation P i

x to denote the k-pattern formed by adding a child node
labeled by x to the node with position i in P as the rml.
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Given an equivalence class [P ], we obtain its successor classes by expanding
patterns in [P ]. Specifically, candidates are generated by joining each pattern
P i
x ∈ [P ] with any other pattern P j

y in [P ], including itself, to produce the
patterns of the equivalence class [P i

x]. We denote the above join operation by
P i
x ⊗ P j

y . There are two possible outcomes for each P i
x ⊗ P j

y : one is obtained by
making y a sibling node of x in P i

x, the other is obtained by making y a child
node of x in P i

x. We call patterns P i
x and P j

y the left-parent and right-parent of
a join outcome, respectively.

As an example, in Fig. 3, patterns P1, P2, P3, P5, and P7 are members of
class [a/b/c]; P4 is a join outcome of P3 ⊗ P7, obtained by making the rml d of
P7 a child of the rml c of P3.

Checking Pattern Redundancy. The pattern generation process may pro-
duce candidates which are redundant (defined in Sect. 2). We discuss below
how to efficiently check pattern redundancy by identifying redundant nodes.
We exploit a result of [1] which states that: a node X of a pattern P is redun-
dant iff there exists a homomorphism h from P to itself such that h(X) �= X. A
brute-force method for checking if a pattern is redundant computes all the pos-
sible homomorphisms from P to itself. Unfortunately, the number of the homo-
morphisms can be exponential on the size of P . Therefore, we have designed
an algorithm which, given two patterns P and Q, compactly represents all the
homomorphisms from P to Q in polynomial time and space1. Our algorithm
enhances the one presented in [9] which checks if there exists a homomorphism
from one tree pattern to another while achieving the same time and space com-
plexity. Its detailed description is omitted here in the interest of space.

During the candidate generation, we cannot however simply discard
candidates that are redundant, since they may be needed for generating non-
redundant patterns. For instance, the pattern P5 shown in Fig. 3(b), is redun-
dant, but it is needed (as the left operand in a join operation with P7) to generate
the non-redundant pattern P6 shown in the same figure. Clearly, we want to avoid
as much as possible generating patterns that are redundant. In order to do so,
we introduce the notion of expandable pattern.

Definition 1 (Expandable Pattern). A pattern P is expandable, if it does
not have a redundant node X such that: (1) X is not on the rightmost path of
P , or (2) X is on the rightmost path of P and LX is equal to LX1 ∪ . . . ∪ LXk

,
where X1, . . . , Xk are the images of node X under a homomorphism from P to
itself.

Based on Definition 1, if a pattern is non-expandable, every expansion of it
is redundant. Therefore, only expandable patterns in a class are considered for
expansion.

Finding Maximal Patterns. One way to compute the maximal patterns is
to use a postprocessing pruning method. That is, first compute the set S of all
frequent homomorphic patterns, and then do the maximality check and elim-
inate non-maximal patterns by checking the specificity relation on every pair
1 https://web.njit.edu/∼dth/HomomorphicTreePattternMining.pdf.

https://web.njit.edu/~dth/HomomorphicTreePattternMining.pdf
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of patterns in S. However, the time complexity of this method is O(|S|2). It
is, therefore, inefficient since the size of S can be exponentially larger than the
number of maximal patterns.

We have developed a better method which can reduce the number of frequent
patterns that need to go through the maximality check. During the course of
mining frequent patterns, the method locates a subset of frequent patterns called
locally maximal patterns. A pattern P is locally maximal if it is frequent and
there exists no frequent pattern in the class [P ]. Clearly, a non-locally maximal
pattern is not maximal. Then, in order to identify maximal patterns, we check
only locally maximal patterns for maximality. Our experiments show that this
improvement can dramatically reduce the number of frequent patterns checked
for maximality.

3.2 Support Computation

Recall that the support of a pattern P in the input data tree T is defined as the
size of the occurrence list LR of the root R of P on T (Sect. 2). To compute LR,
a straightforward method is to first compute the relation OC which stores the
set of occurrences of P under all possible homomorphisms of P to T and then
“project” OC on column R to get LR. Fortunately, we can do much better using
a twig-join approach to compute LR without enumerating all homomorphisms
of P to T . Our approach for support computation is a complete departure from
existing approaches.

A Holistic Twig-Join Approach. In order to compute LX , we exploit a
holistic twig-join approach (e.g., TwigStack [3]), the state of the art technique
for evaluating tree-pattern queries on tree data. Algorithm TwigStack works in
two phases. In the first phase, it computes the matches of the individual root-to-
leaf paths of the pattern. In the second phase, it merge joins the path matches
to compute the results for the pattern. TwigStack ensures that each solution
to each individual query root-to-leaf path is guaranteed to be merge-joinable
with at least one solution of each of the other root-to-leaf paths in the pattern.
Therefore, the algorithm can guarantee worst-case performance linear to the size
of the data tree inverted lists (the input) and the size of the pattern matches in
the data three (the output), i.e., the algorithm is optimal.

By exploiting the above property of TwigStack, we can compute the support
of P at the first phase of TwigStack when it finds data nodes participating in
matches of root-to-leaf paths of P. There is no need to enumerate the occurrences
of pattern P on T (i.e., to compute the occurrence relation OC).

The time complexity of the above support computation method is
O(|P | × |T |), where |P | and |T | denote the size of pattern P and of the input
data tree T , respectively. Its space complexity is the min(|T |, |P |×heigh(T )). We
note that, on the other hand, the problem of computing an unordered embedding
from P to T is NP-complete [8]. As a consequence, a state-of-the-art unordered
embedded pattern mining algorithm Sleuth [14] computes pattern support in
O(|P | × |T |2|P |) time and O(|P | × |T ||P |) space.
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Nevertheless, the TwigStack-based method can still be expensive for com-
puting the support of a large number of candidates, since it needs to scan fully
the inverted lists corresponding to every candidate pattern. We present below an
incremental method, which computes the support of a pattern P by leveraging
the computation done at its parent patterns in the search space.

Computing Occurrence Lists Incrementally. Let P be a pattern and X be
a node in P labeled by a. Using TwigStack, P is computed by iterating over
the inverted lists corresponding to every pattern node. If there is a sublist, say
LX , of La such that P can be computed on T using LX instead of La, we say
that node X can be computed using LX on T . Since LX is non-strictly smaller
than La, the computation cost can be reduced. Based on this idea, we propose
an incremental method that uses the occurrence lists of the two parent patterns
of a given pattern P to compute P .

Let pattern Q be a join outcome of P i
x ⊗P j

y . By the definition of the join oper-
ation, we can easily identify a homomorphism from each parent P i

x and P j
y to Q.

Proposition 1. Let X ′ be a node in a parent Q′ of Q and X be the image of
X ′ under a homomorphism from Q′ to Q. The occurrence list LX of X on T , is
a sublist of the occurrence list LX′ of X ′ on T .

Sublist LX is the inverted list of data tree nodes that participate in the
occurrences of Q to T . By Proposition 1, X can be computed using LX′ instead
of using the corresponding label inverted list. Further, if X is the image of nodes
X1 and X2 defined by the homomorphisms from the left and right parent of Q,
respectively, we can compute X using the intersection, LX1 ∩ LX2 , of LX1 and
LX2 which is the sublist of LX1 and LX2 comprising the nodes that appear in
both LX1 and LX2 .

Using Proposition 1, we can compute Q using only the occurrence list sets of
its parents. Thus, we only need to store with each frequent pattern its occurrence
list set. Our method is space efficient since the occurrence lists can encode in
linear space an exponential number of occurrences for the pattern [3]. In contrast,
the state-of-the-art methods for mining embedded patterns [14,15] have to store
information about all the occurrences of each given pattern in T .

Occurrence Lists as Bitmaps. The occurrence list LX of a pattern node X
labeled by a on T can be represented by a bitmap on La. this is a bot array
of size |La| which has a ‘1’ bit at position i iff LX comprises the tree node at
position i of La. Then, the occurrence list set of a pattern is the set of bitmaps
of the occurrence lists of its nodes. Figure 2(c) shows an example of bitmaps for
pattern occurrence lists.

As verified by our experimental evaluation, storing the occurrence lists of
multiple patterns as bitmaps results in important space savings. Bitmaps offer
CPU cost saving as well by allowing the translation of pattern evaluation to
bitwise operations. This bitmap technique is initially introduced and exploited in
[12,13] for materializing tree-pattern views and for efficiently answering queries
using materialized views.
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3.3 The Tree Pattern Mining Algorithm

We present now our homomorphic tree pattern mining algorithm called Hom-
TreeMiner (Fig. 4). The first part of the algorithm computes the sets containing
all frequent 1-patterns F1 (i.e., nodes) and 2-patterns F2 (lines 1–2). F1 can be
easily obtained by finding inverted lists of T whose size (in terms of number
of nodes) is no less than minsup. The total time for this step is O(|T |). F2 is
computed by the following procedure: let X/Y denote a 2-pattern formed by
two elements X and Y of F1. The support of X/Y is computed via algorithm
TwigStack on the inverted lists Llb(X) and Llb(Y ) that are associated with labels
lb(X) and lb(Y ), respectively. The total time for each 2-pattern candidate is
O(|T |).

The main part of the computation is performed by procedure MineHom-
Patterns which is invoked for every frequent 2-pattern (Lines 3–4). This is a
recursive procedure. It tries to join every P i

x ∈ [P ] with any other element
P j
y ∈ [P ] including P i

x itself. Then, it computes the support of each possible
join outcome, and adds them to [P i

x] if they are frequent (Lines 1–6). Once all
P j
y have been processed, it checks if P i

x is a locally maximal pattern. If so, P i
x

is added to the maximal pattern set M (Line 7). Then, the new class [P i
x] is

recursively explored in a depth-first manner (Line 8). The recursive process is
repeated until no more frequent patterns can be generated.

Once all the locally maximal patterns have been found, the maximality check
procedure described in Sect. 3.1 is run to identify maximal patterns among the
locally maximal ones and the results are returned to the user (Lines 5–6).

Fig. 4. Homomorphic tree pattern mining algorithm.
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4 Experimental Evaluation

We implemented our algorithm HomTreeMiner and we conducted experiments
to: (a) compare the features of the extracted (maximal) homomorphic patterns
with those of (maximal) embedded patterns, and (b) study the performance of
HomTreeMiner in terms of execution time, memory consumption and scalability.

To the best of our knowledge, there is no previous algorithm computing homo-
morphic patterns from data trees. Therefore, we compared the performance of
our algorithm with state-of-the-art algorithms that compute embedded patterns
on the same dataset.

Our implementation was coded in Java. All the experiments reported here
were performed on a workstation equipped with an Intel Xeon CPU 3565
@3.20 GHz processor with 8 GB memory running JVM 1.7.0 on Windows 7 Pro-
fessional. The Java virtual machine memory size was set to 4 GB.

Datasets. We have ran experiments on four real and benchmark datasets (See
footnote 1). Due to space limitation, we only present results of our experimental
study on one real tree dataset called Treebank2 derived from computational
linguistics. The dataset is deep and comprises highly recursive and irregular
structures. Its statistics are shown below.

Dataset Tot. #nodes #labels Max/Avg depth #paths

Treebank 2437666 250 36/8.4 1392231

4.1 Algorithm Performance

We compare the performance of HomTreeMiner with two unordered embedded
tree mining algorithms Sleuth [14] and EmbTreeMiner [11]. Sleuth was designed
to mine embedded patterns from a set of small trees. In order to allow the
comparison in the single large tree setting, we adapted Sleuth by having it return
as support of a pattern the number of its root occurrences in the data tree. Emb-
TreeMiner is a newer embedded tree mining algorithm which, as HomTreeMiner,
exploits the twig-join approach and bitmaps to compute pattern support.

To the best of our knowledge, direct mining of maximal embedded patterns
has not been studied in the literature. We therefore use post-processing pruning
which eliminates non-maximal patterns after computing all frequent embedded
patterns. For this task, we implemented the unordered tree inclusion algorithm
described in [8]. As our experiments show, the cost of this post-processing step
is not significant compared to the frequent pattern mining cost.

Execution Time. We measure the total elapsed time for producing maximal
frequent patterns at different support thresholds. The total time involves the
time to generate candidate patterns, compute pattern support, and check max-
imality of frequent patterns. To allow Sleuth—which is slower—extract some
patterns within a reasonable amount of time, we used a fraction of the Treebank
dataset which consists of 35 % of the nodes of the original tree. We measured
execution times over the entire Treebank dataset in the scalability experiment.
2 http://www.cis.upenn.edu/∼treebank.

http://www.cis.upenn.edu/~treebank
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Fig. 5. Performance comparison on a fraction of Treebank.

Figure 5(d) presents evaluation statistics. As one can see, the search space
of a homomorphic pattern mining can be larger than that of embedded pattern
mining for low support levels. HomTreeMiner computes 3.7 times more candi-
dates and produces 4.25 times more frequent patterns than EmbTreeMiner at
minsup = 36.5 k. Since Treebank contains many deep, highly recursive paths,
the search space of homomorphic patterns becomes large at low support levels.

Figure 5(a) presents the total elapsed time of the three algorithms under dif-
ferent support thresholds. Due to prohibitively long times, we stopped testing
Sleuth on support levels below 50 k. We can see that HomTreeMiner runs orders
of magnitude faster than Sleuth especially for low support levels. The rate of
increase of the running time for HomTreeMiner is slower than that for Sleuth as
the support level decreases. This is expected, since HomTreeMiner computes the
support of a homomorphic pattern in time linear to the input data size, whereas
this computation is exponential for embedded pattern miners (Sect. 3.2). Fur-
thermore, Sleuth has to keep track of all possible embedded occurrences of a
candidate to a data tree, and to perform expensive join operations over these
occurrences. HomTreeMiner shows similar or better performance than EmbTree-
Miner for support levels above 40 K. The large number of candidate homomor-
phic patterns can negatively affect the time performance of HomTreeMiner at low
support levels. For example, HomTreeMiner is 2.4 times slower than EmbTree-
Miner in mining frequent patterns at minsup = 36.5 k. However, even though the
number of (candidate and frequent) homomorphic patterns is always larger than
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Fig. 6. Scalability comparison on Treebank with increasing size (minsup = 5.5 %).

Table 1. Statistics for maximal frequent patterns mined from Treebank.

Dataset Morphism # freq.
patterns

# loc.max
patterns

# max.
patterns

%max. over
freq. patterns

average
#nodes

average
height

maximum
#nodes

#common
max.patterns

Treebank
(minsup
= 45 k)

Emb 23 n/a 6 26.1 2.8 1.3 4 3

Hom 27 10 5 16.1 2.8 1.4 4

Treebank
(minsup
= 40 k)

Emb 41 n/a 9 22 3.2 1.4 5 4

Hom 81 43 8 9.8 3.4 1.6 5

Treebank
(minsup
= 36.5 k)

Emb 65 n/a 13 20 4.0 1.7 5 1

Hom 276 90 11 3.9 5.3 2.0 7

embedded patterns, this difference is not so pronounced in shallower datasets
(See footnote 1). As a consequence, HomTreeMiner largely outperforms Emb-
TreeMiner in those cases both at higher and low support levels. This is due to its
efficient computation of pattern support which does not require the enumeration
of pattern occurrences as is the case with EmbTreeMiner [11].

Figure 5(c) presents the runtime HomTreeMiner and EmbTreeMiner need
to compute the frequent patterns of a given size varying the pattern size. As
we can see, HomTreeMiner is more efficient than EmbTreeMiner in computing
frequent patterns of the same size even though the homomorphic patterns are
more numerous.

Memory Usage. We measured the memory footprint of the three algorithms
with varying support thresholds. The results are shown in Fig. 5(b). We can see
that HomTreeMiner has the best memory performance. It consumes substan-
tially less memory than both Sleuth and EmbTreeMiner in all the test cases,
whereas Sleuth consumes the largest amount of memory. This is mainly because
Sleuth needs to enumerate and store in memory all the pattern occurrences for
candidates under consideration. In contrast, HomTreeMiner avoids storing pat-
tern occurrences by storing only bitmaps of occurrence lists which are usually of
insignificant size. Although EmbTreeMiner does not store pattern occurrences,
it still has to generate pattern occurrences as intermediate results the size of
which can be substantial at low support levels.
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Scalability. In our final experiment, we studied the scalability of the three
algorithms as we increase the input data size. We generated ten fragments of the
Treebank dataset of increasing size and fixed minsup at 5.5 %.

Figure 6(a) shows that HomTreeMiner has the best time performance. It
exhibits good linear scalability as we increase the input data size. The growth of
the running time of sleuth is much sharper. HomTreeMiner outperforms Sleuth
by several orders of magnitude. It also outperforms EmbTreeMiner by a factor
of more than 2 on average.

Figure 6(b) shows that HomTreeMiner always has the smallest memory foot-
print. The growth of its memory consumption is much slower than that of both
sleuth and EmbTreeMiner.

4.2 Comparison of Mined Maximal Homomorphic and Embedded
Patterns

We computed different statistics on frequent and maximal frequent patterns
mined by HomTreeMiner and EmbTreeMiner from Treebank varying the sup-
port; the results are summarized in Fig. 5(d) and Table 1. We can make the
following observations.

First, HomTreeMiner is able to discover larger patterns than EmbTreeMiner
for the same support level. As one can see in Fig. 5(d) and Table 1, the maximum
size of frequent homomorphic patterns and the maximum size and average num-
ber of nodes and height of maximum frequent homomorphic patterns is never
smaller than that of the embedded patterns for the same support level.

Second, the number of maximal homomorphic patterns is never larger than
the number of maximal embedded patterns for the same support (Column 5 of
Table 1). Further, the number of homomorphic and embedded frequent patterns
is substantially reduced if only maximal patterns are selected (Column 6 of
Table 1). However the effect is larger on homomorphic patterns as the number of
frequent homomorphic patterns is usually larger than that of embedded patterns
for the same support level (Column 3 of Table 1).

Fig. 7. Examples of maximal patterns mined from XMark at the same support level.

Third, by further looking at the mined maximal patterns we find that the
embedded maximal patterns at a certain support level can be partitioned into
sets which correspond one-to-one to the maximal homomorphic patterns at the
same support level so that all the embedded patterns in a set are less specific than
the corresponding homomorphic pattern. Figure 7 shows two pairs of embedded
maximal patterns each from the same set in the partition and the correspond-
ing maximal homomorphic pattern. The patterns are extracted from the XMark
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dataset3. Therefore, for a number of applications, maximal homomorphic pat-
terns can offer more information in a more compact way.

5 Related Work

We now discuss, how our work relates to existing literature. The problem of
mining tree patterns from a set of small trees has been studied since the last
decade. Among the many proposed algorithms, only few mine unordered embed-
ded patterns [10,14].

TreeF inder [10] is the first unordered embedded tree pattern mining algo-
rithm. It is a two-step algorithm. In the first step, it clusters the input trees
by the co-occurrence of labels pairs. In the second step, it computes maximal
trees that are common to all the trees of each cluster. A known limitation of
TreeF inder is that it tends to miss many frequent patterns and is computation-
ally expensive.

Sleuth [14] extends the ordered embedded pattern mining algorithm
TreeMiner [15]. Unlike TreeF inder, Sleuth uses the equivalence class pattern
expansion method to generate candidates. To avoid repeated invocation of tree
inclusion checking, Sleuth maintains a list of embedded occurrences with each
pattern. It defines also a quadratic join operation over pattern occurrence lists to
compute support for candidates. The join operation becomes inefficient when the
size of pattern occurrence lists is large. Our approach relies on an incremental
stack-based approach that exploits bitmaps to efficiently compute the support
in time linear to the size of input data.

The work on mining tree patterns in a single large tree/graph setting has so
far been very limited. The only known papers are [6,7] which focus on mining
tree patterns with only child edges from a single graph, and [11] which leverages
homomorphisms to mine embedded tree patterns from a single tree. To the best
of our knowledge, our work is the first one for mining homomorphic tree patterns
with descendant edges from a single large tree.

6 Conclusion

In this paper we have addressed the problem of mining maximal frequent
homomorphic tree patterns from a single large tree. We have provided a novel
definition of maximal homomorphic patterns which takes into account homo-
morphisms, pattern specificity and the single tree setting. We have designed an
efficient algorithm that discovers all frequent non-redundant maximal homomor-
phic tree patterns. Our approach employs an incremental stack-based frequency
computation method that avoids the costly enumeration of all pattern occur-
rences required by previous approaches. An originality of our method is that
matching information of already computed patterns is materialized as bitmaps,
which greatly reduces both memory consumption and computation costs.

3 http://monetdb.cwi.nl/xml/.

http://monetdb.cwi.nl/xml/
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We have conducted extensive experiments to compare our approach with tree
mining algorithms that mine embedded patterns when applied to a large data
tree. Our results show that maximal homomorphic patterns are fewer and larger
than maximal embedded tree patterns. Further, our algorithm is as fast as the
state-of-the art algorithm mining embedded trees from a single tree while out-
performing it in terms of memory consumption and scalability.

We are currently working on incorporating user-specified constraints to the
proposed approach to enable constraint-based homomorphic pattern mining.
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8. Kilpeläinen, P., Mannila, H.: Ordered and unordered tree inclusion. SIAM J. Com-
put. 24(2), 340–356 (1995)

9. Miklau, G., Suciu, D.: Containment and equivalence for a fragment of xpath. J.
ACM 51(1), 2–45 (2004)

10. Termier, A., Rousset, M.-C., Sebag, M.: TreeFinder: a first step towards XML data
mining. In: ICDM (2002)

11. Wu, X., Theodoratos, D.: Leveraging homomorphisms and bitmaps to enable the
mining of embedded patterns from large data trees. In: Renz, M., Shahabi, C.,
Zhou, X., Cheema, M.A. (eds.) DASFAA 2015. LNCS, vol. 9049, pp. 3–20. Springer,
Heidelberg (2015)

12. Wu, X., Theodoratos, D., Wang, W.H.: Answering XML queries using materialized
views revisited. In: CIKM (2009)

13. Wu, X., Theodoratos, D., Wang, W.H., Sellis, T.: Optimizing XML queries:
bitmapped materialized views vs. indexes. Inf. Syst. 38(6), 863–884 (2013)

14. Zaki, M.J.: Efficiently mining frequent embedded unordered trees. Fundam. Inform.
66(1–2), 33–52 (2005)

15. Zaki, M.J.: Efficiently mining frequent trees in a forest: algorithms and applica-
tions. IEEE Trans. Knowl. Data Eng. 17(8), 1021–1035 (2005)

16. Zhu, F., Qu, Q., Lo, D., Yan, X., Han, J., Yu, P.S.: Mining top-k large structural
patterns in a massive network. PVLDB 4(11), 807–818 (2011)

17. Zhu, F., Yan, X., Han, J., Yu, P.S., Cheng, H.: Mining colossal frequent patterns
by core pattern fusion. In: ICDE, pp. 706–715 (2007)



CITPM: A Cluster-Based Iterative Topical
Phrase Mining Framework

Bing Li1, Bin Wang1, Rui Zhou2, Xiaochun Yang1(B), and Chengfei Liu3

1 School of Computer Science and Engineering, Northeastern University,
Liaoning 110819, China

libing@stumail.neu.edu.cn, {binwang,yangxc}@mail.neu.edu.cn
2 Centre for Applied Informatics, College of Engineering and Science,

Victoria University, Melbourne, VIC 3011, Australia
rui.zhou@vu.edu.au

3 Department of Computer Science and Software Engineering,
Swinburne University of Technology, Melbourne, VIC 3122, Australia

cliu@swin.edu.au

Abstract. A phrase is a natural, meaningful, essential semantic unit.
In topic modeling, visualizing phrases for individual topics is an
effective way to explore and understand unstructured text corpora.
Unfortunately, existing approaches predominately rely on the general dis-
tributional features between topics and phrases on an entire corpus, while
ignore the impact of domain-level topical distribution. This often leads
to losing domain-specific terminologies, and as a consequence, weakens
the coherence of topical phrases. In this paper, we present a novel frame-
work CITPM for topical phrase mining. Our framework views a corpus
as a mixture of clusters (domains), and each cluster is characterized by
documents sharing similar topical distributions. The CITPM framework
iteratively performs phrase mining, topical inferring and cluster updat-
ing until a satisfactory final result is obtained. The empirical verification
demonstrates our framework outperforms state-of-the-art works in both
aspects of interpretability and efficiency.

Keywords: Topical phrase · Phrase mining · Document clustering

1 Introduction

Topical phrase mining has been extensively studied for visualizing phrases of
individual topics and is of high value to enhance the power and efficiency to facil-
itate human to explore and understand large amounts of unstructured text data
like text corpora. An example is that topical phrases could help a reader quickly
find terminologies of different fields from a collection of papers. In another sce-
nario, if researchers could find a research field’s phrases appearing with high
frequencies in related proceedings in different years, they will be able to have an
insight into the academic trend of that research field.
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Existing approaches can be broadly classified into three categories based on
their strategies of handling phrase mining and topical modeling. The first one
tries to infer phrases and topics simultaneously, such as Bigram topic model [1],
topical N-gram [2], and PDLDA [3]. These methods mostly rely on complex gen-
erative models and often suffer from high complexity, and overall demonstrate
poor scalability outside small datasets [4]. Another category has been proposed
in the hope of overcoming shortcoming of the first category. These approaches
perform a post-processing step after inference utilizing Latent Dirichlet Allo-
cation (LDA) model. TurboTopics [5] and KERT [6] belong to this category.
However, due to not being regarded as a whole, tokens in one phrase may be
assigned to different topics during inferring, which may lead to low recall of
phrases. For the third category, a more recent work ToPMine [4] offers a differ-
ent strategy, first phrase mining then topic modeling. It firstly performs phrase
mining then takes bag-of-phrases into PhraseLDA to infer topical phrases on the
condition that the phrases should share the same latent topic.

Unfortunately, one significant drawback of using any existing approach is that
they predominately focus on distributional features between topic and phrases
as well as phrase generation method in mining topical phrase, while ignore how
domain-level topical distribution impacts on topical phrases. Usually, a corpus is
a mixture of different domains, each domain contains its own terminology and the
domain can be characterized by documents sharing similar topical distributions.
It means that a group of documents which have similar topical distributions
can be regarded as belonging to the same domain. There are domain-specific
terminologies which show high significance within one domain but low signifi-
cance in another. For example, a phrase in data mining field support vector
can be easily mined due to support and vector showing high significance of co-
occurrence in the documents of data mining domain. However, it may be hard
for domain-specific phrases to show high significance in the entire corpus where
co-occurrence is diluted by the other domains. For example, support vector is
hard to be regarded as a phrase when surrounded with documents containing
bit vector in database field and orthogonal vector in math field.

In order to effectively mine topical phrases to improve the interpretability
of topical phrases even further in both topical phrase mining and topic model
inferring by automatically clustering documents according to domain-level top-
ical distributions, we propose a cluster-based iterative topical phrase mining
(CITPM) framework. CITPM starts with taking the whole corpus as a clus-
ter, then iteratively update clusters by performing efficient and effective phrase
mining and topic inferring until clusters do not change.

The advantages of CITPM framework that differentiate itself from the previ-
ous approaches are that: It has high ability to discover domain-specific phrases
to improve the accuracy of topical phrase mining. The reason why this is impor-
tant is that even though some domain-specific phrases are not significant in the
entire corpus that fall into oblivion, these phrases can still be mined in our
framework, and owing to high quality phrases, the accuracy of topical inferring
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could be also improved. Moreover, CITPM has higher efficiency compared to the
state-of-the-art phrase mining method, TopMine.

The main contributions of this paper are as follows:

• To the best of our knowledge, CITPM is the first effort of applying clustering
into topical phrase mining to facilitate accurate topical phrase mining.

• We propose an efficient and accurate frequency counting algorithm and phrase-
ness checking algorithms in phrase mining stage. The frequency counting algo-
rithm has O(n) time complexity in general. The phraseness checking algorithm
adopts a pure statistics method which computes a threshold with theoretical
guarantee by a given statistical significant level.

• We propose a novel density peaks based document clustering method which is
in accord with the underlying hyper distribution of document topics.

The rest paper is organized as follows: Sect. 2 introduces the problem defini-
tion. Section 3 discusses every part of the CITPM framework in detail. Section 4
reports the result of empirical verification. Section 5 concludes the paper.

2 Problem Definition

This section introduces some definitions and notations:

Definition 1. A phrase Pr can be formally represented as a consecutive
sequence of tokens from jth position within cluster Ci: Pr = (wi

j , ..., w
i
j+l), l ≥ 0

Example 1. [Knowledge Expansion] over [Probabilistic Knowledge Bases];
[Frequent Itemset Mining] from Bursty [Data Streams].

As shown in Example 1, a “good” phrase should be natural and meaningful.
In this paper, we use the following three criteria for judging the quality of a
phrase:

Frequency: This criterion is based on the observation that a phrase not fre-
quent within a cluster is likely to be not important in the cluster [4]. In Exam-
ple 1, phrases such as Data Streams and Frequent Itemset Mining tend to be
“good” phrases because they have been widely used in data mining domain and
have high frequencies. This is also important for statics analysis because lower
frequency shows less statical meaning.

Phraseness [7]: If a group of adjacent phrases co-occur more significantly than
expected under a given statistical significant level, then these phrases should be
merged into a longer phrase. In Example 1, Knowledge and Bases should be
regarded as a longer phrase Knowledge Bases because they co-occur frequently.

Completeness: We do not allow a phrase to contain subset phrases. A longer
phrase can express a certain semantic more precisely if it also satisfies Frequency
and Phraseness criteria. For example, Frequent Itemset Mining is more pre-
cise than Frequent Itemset or Itemset Mining.

In this paper, the topic is defined to be a distribution over a fixed vocabulary,
and based on this definition, we define topical documents cluster as follows:
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Definition 2. A topical document cluster Ck is a collection of documents Ck =
{dk

0 , ..., d
k
sk} where all documents have similar document-topic distribution.

In topic modeling, a document can be represented as a distribution over all
topics. If two documents share similar topic distributions, means that they have
similar semantic structures. Therefore, we tend to believe that they belong to
the same domain. We will introduce how to measure this similarity in Sect. 3.3.

3 CITPM Framework

Figure 1 shows the CITPM framework which is an iterative process and consists
of four major stages: preprocessing, phrase mining, topic modeling, and cluster-
ing. The first stage preprocessing includes dropping stop-words and stemming.
This trivial step can be easily implemented by existing tools [8,9], and therefore
we will not expand in this paper. The second phrase mining stage firstly counts
all possible phrases’ frequency, and finally based on phrases’ frequency to decide
whether some adjacent phrases should be merged into longer phrases under the
guidance by performing statistical independence tests with respect to a given
significance level. In stage 3, after performing phrase mining, the presentation of
a document can be transformed from a multiset of its words (bag-of-words) into
a multiset of its phrases (bag-of-phrases) and taken as the input of topic model-
ing. In this paper, we adopts PhraseLDA [4] as our topic model. PhraseLDA is
a topic model with the assumption that tokens in the same phrase should share
the same latent topic, which is suitable for phrase-centered topic modeling. In
the fourth stage, we cluster the documents that share similar document-topic
distributions based on a novel density peaks based k-means clustering (DBPK)

Fig. 1. CITPM framework
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method, and take newly clustered documents as the input of phrase mining.
CITPM framework will iteratively perform the last three steps until converge.

We next elaborate on the four stages in the following organization: Sect. 3.1
introduces our phrase mining method. Section 3.2 describes the PhraseLDA
adopted in our paper. Section 3.3 proposes document clustering method DPBK.

3.1 Phrase Mining

Previous approaches for mining phrases primarily relied on applying a heuris-
tic “importance” ranking or “significance” score to compute the confidence of
key phrases [4,10]. However, they are not pure statistics-based and have no
theoretical statistical guarantee, and thus often produce low quality phrases.
Other approaches adopt external knowledge base or NLP constraints to filter
phrases [10,11]. Due to not purely data-driven and requiring specific language
knowledge, these methods suffer from low portability that cannot be directly
applied to another language. In this paper, we propose an effective phrase min-
ing algorithm by introducing an independence test based method, which is pure
statistics-based and has good statistical guarantee.

Our phrase mining algorithm can be divided into two steps: firstly, counting
the frequency of each possible phrase in the cluster; secondly, iteratively trying
to merge two adjacent phrases to get a longer phrase in a bottom-up manner.
We will discuss the two stages in detail in the next two subsections.

Phrase Frequency Counting: A straightforward method that follows from
Definition 1 is to enumerate all possible phrases over each document in a cluster
C from length 1 to the length of document Nd, and counts the frequency for
each possible phrase using a hash counter [4]. The number of all possible phrases
in a document is 1 + 2 + ... + Nd = N2

d+Nd

2 , and the number of all possible

phrases in C is
∑

d∈C
N2

d+Nd

2 . Although it has an O(N2) time complexity, since
the number of tokens in a document d can be very large, the straightforward
method is prohibitively expensive. To address this issue, we propose an one-pass
method which draws upon (1) document segmentation along with (2) a novel
data structure TrieCounter.

Document segmentation uses separators of natural language (e.g. comma,
period, etc.) to segment document into small partitions. It is an effective property
that cannot cross over segments when searching for a potential phrase.

TrieCounter is an effective data structure for reducing the computational
complexity for frequency counting as well as retrieving. It has better perfor-
mance than hash counter due to utilizing a trie structure. An insert operation or
retrieval operation on a trie structure has a fixed time cost O(|Pr|) (|Pr| is the
length of the phrase) in both worst case and best case, while a hash structure
spends O(N) time in the worst case (N is the total length of the cluster and
N � |Pr|), although O(1) time in the best case. For short strings like phrasese
(the average length is less than 30), several experimental studies have demon-
strated that trie is much faster than hash [12,13]. To be specific, TrieCounter
is a trie-structure in which every node stores a token (label) and the frequency
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Fig. 2. TrieCounter

of a phrase whose tokens are derived from the path from the root token to the
current token (right part of Fig. 2), each node contains a hash index that directs
to the child nodes for the sake of the efficiency of retrieval. During its building,
TrieCounter dynamically maintains a pointer list where each pointer points to a
token of an input sequence and is initialized as pointing to root. Figure 2 shows
the process of inserting token sequence a b a c b c to a TrieCounter, the black
lines and the blue lines describe the change of pointers in the pointer list before
and after reading in token b. With regard to a newly read token b, we firstly
add a new pointer (pt5) to the pointer list, then update the whole pointer list
as follows: for each pointer, search the child nodes of current pointed node, if
the child node is labelled with token b then update pointer to this child node
and increase its frequency by 1, otherwise create a new node with label b and
frequency 1.

Algorithm 1 shows our phrase frequency counting algorithm. It takes a doc-
uments cluster C and a frequency threshold ft as input. Then initializes a Tire-
Counter (lines 1 – 2) and updates each node’s frequency on each partition of
segmented documents (lines 3 – 16) by the process shown in Fig. 2.

Phraseness Checking: One observation is that if two adjacent phrases have
significant co-occurrence frequency, they might constitute one longer phrase in
a high probability. To measure the co-occurrence of two given phrases Pri and
Prj in a pure statistics manner, our phrase mining method applies a phrase
independence test. We firstly consider a null hypothesis H0 that phrase Pri and
phrase Prj are independent. Under the hypothesis H0, we have p(Pri ∧ Prj) =
p(Pri) ∗ p(Prj), therefore, the expected frequency of the co-occurrence can be
obtained by N ∗p(Pri)∗p(Prj), where N is the number of tokens in cluster C. If
H0 is valid, the observation frequency must be similar to the expected frequency.
Hence, we constructed a chi-squared test statistic CS in Eq. (1):
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Algorithm 1. Phrase Frequency Counting

Input: Cluster C, Frequency threshold ft
Output: Phrase frequency stored in a TrieCounter

1 TrieCounter ← Ø;
2 PointerList ← Ø;
3 foreach document di ∈ C do
4 Segment di into partitions Q;
5 foreach qj ∈ Q do
6 for m ← 0; m < |qj |; m + + do
7 Add a new pointer pt ← TrieCounter.root to PointerList;
8 foreach ptk ∈ PointerList do
9 if Find subnode nodet labeled with qj [m] of ptk then

10 nodet.counter increase by 1;
11 ptk ← nodet;

12 else
13 Create newNode ← (qj [m], 1);
14 Add newNode to TrieCounter;
15 ptk ← newNode;

16 PointerList ← Ø;

17 Delete the nodes in TrieCounter whose frequency is less than ft;
18 return TrieCounter;

CS =
∑

k∈categories

(Ok − Ek)
Ek

2

(1)

where Ok and Ek denote the observed frequency and expected frequency, respec-
tively, of category k within cluster C. There are four categories in our method
(Table 1). In Table 1, by F (Pri ∧ Prj) one refers to the observed co-occurrence
frequency of Pri and Prj , F (Pri) and F (Prj) denote the observed frequency
of Pri and Prj , respectively. One important advantage is that, retrieving an
observed frequency of any phrase in the former stage built TireCounter struc-
ture costs only O(|Pr|) time, where |Pr| is the length of the retrieval phrase.

From Pearson’s theorem [14], the chi-squared test statistic is drawn from
a χ2 distribution with certain degrees of freedom df (in our method df = 1).
Hence, we have CS

L→ η ∼ χ2(1). Given a significance level α, a probability
threshold below which the null hypothesis will be rejected (commonly selected
as α = 0.05),

α = P{reject H0|H0 is valid} = P{CS > χ2
1−α(1)} (2)

we can compute the corresponding critical region W (the region of the possible
values of CS under the distribution of χ2 statistic for which H0 is rejected) based
on Eq. (3)

W = {CS| CS > χ2
1−α(1)} (3)
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Algorithm 2. Phrasness Checking

Input: TrieCounter, Significance-level α
Output: Each document’s bag-of-phrases form

1 Compute critical region W by α;
2 foreach document di ∈ C do
3 Segment di into partitions Q;
4 foreach qj ∈ Q do
5 while True do
6 MaxHeap ← Compute CS for all contiguous phrase pairs by

statical information stored in TrieCounter;
7 best ← MaxHeap.root;
8 if CSbest /∈ W then
9 break;

10 else
11 Replace original phrases with the best;
12 Insert new contiguous phrase pairs which are adjcented to the

best to MaxHeap ;
13 Do heap adjustment;

14 return document’s bag-of-phrases form

Table 1. Contigency table of phrase Pri and phrase Prj

Prj ¬ Prj

Pri O1: F (Pri ∧ Prj) O2: F (Pri) − F (Pri ∧ Prj)

E1: F (Pri) ∗ F (Prj)/N E2: F (Pri) ∗ (N − F (Prj))/N

¬ Pri O3: F (Prj) − F (Pri ∧ Prj) O4: N − F (Pri) − F (Prj) + F (Pri ∧ Prj)

E3: (N − F (Pri)) ∗ F (Prj)/N E4: (N − F (Pri)) ∗ (N − F (Prj))/N

The algorithm for our phraseness checking can be summarized in Algorithm 2.
As seen in Algorithm 2, given a significance level α, our algorithm firstly com-
putes the corresponding critical region (line 1), then iteratively merges the adja-
cent phrases guided by critical region in a bottom-up manner (lines 5 – 12) until
the best CS value is not in the critical region.

3.2 Topic Modeling

In the topic modeling stage, we adopt PhraseLDA [4] as our topic model.
PhraseLDA is a variant of LDA model. It builds on the assumption of bag-of-
phrases, and use an undirected clique to model the stronger correlation of tokens
in the same phrase. To be specific, the tokens of the g-th phrase of the d-th doc-
ument form a clique Cd,g. PhraseLDA assigns the same latent topic to tokens in
the same clique. The joint distribution of PhraseLDA can be expressed as:



CITPM: A Cluster-Based Iterative Topical Phrase Mining Framework 205

P (Z,W,Φ,Θ) =
1
C

PLDA(Z,W,Φ,Θ)
∏

d,g

f(Cd,g) (4)

where C is a normalization coefficient, Z denotes latent topics, W is tokens,
Φ is multinomial distributions over words, Θ is multinomial distributions over
topic. PLDA denotes the joint distribution of classic LDA, f(Cd,g) is a function
to impose variables in a clique takes the same latent topic, it can be computed
as Eq. (5)

f(Cd,g)

{
1 if zd,g,1 = zd,g,2 = ... = zd,g,n

0 otherwise
(5)

where zd,g,i denotes the assigned topic of i-th token in clique Cd,g. For the infer-
ence, PhraseLDA uses a collapsed Gibbs sampling algorithm to sample latent
assignment variables Z from its posterior. The introduction of PhraseLDA is
very brief, because it is simply borrowed here. Readers can refer to the work [4]
for more details.

3.3 Document Clustering

Topic modeling generates topical phrase as well as distribution matrix between
documents and topics (the argument Θ in PhraseLDA model). Each θi ∈ Θ is a
k-dimensional vector, which represents the distribution of i-th document di on
k topics.

Traditional approaches for topic document clustering mostly based on the
Vector Space Model (VSM) and simply took θ as a space vector and use Euclid-
ean distance, Jaccard similarity, or Cosine similarity [15] to measure the proxim-
ity between two documents and tried to minimize the within-class scatter based
on k-means clustering [16]. However, there are two drawbacks in the previous
approaches: First, distance metrics such as Euclidian and Cosine only reflect the
spatial relations between vectors rather than the distributional relations, as a
matter of fact, θ itself is a distribution, so it may not be proper to use space dis-
tance metrics like Eucilidian or Cosine; Second, the quality of k-means clustering
highly depends on how to select the initial centroids. In order to tackle the above
issues, we propose a novel document clustering algorithm: density peaks based
k-means (DPBK) clustering, an improved k-means which takes Jensen-Shannon
divergence as proximity function and selects density peaks as initial centroids.

Formally, given a set of document-topic distribution Θ = {θ1, θ2, ..., θn},
where each distribution is a k-dimensional vector that denotes the distribution of
i-th document di on k topics. The DPBK clustering aims to partition documents
into M (M < n) clusters C = {C1, C2, ..., CM}, and to minimize the total
divergence:

TotalDivergence =
M∑

i=1

∑

θj∈Ci

JSD(θj , ci) (6)

where cj is the arithmetic average centroid of cluster Ci, and JSD is
Jensen-Shannon divergence defined in Eq. (7), where KL(θi, θj) is Kullback-
Leibler Divergence [17] between θi and θj :
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JSD(θi, θj) =
1
2
KL(θi, θj) +

1
2
KL(θj , θi) (7)

Choosing the proper initial centroids is the key step of k-means procedure,
randomly selected initial centroids often produce poor result quality [18]. Tradi-
tional approaches often ignore an important fact that Θ is drawn from a Dirichlet
distribution with hyper-parameter α, namely, Θ ∼ Dir(α). As the example in
Fig. 3 suggests, a Dirichlet distribution often contains some density peaks, which
arise when some components αi of argument α have larger |αi − 1| values. The
underlying meaning of these density peaks is that the θs that near the peaks
appear significantly. The θs near the peak can be regarded as a cluster and the
peak can be taken as the initial centroid. Thus, we propose a novel initial centroid
selection approach based on the idea that (1) cluster centroids are characterized
by higher densities; (2) centroids are expected to have relatively large distances
between each other [19].

Fig. 3. Four Dirichlet distributions probability density when topic number k = 3
for α = {(6, 2, 2), (3, 7, 5), (2, 3, 4), (6, 2, 6)}. (https://en.wikipedia.org/wiki/Dirichlet
distribution)

Based on the above idea, our approach computes each θi’s local density ρi

and distance σi with the following two equations Eqs. (8) and (10):

ρi =
∑

j

ϕ(JSD(θi, θj) − r) (8)

ρi is the local density where ϕ(x) = 1 if x < 0 and ϕ(x) = 0 otherwise, and r is
a cut-off distance. In this paper, we define r as:

r =
1

μ|maxi∈k(αi)−1| (9)

where μ > 1 is a constant coefficient. The reason for computing r by this equation
is that finding an abrupt density peak needs a small r, while it needs a larger r
while find a flat density peak requires a large r.

σi = min
j:ρj>ρi

JSD(θi, θj) (10)

σi is measured by the minimum distance between θi and any other θj with
higher density than θi. Based on the two values, the initial centroids are selected

https://en.wikipedia.org/wiki/Dirichlet_distribution
https://en.wikipedia.org/wiki/Dirichlet_distribution
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as those θs whose σi and ρi values are anomalously large. It is quantitatively
defined as Eq. (11):

Scorei = σi × ρi (11)

Algorithm 3 presents our DPBK clustering algorithm. The algorithm starts
with computing the score of every θ by Eq. (11) and selects top-M θs as the
initial centroids (lines 1 – 3), then iteratively assigns each document to its closest
centroid, and updates the centroids of each cluster until converges (lines 4 – 8).

Algorithm 3. DPBK Clustering

Input: Document-topic distribution Θ, M
Output: Clusters C

1 foreach θj ∈ Ci do
2 Compute Scorej ;

3 Select M θs with highest score as initial centroids;
4 repeat
5 foreach θj ∈ Ci do
6 Assign each θi to the nearest centroids;

7 Update the centroids of each cluster by computing arithmetic average
centroid;

8 until converge;
9 return C ;

There are two conditions to terminate the CITPM algorithm: the number
of those documents whose cluster assignments of current iterative round differ
from previous round less than a certain threshold, or no new phrase have been
mined in current round.

4 Experimental Evaluation

In this section, we firstly introduce the datasets and experimental settings,
then evaluate the performance of our CITPM framework by three tasks:
(1) demonstrating interpretability by an expert evaluation and a user study
phrase intruder, (2) showing CITPM’s efficiency by comparing it with the exist-
ing method, ToPMine, and (3) showing a case study.

Datasets: Table 2 shows the statistics of the datasets we used in our experi-
ments. Four common real datasets are used: (1) 5Conf1 has a set of paper titles
of conferences related to the areas of artificial intelligence, databases, data min-
ing, information retrieval, machine learning, and natural language processing;
(2) APNews2 contains 106K TREC AP news articles (1989); (3) Titles3 is a
1 http://web.engr.illinois.edu/elkishk2/.
2 http://www.ap.org/.
3 http://dblp.uni-trier.de/db/.

http://web.engr.illinois.edu/elkishk2/
http://www.ap.org/
http://dblp.uni-trier.de/db/
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Table 2. Statics of four datasets

Datasets 5Conf APNews Titles Abstracts

#Documents 44 K 106 K 1555 K 529 K

#Vocabulary 5 K 170 K 96 K 135 K

#Space 2.8 M 229 M 182 M 479 M

full collection of paper titles that extracted from DBLP dataset; and (4) Abstr-
tas4 contains 529K computer science paper abstracts from DBLP dataset;

Experimental Settings: According to the minimal sample principle, frequency
threshold is supposed to ensure ft � v+1, where v is the number of explanatory
variables. Empirically, to guarantee the effectiveness of test statistics, we should
have ft � 30 or ft � 3 ∗ (v + 1).

For the setting of M , there are several existing methods to justify the num-
ber of clusters M such as the elbow method [20], Akaike information crite-
rion(AIC), Bayesian information criterion(BIC), “jump” method [21]. These
methods belong to the field of cluster analysis, and this problem does not fall
into the scope of this paper, so we will not expand here. In this paper, we set M
as desired clustering of the user.

In our experiments, we set the frequency threshold ft = {5, 5, 10, 50} and
the number of clusters M = {10, 10, 50, 100} for 5Conf, AP news, Titles, and
Abstracts, respectively. Let significance level α = 0.05 for all datasets, in topic
model stage, we set the number of topics as 20 and chose Gibbs sampling itera-
tions as 50 as the arguments for PhraseLDA.

All the algorithms were implemented using Java SE Development Kit 8. The
experiments were run on a PC with an Intel Xeon 3.3 GHz 6-Cores CPU X5680
and 24 GB memory with a 1TB disk, running Ubuntu (Linux) operating system.

4.1 Interpretability

To demonstrate CITPM is of high interpretability, we conducted a domain expert
evaluation along with a phrase intruder test.

An expert evaluation was conducted on topical coherence and phrases qual-
ity. For each dataset, we asked five experts (year-2-above Ph.D. candidates of
computer science) to rate on a scale of 1 to 10 based on the following two crite-
ria: (1) Topical coherence. The phrases listed in a topic whether in accord with
the semantics of this topic. (2) Phrase quality. A phrase is natural, meaningful,
complete or not. For convenience of intuitively showing our result, we trans-
formed experts’ ratings to standard score (z-score) by zscore = μ

σ , where μ is
the mean of the ratings and σ is the standard deviation. From Fig. 4 we can
see that, in topical coherence evalution, CITPM outperforms ToPMine in all
datasets except Titiles, and in phrase quality evalution, CITPM is better than
ToPMine in all datasets.
4 http://dblp.uni-trier.de/db/.

http://dblp.uni-trier.de/db/
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Fig. 4. Expert evaluation of topical coherence and phrase quality.

We also conducted a Phrase intruder test. Phrase intruder [22] is a com-
monly used human evaluation criteria for judging the quality of topic separation.
A phrase intruder test contains a set of questions, and each question contains
four phrases which belong to the same topic and one randomly inserted intruder
phrase which belongs to a different topic. It requires participants to select the
right intruder or to indicate that they are unable to make a choice.

Fig. 5. Phrase intruder tests for vari-
ous data sets.

Fig. 6. Clustering purity.

We selected 5 knowledgeable participants and set a phrase intruder task con-
taining 30 questions. For each question, we randomly selected a topic, sampled
4 phrases from this topic, randomly inserted an intruder, and asked the partic-
ipants to answer it. As seen in Fig. 5, CITPM has a better performance in this
task for all datasets.

CITPM not only achieved better performance in the phrase intruder test but
also got higher scores in the expert evaluation on most datasets compared with
ToPMine. The results demonstrate CITPM has a better interpretability.

Figure 6 shows the clustering purity of our document clustering algorithm
DPBK vs. k-means. Using DPBK, the initial centroids are selected by a density
peaks based method with Jensen Shannon divergence as distance metric, which
is better than k-means in accord with the features of specific document-topic
distribution.
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There are two reasons why CITPM outperforms ToPMine in aspects of inter-
pretability. First, different from ToPMine which adopts a heuristic significant
score, instead, CITPM adopts a independence test based method, which can
improve the phraseness and completeness. Second, unlike ToPMine, CITPM
takes domain-specific phrases into consideration and adopts an iterative frame-
work and the DPBK algorithm to mine these phrases. That not just help to find
more phrases but the accuracy of topical inferring improved as well.

4.2 Efficiency

In this section, we examined the efficiency of our method against the state-of-the-
art method ToPMine. Figure 7(a) shows the running time of the phrase mining
stage in different datasets compared with ToPMine.

Fig. 7. Comparison of running time for various datasets.

Fig. 8. Comparison of running time for various datasets.

As expected, CITPM’s TrieCounter structure has better efficiency than ToP-
Mine’s HashCounter structure in all four datasets. In the small dataset such as
5Conf, we can see that the time is ten times smaller than ToPMine, while on



CITPM: A Cluster-Based Iterative Topical Phrase Mining Framework 211

larger datasets such as Abstracts and APNews, ToPMine takes twice time than
CITPM. The reason of the time increase is that a larger dataset may have a larger
partition length, which causes a longer retrieval time for TriCounter. Note that
the partition length usually has a limited bound in practice, so CITPM still has
advantages in a large dataset. Figure 7(b) shows how running time varies with
data size, the results demonstrate our phrase mining algorithm has a linear time
complexity owing to our efficient one-pass frequency counting algorithm.

Figure 8 shows the total running time of a single iteration comparing to
ToPMine. CITPM still has a better time cost than ToPMine. The above two
sets of experiments demonstrate that our method is of high efficiency than the
best existing method ToPMine. The reason is that, in the phrase mining stage,
to repeatedly perform frequency counting and frequency retrieving cause huge
time consumption. CITPM’s TriCounter structure really beats ToPMine’s Hash
Counter that help it to achieve a better efficiency.

4.3 Case Study

Table 3 is a sample of three topics’ top-10 phrases that mined by CITPM in the
5Conf dataset. From the table we can see that phrases in the same topic is of
high cohesion and less related between different topics. For example, phrases in
Topic 1, Topic 2 and Topic 3 have close connection within their respective
fields, artificial intelligence, database and information retrieval. Each phrase is
natural, meaningful and unambiguous, and it is not a simple aggregation of
tokens. This demonstrates CITPM works well in practice.

Table 3. A sample of three topics’ top-10 phrases.

Topic 1 Topic 2 Topic 3

Machine Learning Database Systems Information Retrieval

Artificial Intelligence Relational Databases Information Extraction

Support Vector Machines Knowledge Discovery Image Retrieval

Logistic Regression Knowledge Base Topic models

Manifold Learning Data Management Information Systems

Multiple Kernel Distributed Database Systems Document Retrieval

Vector Space Data Base Probabilistic Models

Metric Spaces Distributed Database Mixture Models

Machine Translation Knowledge Representation Retrieval System

Version Space Deductive Databases Text Retrieval

5 Conclusion and Future Work

We presented a novel framework CITPM for topical phrase mining. This
framework characterizes topical domains by document clusters and iteratively
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performs cluster updating and topical inferring in each iteration. Based on this
framework, we designed an efficient phrase frequency counting algorithm and
a phraseness checking algorithm. Moreover, we proposed a density-peak based
k-means algorithm for topical document clustering. The empirical verification
demonstrated our framework is of high interpretability and efficiency. As parts
of future work, we will investigate techniques to further improve the performance
of CITPM by combining the clustering stage and topic modeling stage.

Acknowledgments. The work was partially supported by the NSF of China for
Outstanding Young Scholars under grant 61322208, the NSF of China under grants
61272178, 61572122, the NSF of China for Key Program under grant 61532021, ARC
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Abstract. Prognostics technique aims to accurately estimate the
Remaining Useful Life (RUL) of a subsystem or a component using sen-
sor data, which has many real world applications. However, many of the
existing algorithms are based on linear models, which cannot capture the
complex relationship between the sensor data and RUL. Although Multi-
layer Perceptron (MLP) has been applied to predict RUL, it cannot learn
salient features automatically, because of its network structure. A novel
deep Convolutional Neural Network (CNN) based regression approach for
estimating the RUL is proposed in this paper. Although CNN has been
applied on tasks such as computer vision, natural language processing,
speech recognition etc., this is the first attempt to adopt CNN for RUL
estimation in prognostics. Different from the existing CNN structure for
computer vision, the convolution and pooling filters in our approach
are applied along the temporal dimension over the multi-channel sensor
data to incorporate automated feature learning from raw sensor signals
in a systematic way. Through the deep architecture, the learned fea-
tures are the higher-level abstract representation of low-level raw sensor
signals. Furthermore, feature learning and RUL estimation are mutu-
ally enhanced by the supervised feedback. We compared with several
state-of-the-art algorithms on two publicly available data sets to evalu-
ate the effectiveness of this proposed approach. The encouraging results
demonstrate that our proposed deep convolutional neural network based
regression approach for RUL estimation is not only more efficient but
also more accurate.

Keywords: Multivariate time series analysis · Deep learning ·
Convolutional neural networks · Supervised learning · Regression
methods · Prognostics · Remaining useful life

1 Introduction

Prognostic technologies are very crucial in condition based maintenance for
diverse application areas, such as manufacturing, aerospace, automotive, heavy
industry, power generation, and transportation. While accessing the degradation
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 214–228, 2016.
DOI: 10.1007/978-3-319-32025-0 14
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from expected operating conditions, prognostic technologies estimate the future
performance of a subsystem or a component to make RUL estimation. If we can
accurately predict when an engine will fail, then we can make informed mainte-
nance decision in advance to avoid disasters, reduce the maintenance cost, as well
as streamline operational activities. This paper proposes a data driven approach
to predict RUL of a complex system when the run-to-failure data is available.
Existing algorithms in the literature for RUL estimation are either based on
multivariate analysis or damage progression analysis [9,15–17,23]. However, it
is extremely challenging, if not impossible, to accurately predict RUL without a
good feature representation method. It is thus highly desirable to develop a sys-
tematical feature representation approach to effectively characterize the nature
of signals related to the prognostic tasks.

Recently, a family of learning models has emerged called as deep learning
that aim to learn higher level abstractions from the raw data [2,7], deep learn-
ing models doesn’t require any hand crafted features by people, instead they
will automatically learn a hierarchical feature representation from raw data. In
deep learning, a deep architecture with multiple layers is built up for automat-
ing feature design. Specifically, each layer in deep architecture performs a non-
linear transformation on the outputs of the previous layer, so that through deep
learning models the data are represented by a different levels of hierarchy of
features. Convolutional neural network, auto-encoders and deep belief network
are the mostly known models in deep learning. Depending on the usage of label
information, the deep learning models can be learned in either supervised or
unsupervised manner. While deep learning models achieve remarkable results in
computer vision [11], speech recognition [10], and natural language processing
[5]. To our best knowledge, it has not been exploited in the field of prognostics
for RUL estimation.

Recurrent neural network, a class of deep learning architectures is more intu-
itive model for time series data [6], however it is suitable for time series future
value prediction. In this paper we treat RUL estimation problem as multivari-
ate time series regression and solve it by adapting one particular deep learning
model, namely Convolutional Neural Network (CNN) adapted from deep learn-
ing model for image classification [1,12,13], which is the first attempt to leverage
deep learning to estimate RUL in prognostics. The key attribute of CNN is to
conduct different processing units (e.g. convolution, pooling, sigmoid/hyperbolic
tangent squashing, rectifier and normalization) alternatively. Such a variety of
processing units can yield an effective representation of local salience of the sig-
nals. Additionally, the deep architecture allows multiple layers of these processing
units to be stacked, so that this deep learning model can characterize the salience
of signals in different scales. Therefore, the features extracted by CNN are task
dependent and non-handcrafted. Moreover, these features also own more predic-
tive power, since CNN can be learned under the supervision of target values.

Recently, different CNN architectures are applied on multi-channel time series
data for activity recognition problem which is a classification task [24–26]. In [25],
a shallow CNN architecture is used consists of only one convolution and one



216 G. Sateesh Babu et al.

pooling layer, and is restricted to the accelerometer data. In [24,26], deep CNN
architectures are used and in these architectures all convolutional and pooling
filters are one-dimensional which applied along the temporally over individual
sensor time series separately. Different from classification tasks, in the applica-
tion on RUL estimation which is a regression task, the convolution and pooling
filters in CNN are applied along the temporal dimension over all sensors, and all
these feature maps for all sensors need to be unified as a common input for the
neural network regressor. Therefore, a novel architecture of CNN is developed in
this paper. In the proposed architecture for RUL estimation, convolutional fil-
ters in the initial layer are two-dimensional which applied along the temporally
over all sensors time series and final neural network regression layer employs
squared error loss function which makes the proposed architecture is different
from the existing CNN architectures for multi-channel time series data [24–26].
In the experiments, the proposed CNN based approach for RUL estimation is
compared with existing regression based approaches, across two public data sets.
Results clearly demonstrates that the proposed approach is accurately predicts
RUL than existing approaches significantly.

This paper is structured as follows: First, Sect. 2 briefly describes the problem
settings, including data sets, evaluation metrics and data preprocessing steps
that are used to evaluate the effectiveness of different algorithms. Then, Sect. 3
describes our proposed novel deep architecture CNN based regression approach
for RUL estimation. Next, Sect. 4 presents the performance comparison of the
proposed approach with the standard regression algorithms for RUL estimation.
Section 5 summarizes the conclusions from this work.

2 Problem Settings

In prognostics, it is an important problem to estimate the RUL of a component
or a subsystem, such as the engine of an airplane. Usually, some sensors, e.g.
vibration sensors, are used to collect its information that serve as features to
estimate RUL. Formally, assume that d sensors with component index i are
employed, so a multivariate time series data Xi ∈ R

d×ni can be obtained, where
the j-th column of Xi, denoted as Xi

j ∈ R
d, is a vector consisting of the signals

from the d sensors at the j-th time cycle, and Xi
ni

denotes the vector of signals
when the component fails and ni is the useful life time of a component i from
the starting. Suppose we have N same category components, e.g., N engines,
then we can collect a training set of examples {Xi

j |i = 1, . . . , N ; j = n1, . . . , nN}.
Then the task is to construct a model based on the given training set and to
perform RUL estimation on a test set {Zi ∈ R

d×mi |i = 1, . . . , M}, where Zi
j ,

j = 1, . . . , mi are signals when the component works well. Here RUL for a
component i in test set is the number of remaining time cycles it works well
from mi-th time cycle before failure. Now let’s introduce two benchmark data
sets.
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Data Sets: Two data sets chosen in this work, namely the NASA C-MAPSS
(Commercial Modular Aero-Propulsion System Simulation) data set and the
PHM 2008 Data Challenge data set [19]. The C-MAPSS data set is further
divided into 4 sub-data sets as given in Table 1. Both datasets contain simulated
data produced using a model based simulation program C-MAPSS developed by
NASA [20].

Table 1. Data sets details (Simulated from C-MAPSS)

Data set C-MAPSS PHM 2008

FD001 FD002 FD003 FD004

Train trajectories 100 260 100 249 218

Test trajectories 100 259 100 248 218

Operating conditions 1 6 1 6 6

Fault conditions 1 1 2 2 2

Both data sets are arranged in an n-by-26 matrix where n corresponds to the
number of data points in each component. Each row is a snapshot of data taken
during a single operating time cycle and in 26 columns, where 1st column repre-
sents the engine number, 2nd column represents the operational cycle number,
3–5 columns represent the three operating settings, and 6–26 columns represent
the 21 sensor values. More information about the 21 sensors can be found in
[22]. Engine performance can be effected by three operating settings in the data
significantly. Each trajectory within the train and test trajectories is assumed
to be life-cycle of an engine. While each engine is simulated with different ini-
tial conditions, these conditions are considered to be of normal conditions (no
faults). For each engine trajectory within the training sets, the last data entry
corresponds to the moment the engine is declared unhealthy or failure status.
On the other hand, test sets contains data some time before the failure and aim
here is to predict RUL in the test set for each engine. For each of the C-MAPSS
data set, the actual RUL value of the test trajectories were made available to the
public, while the actual RUL value of the test trajectories in PHM 2008 Data
Challenge data set is not available.

To fairly compare the estimation model performance on the test data, we
need some objective performance measures. In this work, we mainly employ 2
measures: scoring function, and Root Mean Square Error (RMSE), which are
introduced in details as follows:

Scoring Function: The scoring function used in this paper is identical to that
used in PHM 2008 Data Challenge. This scoring function is illustrated in Eq.
(1), where N is the number of engines in test set, S is the computed score, and
h = (Estimated RUL − True RUL).
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S =

⎧
⎨

⎩

∑N
i=1

(
e−hi

13 − 1
)

for hi < 0
∑N

i=1

(
e

hi
10 − 1

)
for hi ≥ 0

(1)

This scoring function penalizes late predictions (too late to perform mainte-
nance) more than early predictions (no big harms although it could waste main-
tenance resources). This is in line with the risk adverse attitude in aerospace
industries. However, there are several drawbacks with this function. The most
significant drawback being a single outlier (with a much late prediction) would
dominate the overall performance score (pls. refer to the exponential increase in
the right hand side of Fig. 1), thus masking the true overall accuracy of the algo-
rithm. Another drawback is the lack of consideration of the prognostic horizon
of the algorithm. The prognostic horizon assesses the time before failure which
the algorithm is able to accurately estimate the RUL value within a certain con-
fidence level. Finally, this scoring function favors algorithms which artificially
lowers the score by underestimating RUL. Despite all these shortcomings, the
scoring function is still used in this paper to provide comparison results with
other methods in literature.

RMSE: In addition to the scoring function, the Root Mean Square Error
(RMSE) of estimated RUL’s is also employed as a performance measure. RMSE
is chosen as it gives equal weight to both early and late predictions. Using RMSE
in conjunction with the scoring function would avoid to favor an algorithm which
artificially lowers the score by underestimating it but resulting in higher RMSE.
The RMSE is defined as given below:

RMSE =

√
√
√
√ 1

N

N∑

i=1

h2
i (2)

A comparative plot between the two evaluation metrics is shown in Fig. 1. It
can be observed that at lower absolute error values the scoring function results in
lower values than the RMSE. The relative characteristics of the two evaluation
metrics will be useful during the discussion of experimental results in the later
part of this paper.

In addition, to learn a model, we need to perform some data pre-processing
for which the details are given as follows.

Operating Conditions: Several literature [9,16,23], have shown that by plot-
ting the 3 operating setting values, the data points are clustered into six different
distinct clusters. This observation is only applicable for data sets with different
operating conditions, but data points from FD001 and FD003 in C-MAPSS data
set are all clustered at a single point instead – they are single operating condi-
tion sub-data sets. These clusters are assumed to correspond to the six different
operating conditions. It is therefore possible to include the operating condition
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Fig. 1. Comparison of evaluation metric values for different error values

history as a feature. This is done for FD002, FD004 and PHM 2008 Data Chal-
lenge data sets by adding 6 columns of data (multiple operating condition data
sets), representing the number of cycles spent in their respective operating con-
dition since the beginning of the series [16].

Data Normalization: Due to the 6 operating conditions, each of these operat-
ing conditions results in disparate sensor values. Therefore prior to any training
and testing, it is imperative to do data normalization so that the data points
to be within uniform scale range using Eq. (3). As normalization was carried
out within the uniform scale range for each sensor and each operating condi-
tion, this will ensure equal contribution from all features across all operating
conditions [16]. Alternatively, it is also possible to incorporate operating con-
dition information within the data to take into consideration various operating
conditions.

Norm(xc,f ) =
x(c,f) − μ(c,f)

σ(c,f)
, ∀c, f (3)

where c represents operating conditions; f represents each of the original 21
sensors. μ(c,f) is the mean and σ(c,f) is the standard deviation in c operating
condition.

RUL Target Function: In its simplest form prognostic algorithms are similar
to regression problems. However, unlike typical regression problems, an inherent
challenge for data driven prognostic problems is to determine the desired output
values for each input data point. This is because in real world applications,
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Fig. 2. Piece-wise linear RUL target function

it is impossible to accurately determine the system health status at each time
step without an accurate physics based model. A sensible solution would be to
simply assign the desired output as the actual time left before functional failure
[16]. This approach however inadvertently implies that the health of the system
degrades linearly with usage. An alternative approach is to derive the desired
output values based on a suitable degradation model. For this data-set a piece-
wise linear degradation model has proposed in [9], which limits the maximum
value of the RUL function as illustrated in Fig. 2. The maximum value was chosen
based on the observations and its numerical value is different for each data-set.

Both these approaches have their own advantages. The piece-wise linear RUL
target function is more likely to prevent the algorithm from overestimating the
RUL. In addition, it is also a more logical model as the degradation of the system
typically only starts after a certain degree of usage. On the other hand, the linear
RUL function follows the definition of RUL in the strictest sense which defined
as the time to failure. Therefore, the plot of time left of a system against the
time passed naturally results in a linear function. However, it should be noted
that in cases where knowledge of a suitable degradation model is unavailable,
the linear model is the most natural choice to use.

3 Deep Convolution Neural Network for RUL Estimation

This section presents the architecture of deep learning CNN for RUL estimation
from multi-variate time series sensor signals. The inputs are normalized sen-
sor signals in addition to the extracted features corresponding to the operating
condition history. The target values are the RUL of system at corresponding
time cycle. The considered target RUL function is a piece-wise linear function
as described in the previous sections.

Convolutional neural networks have great potential to identify the various
salient patterns of sensor signals. Specifically, lower layers processing units obtain
the local salience of the signals. The higher layers processing units obtain the
salient patterns of signals at high-level representation. Note that each layer may
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have a number of convolution or pooling operators (specified by different para-
meters) as described below, so multiple salient patterns learned from different
aspects are jointly considered in the CNN. When these operators with the same
parameters are applied on local signals (or their mapping) at different time seg-
ments, a form of translation invariance is obtained [2,7,8]. Consequently, what
matters is only the salient patterns of signals instead of their positions or scales.
However, in RUL estimation we confront with multiple channels of time series
signals, in which the traditional CNN cannot be used directly. The challenges in
our problem include (i) Processing units in CNN need to be applied along tem-
poral dimension and (ii) Sharing or unifying the units in CNN among multiple
sensors. In what follows, we will define the convolution and pooling filters along
the temporal dimension, and then present the entire architecture of the CNN
used in RUL estimation.

3.1 Architecture

We start with the notations used in the CNN. A sliding window strategy is
adopted to segment the time series signal into a collection of short pieces of
signals. Specifically, an instance used by the CNN is a two-dimensional matrix
containing r data samples each sample with D attributes (In case of single oper-
ating condition sub-data sets D attributes are taken as d raw sensor signals and
in case of multiple operating condition sub-data sets D attributes includes d raw
sensor signals along with extracted features corresponding to the operating con-
dition history as explained in operating condition subsection in problem settings
section). Here, r is chosen to be as the sampling rate (15 used in the experiments
because one of the test engine trajectories has only 15 time cycle data samples),
and the step size of sliding a window is chosen to be 1. One may choose larger
step size to decrease the amount of the instances for lesser computational cost.
For training data, the true RUL of the matrix instance is determined by the true
RUL of the last record.

In this proposed architecture as shown in Fig. 3, conventional CNN is modi-
fied and applied to multi-variate time series regression as follows: On each seg-
mented multi-variate time series we perform feature learning jointly. At the end
of feature learning, we concatenate a normal multi-layer perceptron (MLP) for
RUL estimation. Specifically in this work, we use 2-pairs of convolution layers
and pooling layers, and one normal fully connected multi layered perceptron.
It includes D-channel inputs and length of each input is 15. This segmented
multi-variate time series (D × 15) is fed into a 2-stages of convolution and pool-
ing layers. Then, we concatenate all end layer feature maps into a vector as the
MLP input for RUL estimation. Training stage involves the CNN parameters
estimation by standard back propagation algorithm using stochastic gradient
descent method to optimize objective function, which is cumulative square error
of the CNN model.

Convolution Layer: In the convolution layers, the previous layer’s feature
maps are convolved with several convolutional kernels (to be learned in the
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Fig. 3. Proposed CNN architecture for RUL estimation on PHM 2008 Data Challenge
data set. This architecture consists of segmented multi-variate time series input, 2
convolutional filtering layers, 2 pooling filtering layers, and one fully connected layer.

training process). The output of the convolution operators added by a bias (to
be learned) and the feature map for next layer is computed through the activation
function. The output feature map of convolution layer computed as given below:

xl
j = sigm

(
zlj

)
, zlj =

∑

i

xl−1
i ∗ kl

ij + blj (4)

Where ∗ denotes the convolution operator, xl−1
i and xl

j are the convolution
filter input and output, sigm() denotes the sigmoid function, and zlj is the input
of non-linear sigmoid function. Sigmoid function is used due to its simplicity.
We apply convolution filters of size D × 4 in the first convolution layer. In the
second convolution layer we apply convolution filters of size 1 × 3.

Pooling Layer: In the pooling layers, the input features are sub-sampled by
suitable factor such that the feature maps resolution is reduced to increase the
invariance of features to distortions on the inputs. We utilize average pooling
without overlapping for all stage in our work. The input feature-maps are parti-
tioned by the average pooling and results into a set of non-overlapping regions.
For each sub-region output is the average value. Pooling layer output feature
map is computed as given below:

xl+1
j = down

(
xl
j

)
(5)

Where xl
j is the input and xl+1

j is the output of pooling layer, and down(.)
represents the sub-sampling function for average pooling. We apply pooling
filters of size 1 × 2 in the first and second pooling layers.
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3.2 Training Process

As in traditional MLP training for regression task, we used the squared error
loss function in our CNN based architecture defined as: E = 1

2 (y(t) − y∗(t))2,
where y∗(t) is the predicted RUL value and y(t) is the target RUL of the
t-th training sample. In the training of our CNN model, we utilize stochastic
gradient descent based optimization method for optimal parameters estimation
of the network and back propagation algorithm to minimize the loss function
[14]. Training procedure includes three cascaded phases of forward propagation,
backward propagation and the application of gradients.

Forward Propagation: The objective of the forward propagation is to deter-
mine the predicted output of CNN model on segmented multi-variate time series
input. Specifically, each layer output feature maps are computed. As mentioned
in the before sections, each stage contains convolution layer followed by pooling
layer. We compute the output of convolution and pooling layers using Eqs. (4)
and (5) respectively. Eventually, a single fully connected layer is connected with
feature extractor.

Backward Propagation: Once one iteration of forward propagation is done,
we will have the error value, with the squared error loss function. The predicted
error propagates back on each layer parameters from last layer to first layer,
derivatives chain commonly applied for this procedure.

For the backward propagation of errors in the second stage pooling layer, the
xl−1
j ’s derivative is calculated by the up-sampling function up(.), it is an inverse

operation of the sub-sampling function down(.)

∂E

∂xl−1
j

= up(
∂E

∂xl
j

) (6)

In the second stage feature extraction layer, zlj ’s derivative is calculated as
same in hidden layer of MLP.

δlj =
∂E

∂zlj
=

∂E

∂xl
j

∂xl
j

∂zlj
= sigm′(zlj) � up(

∂E

∂xl+1
j

) (7)

In the above equation element wise product is denoted by � symbol and bias
derivative is calculated by summating all values in δlj as given below:

∂E

∂blj
=

∑

u

(δlj)u (8)

The kernel weight kl
ij ’s derivative is calculated by summating all values

related the kernel and it is calculated with convolution operation as given below:

∂E

∂kl
ij

=
∂E

∂zlj

∂zlj
∂kl

ij

= δlj ∗ reverse(xl−1
i ) (9)
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Where reverse(.) is the function of reversing corresponding feature extractor.
At the end, we calculate xl−1

i ’s derivative as given below:

∂E

∂xl−1
i

=
∑

j

∂E

∂zlj

∂zlj
∂xl−1

i

=
∑

j

pad(δlj) ∗ reverse(kl
ij) (10)

In the above equation pad(.) denotes the padding function, it pads zeros to δlj
at both ends. Specifically, pad(.) function will pad at each end of δlj with nl

2 − 1
zeros, where nl

2 is the size of kl
ij .

Apply Gradients: After the calculation of values of parameters derivatives,
we can apply them to update parameters. Assume that the cost function that
we want to minimize is E(w). Gradient descent tells us to modify weights w in
the direction of steepest descent in E:

wl
ij = wl

ij − η
∂E

∂wl
ij

(11)

Where η is the learning rate, the learning rate is a parameter that determines
how much an updating step influences the current value of weights, and if it’s
too large it will have a correspondingly large modification of the weights wij .
More details about forward propagation, backward propagation and application
of gradients can be found in [3,14].

4 Experimental Results

In this section, we have performed extensive experiments for comparison of our
proposed CNN based regression model (CNN in short) with three regression
algorithms in the state-of-the-art, including Multi-layer Perceptron (MLP) [18],
Support Vector Regression (SVR) [4] and Relevance Vector Regression (RVR)
[21], on two publicly available data sets. The tunable parameters of all the four
techniques, namely CNN, MLP, SVR and RVR, are chosen using standard 5-fold
cross-validation procedure based on the training set only, where we tune their
parameter values for training these models on the randomly selected four folds
and choose their final values that give the best results in the last fold.

4.1 Results on C-MAPSS Data Set

The four algorithms were tested on four C-MAPSS sub-data sets (see Table 1).
Table 2 illustrates their comparison results across four sub-data sets in terms
of RMSE values. It is observed that CNN achieved the lower RMSE values
consistently on all the sub-data sets than MLP, SVR and RVR, regardless of
the operating conditions, indicating the proposed deep learning method can find
more informative features than shallow features and features from naive MLP
network. Among the four methods, MLP achieved higher RMSE values on all the
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four sub-data sets than the remaining methods, signifying that naive deep model
can even harm the performance and further verified the necessity to explore
modern deep learning techniques. SVR achieved the lower RMSE values than
MLP and RVR on single operating condition data sets, i.e. the first and third
sub-data sets. Furthermore, RVR achieved the lower RMSE values than MLP
and SVR on multiple operating condition data sets, i.e. the second and fourth
sub-data sets. This demonstrates that none of the existing traditional methods
can beat the others consistently, while our proposed CNN method consistently
achieves significantly better results across multiple data sets.

Table 2. RMSE for various algorithms on C-MAPSS data set

Algorithms C-MAPSS data sets

FD001 FD002 FD003 FD004

MLP 37.5629 80.0301 37.3853 77.3688

SVR 20.9640 41.9963 21.0480 45.3475

RVR 23.7985 31.2956 22.3678 34.3403

CNN 18.4480 30.2944 19.8174 29.1568

Table 3. Scores for various algorithms on C-MAPSS data set

Algorithms C-MAPSS data sets

FD001 FD002 FD003 FD004

MLP 1.7972 ∗ 104 7.8028 ∗ 106 1.7409 ∗ 104 5.6166 ∗ 106

SVR 1.3815 ∗ 103 5.8990 ∗ 105 1.5983 ∗ 103 3.7114 ∗ 105

RVR 1.5029 ∗ 103 1.7423 ∗ 104 1.4316 ∗ 103 2.6509 ∗ 104

CNN 1.2867 ∗ 103 1.3570 ∗ 104 1.5962 ∗ 103 7.8864 ∗ 103

Similarly, in the same C-MAPSS data sets, Table 3 describes the compar-
ison results for all the four methods in terms of the evaluation scores, illus-
trated as scoring function in Fig. 1. It is observed that CNN achieved lower
(better) score values than the MLP, SVR and RVR on multi operating condition
data sets, i.e. second and fourth sub-data sets, as well as on 1 single operat-
ing condition data set, i.e. first sub-data set. Among the four methods MLP
achieved higher score values (worst results) on all the four sub-data sets than
remaining methods regardless of the operating conditions. CNN achieved slightly
higher (worse) scores than the RVR on one single operating condition data set,
i.e. third sub-data set, even though the RMSE values are lower. Coupled with
the characteristics of each evaluation metric (Fig. 1), it implies that the slightly
high score could be caused by certain outliers in predicting the RUL. Based on
these observations, we find that performance of the methods for RUL estimation
also depends on their operating conditions.
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Table 4. Scores for various algorithms on PHM 2008 Data Challenge test data set

Algorithms Score

MLP 3212

SVR 15886

RVR 8242

CNN 2056

4.2 Results on PHM 2008 Data Challenge Data Set

Finally, we also evaluate the performance of the four algorithms on the PHM
2008 Data Challenge test data set. After we execute the 4 algorithms to compute
the estimated RULs of 218 engines in the test data set, they were then uploaded
to the NASA Data Repository website and a single score was then calculated by
the website as the final output.

We can observe from the results in Table 4, our proposed CNN based app-
roach outperforms the existing regression methods based approaches significantly
by producing much lower score (see Fig. 1), indicating that the predicted fail-
ure time from our proposed CNN model is very near to the actual failure time
or their ground truth values. Hence, we can conclude that CNN based regres-
sion approach is better than the standard shallow architecture based regression
methods for RUL estimation.

5 Conclusion

Clearly, accurate estimation of RUL has great benefits and advantages in many
real-world applications across different industrial verticals. As the first attempt
to adapt deep learning to estimate RUL for prognostic problem, this paper inves-
tigated a novel deep architecture CNN based regressor to estimate the RUL of
complex system from multivariate time series data. This proposed deep archi-
tecture mainly employs the convolution and pooling layers to capture the salient
patterns of the sensor signals at different time scales. All identified salient pat-
terns are systematically unified and finally mapped into the RUL in the esti-
mation model. To evaluate the proposed algorithm, we examined its empirical
performance on two public data sets and our experimental results shows that it
significantly outperforms the existing state-of-the-art shallow regression models
that have been utilized extensively for RUL estimation in literature. As in our
future study, we would like to further explore novel deep learning techniques to
tackle a variety of emerging real-world problems in prognostics field.
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Abstract. Multiple-Instance Learning (MIL) represents a new class of
supervised learning tasks, where training examples are bags of instances
with labels only available for the bags. To solve the instance label ambi-
guity, instance selection based MIL models were proposed to convert bag
learning to traditional vector learning. However, existing MIL instance
selection approaches are all based on the instances inside the bags. In this
case, at the original instance space, those potential informative instances,
which do not occur in the bags are discarded. In this paper, we propose a
novel learning method, MILEIS (Multiple-Instance Learning with Evo-
lutionary Instance Selection), to adaptively determine the informative
instances for feature mapping. The unique evolutionary search mecha-
nism, including instance initialization, mutation, and crossover, ensures
that MILEIS can adjust itself to the data without explicit specification
of functional or distributional form for the underlying model. By doing
so, MILEIS can also take full advantage of those creative informative
instances to help feature mapping in an accurate way. Experiments and
comparisons on real-world applications demonstrate the effectiveness of
the proposed method.

Keywords: Multiple-instance learning · Instance selection · Feature
mapping · Evolutionary machine learning · Classification

1 Introduction

Multiple-instance learning (MIL) is a novel type of learning task proposed by
Dietterich et al. [1] during Bio-pharmaceutical activity test. It provides a frame-
work to handle the collections of instances (i.e., bags) instead of individual
instances. In the MIL problem, an individual example is called a bag, which
contains multiple instances [2,3]. Compared with single instance learning (SIL),
the label of a bag is observable, while the label of an instance in the bag is
c© Springer International Publishing Switzerland 2016
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unobservable due to the bag constraint (i.e., a bag is labeled positive if at
least one instance inside the bag is positive, and negative otherwise). There-
fore, conventional supervised classification methods are not suitable for solving
MIL problems because of the instance label ambiguity [4].

Over the past few years, many applications have been formulated as the MIL
problems, such as drug activity prediction [5], graph mining [6,7], image classi-
fication [8], web recommendation [9], and object detection [10]. For example, in
content based image classification, an image can be repressed as a bag and regions
inside the images can be represented as instances. A bag is labeled as positive
if any region inside the image contains objects interesting to users, e.g., a leop-
ard. To solve these MIL problems, researchers have proposed many approaches,
which can be roughly divided into two categories: (a) updating an existing learning
algorithm to tackle the label ambiguity problem [11] and (b) developing a learn-
ing paradigm specifically for multiple-instance learning [12]. However, in the real-
word applications, one potential problem that deteriorates the performance of the
above methods is the possible large number of instances in a bag. For example,
the content-based image classification data set contains numerous images, with
each image consisting of a number of small regions. Accordingly, an image can be
presented as a bag of instances (i.e., regions). Therefore, the total number of the
instances may be very large. For a region-based image, different regions/instances
in a bag make different contributions to the image classification. The more infor-
mative instances we have, the more information can be provided to the learning
task. In this case, how to select the most informative instances in each bag remains
a challenging problem for multiple-instance learning.

Recently, some instance selection based MIL methods have been proposed.
According to changes of the feature space occurring in the learning process,
they can be generally grouped into two categories: (a) non-feature mapping
approaches and (b) feature mapping approaches. For the former approaches
(such as arithmetic mean model, geometric mean model and max-min model
[13,14]), a bag will be represented by an instance inside the bag. By doing so, all
bags are transformed to a set of instances in the same feature space. Thus, tra-
ditional learning classifier can be used for classification. This type of approaches
provide an intuitive way to directly use one instance for bag representation,
and could achieve good performance in some special domains. Nevertheless, the
non-feature mapping approaches will lead to the information loss issue, because
only a small number of instances are explored for bag representation with the
remaining instances being discarded. By contrast, the basic idea of the latter
feature mapping approaches is to map each bag into a single instance in the
new feature space by using a set of instance prototypes (i.e., IPs). And then, a
traditional classifier can be constructed in this new feature space. Notice that all
existing feature mapping approaches (such as MILES [15] and MILIS [16]) are
based on the instance prototype IPs, which consists of the instances in bags. In
this case, in the original instance space, those potential informative instances,
which do not occur in the bags are discarded. In other words, the performance
of existing MIL feature mapping approaches will be restricted by the available
instance prototype IPs selected from training bags. Therefore, how to select a
promising set of instance prototypes is vital to feature mapping approaches.
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Based on the above observation, we propose a self-adaptive learning frame-
work for instance selection based MIL in this paper. Our method uses evolution-
ary principles to design an automated search strategy to find the optimal instance
prototype IPs for bag mapping. The unique evolutionary computation processes,
including initialization, mutation, and crossover, ensure that our method can
adjust itself to the data without any explicit specification of functional or dis-
tributional form for the underlying model. Compared with the existing feature
mapping MIL methods, our proposed method can take full advantage of those
creative informative instances to help bag mapping in an accurate way. Exper-
iments and comparisons on two different types of real-world applications (each
application contains three benchmark data sets) demonstrate that the proposed
MILEIS (Multiple-Instance Learning with Evolutionary Instance Selection) can
successfully find optimal instance prototype IPs for further learning.

The remainder of the paper is organized as follows: In Sect. 2, we review the
related work on instance selection based multiple-instance learning approaches.
Preliminary and problem statement are addressed in Sect. 3. Section 4 presents
the implementation of the proposed evolutionary instance selection based MIL.
To demonstrate the effectiveness of the proposed method, we report the experi-
mental results in Sect. 5. Finally, we conclude the paper in Sect. 6.

2 Related Work

Multiple-instance learning is a variation of supervised learning [1]. To tackle a
variety of real-world applications, numerous MIL approaches are proposed [17].
Recently, a novel type of approaches convert the MIL problem into a standard
single instance learning problem and then the MIL issue can be solved by a
conventional classifier [14–16], which can be broadly divided into two categories:
(a) non-feature mapping methods and (b) feature mapping methods.

2.1 Non-Feature Mapping Based MIL

In non-feature mapping methods, the basic idea is to choose one instance to
substitute a bag in a reasonable manner. An intuitive method is to randomly
choose an instance for bag representation. Besides, the other three main promis-
ing non-feature mapping models are “arithmetic mean model”, “geometric mean
model” and “max-min model” [13,14]. The first two non-feature mapping mod-
els are based on the assumption that each individual instance within a bag
contributes independently and equally to the bag label. Therefore, the arith-
metic mean model simply calculates the arithmetic mean of the instances for
each bag, while the geometric mean model calculates the geometric mean of the
instances for each bag. The max-min model records both the minimum and max-
imum values of each dimension for every bag. After choosing the representative
instances from each bag, the MIL problem is converted to a SIL problem, and
a conventional classifier can be applied to the new instances for a classification
task instead of the bags. However, non-feature mapping methods will lead to the
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problem of information loss and impair the classification performance, because
most information of instances in a bag are discarded.

2.2 Feature Mapping Based MIL

In feature mapping methods, the basic idea is to choose a set of instance proto-
type IPs to map each bag into a new bag-level feature space. Two representative
methods are MILES [15] and MILIS [16]. MILES does not define an explicit
mechanism for instance prototypes selection, because the instance prototypes
(i.e., IPs) are composed of all instances in the training bags. After that, MILES
maps each bag into a feature space defined by IPs via a bag-instance similarity
measure. Since negative instances in negative bags can have very general distrib-
utions, in MILIS, the most positive instance and the most negative instance are
selected as instance prototype from each positive bag and negative bag, respec-
tively. The notion of most negative is reciprocal to most positive and measured
by the likelihood of the instance being negative based on the distributions of
negative instances. These instance prototypes (IPs) are used to map each bag
into a new bag-level feature space, and then any traditional classifier can be
directly employed for further learning. Obviously, the IPs generated by MILES
and MILIS consist of the existing instances in the training bags. Such instance
restriction may result in inferior classification performance, because in the orig-
inal instance space, those potential informative instances, which do not occur in
the bags are discarded.

Fig. 1. A conceptual view of multiple-instance learning with evolutionary instance
selection (MILEIS). The training phase of MILEIS includes: (a) Initial instance selec-
tion; (b) Feature mapping in training data set; (c) SIL classification in training data
set; (d) Self-adaptive Instance updating via evolutionary mechanism; and (e) Choos-
ing the optimal IPs with highest learning performance. Meanwhile, the testing phase
of MILEIS consists of: (f) Feature mapping with the optimal IPs in testing data set;
(g) SIL classification in testing data set; and (h) Obtaining the classification result.
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By making full use of the existing instances and the creative informative
instances, our proposed self-adaptively evolutionary instance selection based
MIL can achieve a more accurate bag mapping.

3 Preliminaries and Problem Statement

3.1 Preliminaries

Suppose that there is a bag set B = {B1, ..., Bn} with n bags, and Bi is the ith
bag. Assume that Y = {y1, ..., yn} is the label set where yi is the label of Bi.
A positive bag’s (B+

i ) label can be denoted as yi = +1, while a negative bag’s
(B−

j ) label can be denoted as yj = −1. For each bag Bi, the number of instances
inside the bag can be denoted by ni, and xi,j , j = 1, 2, ..., ni indicates the jth
instance in Bi. For each instance xi,j , the label is unobservable due to the bag
constraint.

Algorithm 1. MILEIS: MIL with Evolutionary Instance Selection
Input:

The Size of IPs candidates: L;
Maximum Evolutionary Generation: MaxGen;
IPs candidate pool: X = {x1, ...,xL};
Training Data Set: Ba; Testing Data Set: Bb;

Output:
The predicted class labels Yb of the testing bags Bb;

//Training Phase:

1: X ← Initialize each instance prototype (Sect. 4.1)
2: t ← 1
3: while (t ≤ MaxGen) do
4: Ha ← Apply each IPs xi to map Ba into the bag-level features (Sect. 4.2).
5: (Xc)t ← xt

c ← Apply a conventional classifier bulit on Ha to calculate the
fitness (classification accuracy) of all IPs f(xt

i) and find the xt
c with best fitness

(Sect. 4.3);
6: Apply mutation operator to obtain IPs xc

i form parent candidate pool.
7: Apply crossover operator to obtain IPs xm

i form mutation candidate pool.
8: Xt+1 ← Apply selection operator to obtain the next generation from crossover

candidate pool, if f(vi) ≥ f(xi), keep IPs vi (generated from crossover opera-
tion) to the next generation, otherwise retain IPs xi.

9: t = t + 1;
10: end while
11: x∗

c ← xt
c. //The final optimal instance prototype set

//Testing Phase:
12: Hb ← Apply the optimal IPs x∗

c to map the testing bags Bb into the bag-level
features.

13: Yb ← Apply a conventional classifier on to Hb predict the labels of bags Bb.
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3.2 Overall Framework of MILEIS

Figure 1 outlines the framework of the proposed MILEIS algorithm. MILEIS is
separated into the training and testing phase, which aims at converting an MIL
problem into a SIL problem and then improving its classification performance.

Given a training set Ba containing various positive bags and negative bags,
MILEIS first employs Gaussian-kernel-based Kernel Density Estimator (KDE)
to perform the initial instance selection (step (a) in Fig. 1), which can find the
promising set of instance prototypes (IPs) from the training bags. Bag-level
feature mapping is achieved by the selected IPs via a bag-instance similarity
measure in the training data set (step (b)). After that, the MIL problem is con-
verted into a SIL problem. A conventional classifier can be applied to address this
problem (step (c)). In MILEIS, instance updating is performed in the process of
the evolutionary mechanism (step (d)). This alternating optimization framework
can guarantee to find a proper set of instance prototypes which can enhance the
classification performance. After the training phase, the most proper instance
prototypes set is obtained (step (e)) for the further testing phase. In step (f),
the testing bags can be mapped into the bag-level features with the most proper
IPs as step (b) in the training phase. In step (g), the bag-level testing feature is
classified by a conventional classifier as step (c) in the training phase. Finally,
the classification results in the testing data set are obtained to validate the
effectiveness of the proposed method.

4 Evolutionary Instance Selection Based MIL

Algorithm 1 reports the detailed process of the proposed MILEIS framework.
There are four main steps in MILEIS model: (1) Initial instance selection;
(2) Bag-level feature representation; (3) Classification; (4) Self-adaptive instance
updating. These four main steps constitute the training phase in MILEIS. Sub-
sequently, the details of the four main steps are presented as the following sub-
sections.

4.1 Initial Instance Selection

In MILEIS, instance prototypes selection is the first step to choose a most repre-
sentative instance from each training bag for the construction of bag-level feature
mapping. Here, an efficient approach for instance selection is presented.

Following the MIL assumption, All instances in the negative bag are negative,
and at least one positive instance is in the positive bag. In other words, a positive
bag may contain positive instances and negative instances, namely true positive
instances and false positive instances. The key problem is how to identify the
true positive instances in the positive bags [16]. To achieve this goal, we first
apply the Gaussian-kernel-based kernel density estimator (KDE) [18] to model
all instances contained in the negative bags:

f(x) =
1

Z
∑

i ni

∑

yi=−1

ni∑

j=1

exp(−γ||x − x−
i,j ||); (1)
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where x−
i,j denotes the jth instance in the ith negative bag, Z is a constant

normalization factor which can be ignored in our calculation, and γ is a scale
parameter to control the range of influence for training instances. The above
equation also defines a normalized probability density function for the negative
instances in all negative bags.

To form a promising set of instance prototypes (IPs), we pick an instance
with the lowest likelihood value (i.e., the most positive instance) from each
positive bag and pick an instance with the highest likelihood value (i.e., the
most negative instance) from each negative bag via Eq. (1). The total number
of IPs is equal to the number of the training bags. Compared with randomly
instance selection mechanism, the instance selection presented in our paper is
more robust to noise corruption and outliers in the data set, which has been
experimentally verified in [16].

4.2 Bag-Level Feature Representation

Before introducing the bag-level feature representation, we need present the
Hausdorff distance, which is a distance metric between bags and instances. To
be specific, the distance between bag Bi and instance x can be defined as:

d(Bi, x) = min
xi,j∈Bi

||xi,j − x||2, (2)

where d(Bi, x) can be regarded as the distance between instance x and its nearest
neighbor in Bi.

Given the above distance metric, the bag-instance similarity measure [15] is
derived using an exponential function:

s(Bi, x) = exp(−λd(Bi, x)) = max
xi,j∈Bi

exp(−λ||xi,j − x||2). (3)

By utilizing Eq. (3), we can calculate the similarity between a bag (i.e., a
set of instances) and an instance. The bag-level feature vector for bag Bi can
be presented by the similarities between bag Bi and each instances prototype
in IPs. The mathematical definition of bag-level feature representation can be
denoted as follows:

zi = [s(Bi, x1), ..., s(Bi, xi), ..., s(Bi, xNa
)]; (4)

where x = {x1, ..., xi, ..., xNa
} is the IPs with Na instances prototypes. As men-

tioned in Sect. 4.1, the total number of IPs is equal to the number of the training
bags, so Na is also the size of the training bags.

Hence, the MIL problem is converted into a traditional single instance (SIL)
problem. The performance of a classifier is decided by the bag-level features, and
the bag-level features are converted by IPs via Eq. (4). There is no doubt that a
proper IPs is vital to enhancing the classification performance.
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4.3 Classification: Extreme Learning Machine

After mapping each bag into a bag-level feature by the IPs via a bag-instance
similarity measure, the MIL problem is converted into a SIL problem. At the
moment, a conventional classifier can be employed to perform a classification
task. In our paper, self-adaptive instance selection process is the hinge instead
of the classifier. Therefore, we can choose a classifier arbitrarily. Here, we apply
Extreme Learning Machine (ELM) [19] as a classifier in MILEIS for its better
generalization performance and extremely fast learning speed. Different from
traditional Neural Networks which adjust the network parameters iteratively,
the input weights and hidden biases are chosen arbitrarily while the output
weights are calculated analytically by using Moore-Penrose (MP) generalized
inverse in ELM.

For a bag-level feature instance set {(zi, ti)}Na
i=1, where each bag-level instance

zi contained Na inputs corresponds to a label ti with m outputs. Assume that l
is the number of hidden neurons, � is the l×Na input weight matrix, b is the
l×1 biases vector and β is the l×m output weight matrix. More specifically, the
ELM network structure can be formulated as:

ti =
l∑

j=1

βjg(�j ·zi + bj), i = 1, 2, ..., N ; (5)

where �j and βj are the input and output weight vectors connecting the jth hid-
den neurons, �j ·zi indicates the inner product of �j and zi and the activation
function g(�j ·zi + bj) = 1/(1 + exp(−(�j ·zi + bj))) is the sigmoid function.

Equation (5) can be written as the following compacted form:

Hβ = T ; (6)

where H is called the hidden layer output matrix of the network and T is the
output matrix of the whole network.

4.4 Self-Adaptive Instance Updating

After obtaining the ELM classifier for bag-level features, we can validate the
selected IPs and update them accordingly. In this section, we propose a self-
adaptive evolutionary process to search the optimal IPs for bag-level feature
construction. It consists of three major steps: (1) mutation, (2) crossover and
(3) selection. The mutation and crossover operations maintain the diversity of
IPs and guarantee to find the promising IPs (IPs Diversity), while the selection
operation selects good IPs with high fitness (IPs Updating). Because the aim of
MILEIS is to maximize the classification performance, a good IPs should corre-
spond to a high classification accuracy (ACC). Thus, the calculation of fitness
function (i.e., training ACC) can be presented as: ACC =

∑Na

i=1 δ(c(zi), yi)/Na,
where δ(c(zi), yi) is one if the prediction label c(zi) = yi and zero otherwise,
Na is the size of the training bags. Accordingly, we drive an instance updating
process to obtain the optimal IPs based on the highest ACC as follows:
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(1) IPs Initialization: In the first generation, the selected IPs in Sect. 4.1 are
represented as an individual. The rest of the individuals are denoted by other
IPs which are randomly generated from each training bag. Assume that L
is the size of the candidate IPs, d is the dimension of an instance prototype
in IPs. The candidate IPs in tth generation can be represented as:

Xt =

⎡

⎢
⎣

xt
1,1 · · · xt

1,j · · · xt
1,Na

...
. . .

...
. . .

...
xt
L,1 · · · xt

L,j · · · xt
L,Na

⎤

⎥
⎦ (7)

where xt
i = {xt

i,1, ..., x
t
i,j , ..., x

t
i,Na

} is the ith individual (IPs set) in the IPs
candidate pool, xt

i,j is the jth instance prototype of the ith IPs set, Na is
the size of each IPs (i.e., the size of the training bags).

(2) IPs Diversity: In order to maintain the diversity of the IPs, the mutation
and crossover operation should be applied [20]. Specifically, for any IPs in the
candidate pool, a new variation IPs individual can be generated as follows:

vt
i = xt

r1 + F · (xt
r2 − xt

r3) + F · (xt
r4 − xt

r5); (8)

where the indicates r1, r2, r3, r4 and r5 are mutually exclusive integers
randomly selected from the range [1, L], which are different from the
index i. F , the mutation rate, is set to 0.5. After the mutation stage, a
binominal crossover operation is applied, which forms the final trail vector
ut
i = [ut

i,1, ..., u
t
i,j , ..., u

t
i,Na

] can be presented as follows:

ut
i,j =

{
vt
i,j , if(rndreal(0, 1) < CR or j = jrand)

xt
i,j , otherwise; (9)

where jrand is an integer randomly chosen in the range [1, L], and
rndreal (0, 1) is a real number randomly generated in (0, 1). CR, the
crossover rate, is set to 0.9.

(3) IPs Updating: This process determines whether the variation IPs (gener-
ated from step 2) or the target IPs (generated from step 1) can survive to
the next generation. In this process, a greedy search strategy is adopted.
According to their ACC performance, only if the variation IPs with higher
ACC can replace the target IPs and survive to the next generation.

5 Experiments

5.1 Experimental Setting

To evaluate the effectiveness of our MILEIS framework, we use classification
accuracy (ACC for short) and area under the ROC curve (AUC for short, which
is widely used for other evolutionary machine learning, such as evolutionary
Bayesian works [21]) as the evaluation metrics. The definition of ACC is given in
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Sect. 4.4. Besides, the AUC of the classifier can be calculated as: E = (P0−t0(t0+
1)/2)/t0t1, where t0 and t1 are the number of negative and positive instances
repressively. P0 =

∑
ri, with ri denoting the rank of the ith negative instance in

the ranked list. For real-world data sets used in our experiments1, we use 10-fold
cross validation (CV) to evaluate our proposed MILEIS. All reported results
shown in our paper are obtained by 10-fold CV. Besides, the two parameters L
and MaxGen in Algorithm 1 are set to 20 and 50, respectively.

5.2 Baseline Approaches

For comparison purposes, we use the following baseline approaches (instance
selection methods based MIL) from feature mapping and non-feature mapping
perspectives.

Feature Mapping Approaches: (a) MILES maps each bag into a feature space
by all training instances via a bag-instance similarity measure [15]; (b) MILIS
applies kernel density estimation (KDE) to select the instance prototypes from
each training bag, which are used to map each bag into a bag-level feature [16];
(c) MILIS Pos selects the instance prototypes from the positive training bags
instead of the whole training bags for MILIS; and (d) MILRS randomly selects
an instance from each training bag to form the instance prototype set.

Non-Feature Mapping Approaches: (a) ARITHMETIC calculates the arith-
metic mean of the instances for each bag to replace each bag without fea-
ture mapping [22]; (b) GEOMETRIC calculates the geometric mean of the
instances for each bag, and then these geometric instances substitute for the
bags [14]; and (c) MAXMIN records both the minimum and maximum value
of each dimension to combine a new instance for each bag [14].

After converting the MIL problem into a SIL problem, a conventional clas-
sifier can be applied. For fair comparison, we employ ELM as the classifier for
each compared method in our experiments.

Table 1. Classification accuracy (ACC) and area under the ROC curve (AUC) with
their standard deviation on drug activity prediction. The best results are indicated in
bold typeface.

ACC AUC
MUSK1 MUSK2 MUTAGENESIS MUSK1 MUSK2 MUTAGENESIS

MILEIS 0.8111 ± 0.11 0.8100 ± 0.11 0.7944 ± 0.07 0.9179 ± 0.05 0.8975 ± 0.07 0.8971 ± 0.06

MILES 0.7778 ± 0.15 0.7200 ± 0.13 0.7111 ± 0.10 0.8672 ± 0.18 0.8072 ± 0.15 0.7253 ± 0.10

MILIS 0.7889 ± 0.17 0.7800 ± 0.15 0.7333 ± 0.07 0.8617 ± 0.14 0.8678 ± 0.12 0.7018 ± 0.10

MILIS Pos 0.8000 ± 0.14 0.7700 ± 0.18 0.7222 ± 0.10 0.9039 ± 0.08 0.8591 ± 0.16 0.7086 ± 0.13

MILRS 0.7889 ± 0.12 0.7900 ± 0.12 0.7556 ± 0.10 0.8649 ± 0.13 0.8410 ± 0.17 0.8119 ± 0.16

ARITHMETIC 0.6222 ± 0.15 0.6300 ± 0.16 0.6500 ± 0.13 0.5696 ± 0.27 0.6358 ± 0.18 0.6126 ± 0.09

GEOMETRIC 0.7333 ± 0.12 0.7300 ± 0.09 0.7167 ± 0.16 0.8194 ± 0.17 0.8427 ± 0.14 0.8129 ± 0.09

MAXMIN 0.5556 ± 0.15 0.5800 ± 0.18 0.6167 ± 0.11 0.5367 ± 0.21 0.6223 ± 0.22 0.5652 ± 0.15

1 http://www.miproblems.org/datasets/.

http://www.miproblems.org/datasets/
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5.3 Drug Activity Prediction

The objective of drug activity prediction is to predict the potency of the drug
molecules on certain disease states. The corresponding data sets consist of their
descriptions of molecules, where a molecule is represented as a bag and low-
energy shapes of the molecule are denoted as instances in the bag. MUSK1 has
92 bags (the total number of the instance is 476), where 47 bags are positive and
45 bags are negative. MUSK2 contains 6359 instances grouped into 102 bags,
of which 39 are labeled positive and 63 are negative. Similarly, the instances
in MUSK1 and MUSK2 are described by a 166-dimensional feature vector. In
MUTAGENESIS data set, there are 188 bags (63 positive and 125 negative). For
all 188 bags, the total number of instances is 9444. Each instance is described
by a 7-dimensional feature vector.

The results for two types of baselines (feature mapping and non-feature
mapping) and proposed MILEIS on three drug activity prediction data sets
are reported in Table 1. Feature mapping approaches can achieve better perfor-
mances than non-feature mapping approaches on both ACC and AUC, which
demonstrates that bag-level feature mapping remains the creative information
discarded by non-feature mapping approaches for classification. Meanwhile, the
proposed MILEIS can achieve much better performance compared other base-
lines. To be specific, MILEIS achieves 81.11% ACC, 91.79% AUC on MUSK1;
81.00% ACC, 89.75% AUC on MUSK2; and 79.44% ACC, 89.71% AUC on
MUTAGENESIS. MILEIS’s remarkable performances on drug activity predic-
tion owe to the unique of evolutionary search mechanism, which guarantees that
MILEIS can find the most proper IPs for bag-level feature mapping.

Table 2. Classification accuracy (ACC) and area under the ROC curve (AUC) with
their standard deviation on region-based image categorization. The best results are
indicated in bold typeface.

ACC AUC
TIGER ELEPHANT FOX TIGER ELEPHANT FOX

MILEIS 0.7400 ± 0.12 0.7650 ± 0.05 0.6050 ± 0.11 0.8827 ± 0.08 0.9156 ± 0.04 0.7980 ± 0.06

MILES 0.7200 ± 0.14 0.7250 ± 0.09 0.5850 ± 0.11 0.7832 ± 0.13 0.7801 ± 0.12 0.6330 ± 0.12

MILIS 0.7150 ± 0.15 0.7450 ± 0.12 0.5800 ± 0.11 0.7814 ± 0.15 0.8264 ± 0.11 0.6257 ± 0.12

MILIS Pos 0.6400 ± 0.10 0.7150 ± 0.08 0.5550 ± 0.13 0.7326 ± 0.10 0.7653 ± 0.10 0.5888 ± 0.14

MILRS 0.7250 ± 0.07 0.7350 ± 0.10 0.5900 ± 0.15 0.8188 ± 0.06 0.8191 ± 0.12 0.6352 ± 0.14

ARITHMETIC 0.5350 ± 0.08 0.5650 ± 0.07 0.5400 ± 0.14 0.5528 ± 0.11 0.5930 ± 0.11 0.5341 ± 0.19

GEOMETRIC 0.6850 ± 0.10 0.7050 ± 0.08 0.5400 ± 0.09 0.7186 ± 0.11 0.7712 ± 0.10 0.5384 ± 0.04

MAXMIN 0.5550 ± 0.11 0.5350 ± 0.11 0.5250 ± 0.11 0.5037 ± 0.17 0.5255 ± 0.12 0.5005 ± 0.14

5.4 Content-Based Image Annotation

In this subsection, we reported MILEIS’s performance for image annotation
tasks. The content-based image annotation task is to identify the target object
within the image or not. The original data are color image from the Corel data
set that have been preprocessed and segmented using Blobworld system [23].
In this case, an image (denoted as a bag) contains many regions (presented as
instances). In our experiments, we utilized three different data sets (TIGER,
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ELEPHANT and FOX), which are the benchmark data sets for testing MIL
algorithms. In each data set, there are 100 positive and 100 negative bags. For
TIGER, ELEPHANT and FOX data sets, the total numbers of instances are
1096, 1259 and 1474 respectively, and the instances are all described by a 230-
dimensional feature vector which represent color, texture and shape of the region.

In Table 2, we report the experimental results of MILEIS with two types of
baselines on three different data sets. The results show that non-feature map-
ping methods are inferior to feature mapping methods except GEOMETRIC. For
GEOMETRIC, it can obtain the comparative results on TIGER, ELEPHANT
and FOX data sets compared to feature mapping methods. By contrast, MILEIS
gains 74.00% ACC, 88.27% AUC on TIGER; 76.50% ACC, 91.56% AUC on
ELEPHANT; and 60.50% ACC, 79.80% AUC on FOX respectively. This sug-
gests that MILEIS is also effective on content-based image annotation, mainly
because that it can make use those creative/potential instances to help annota-
tion in an accurate way.

6 Conclusions

In this paper, we proposed a novel learning method, MILEIS (Multiple-Instance
Learning with Evolutionary Instance Selection), which can adaptively determine
the informative instances for bag-level feature mapping. The unique evolution-
ary search mechanism, including instance initialization, mutation, and crossover,
ensures that MILEIS can adjust itself to the data without explicit specification
of functional or distribution forms for the underlying model. Experiments on
drug activity prediction and content-based image annotation (each application
contains three data sets) demonstrated superior performance of the proposed
MILEIS in terms of classification accuracy (ACC) and area under the ROC
curve (AUC).
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Abstract. Advances in sensor, wireless communication, and informa-
tion infrastructure such as GPS have enabled us to collect massive
amounts of human mobility data, which are fine-grained and have global
road coverage. These human mobility data, if properly encoded with
semantic information (i.e. combined with Point of Interests (POIs)), is
appealing for changing the paradigm for gas station site selection. To
this end, in this paper, we investigate how to exploit newly-generated
human mobility data for enhancing gas station selection. Specifically, we
develop a ranking system for evaluating the business performances of
gas stations based on waiting time of refueling events by mining human
mobility data. Along this line, we first design a method for detecting taxi
refueling events by jointly tracking dwell times, GPS trace angles, loca-
tion sequences, and refueling cycles of the vehicles. Also, we extract the
fine-grained discriminative features strategically from POI data, human
mobility data and road network data within the neighborhood of gas
stations, and perform feature selection by simultaneously maximizing
relevance and minimizing redundancy based on mutual information. In
addition, we learn a ranking model for predicting gas station crowdedness
by exploiting learning to rank techniques. The extensive experimental
evaluation on real-world data also show the advantages of the proposed
method over existing approaches for gas site selection.

Keywords: Refueling event detection · Gas station distribution · Site
selection

1 Introduction

Recent years have witnessed an explosive increasing of both automobile amount
and urban population in super cities, and thus there are massive needs of oil
consumption for the daily transportation. Besides, the civilization has brought
serious problems of environmental pollution to super cities, for example, air pol-
lution and noise pollution. Moreover, it has caused heavy traffic in transforation
systems and wasted precious time of people. Therefore, a careful site selection
of gas stations becomes critical in urban planning for both governments and
c© Springer International Publishing Switzerland 2016
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residences, because distributing gas station sites can effectively help shorten
commute distances optimize road network development and reduce pollutant
emission. Essentially, site selection of gas stations aims to rank the candidate
sites in terms of their gas refueling crowdedness for developing gas stations.

In the literature, computer scientists and urban planners mainly focus on
exploiting urban geography data (e.g., road networks, point of interests (POIs),
etc.) and human mobility data (e.g., taxi GPS traces, bus GPS traces, etc.) for
tackling the problems, such as recommending taxi trajectory, inferring air pollu-
tion, etc., in urban space. Besides,there are several criteria used for site selection,
including analytical hierarchy process (AHP) [3] and ordered weighted average
[6]. Dimitrios optimized the site selection with linear regression models, a spa-
tial simultaneous autoregressive model and a geographically weighted regression
model [5,9]. Similar to the problem of our paper, gas station site selection with
multi factor evaluation model [13] was proposed with weights obtained from
survey.Moreover, shopping mall location selection with fuzzy MCDM [12] and
GIS approach [4] has explored before. For the behavior detection and extraction,
Krumm [8] tried to predict previous covered trajectory, and gave a system based
on trajectories. Zheng [17] established a model of histories using tree-based hier-
archical graph with GPS multiple traces. As to POI ranking, Lavandoski [10]
used location based ratings for recommendation. Also, there are some works aim-
ing to select sites for developing gas stations in the petroleum industry [11,15].
However, the performances of classic methods are limited by the availability of
mobile data, and many highly related factors, such as traffic situation, point-of-
interest and road network, are rarely discussed. For example, works [2,7] only
investigated limited aspects that affect the site selection of gas station (e.g., pol-
icy guidance of gas station development) and heavily relied on expensive data
(e.g., historical prices of oil and gas). In addition, Semih et al. [13] take into
account the environment protection and balanced the traffic flow, commercial
trade, popularity characteristics, road planning and safety etc. These models
aim to establish a comprehensive process for selecting gas station sites for gov-
ernment decision making. They therefore integrate both macro and micro fac-
tors about government regularization, local population and urban environment.
Unfortunately, this also make it unpractical for real world application due to
the requirement of expensive data. Indeed, there are some exploratory works on
analyzing refueling behavior and gas consumption using mobile data [14,16]. But
these methods are not specifically designed for tackling gas station site selection.

With the development of internet, mobile and sensing technologies [1], large
amount of mobile data have been collected in a cheaper and faster way to sense
the pulse of super cities. For example, we can easily collect the POIs data,
road network data, and taxi GPS traces of Beijing using the sensing and GPS
techniques. The availability of these mobile data provides the opportunities to
explore a novel approach for selecting sites of gas stations in terms of a three
stage paradigm: (1) refuelling event detection, (2) influence feature extraction,
and (3) gas station ranking. Figure 1 presents the framework for ranking gas
stations in terms of crowdedness using human mobility data and POI data.
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Fig. 1. The architecture of gas station ranking

The three-stage paradigm reflects the three research insights for gas station
site selection as following. First, how to effectively identify the refueling events
from human mobility data? While work [16] proposes a method for detecting
refueling events based on taxi trajectories, the detection accuracy suffers from
both the uncertainty of taxi GPS locations and the noises from non-refuel park-
ing. To overcome this challenge, we provide a comprehensive method to discrim-
inate refueling events from parking events by jointly model dwell time, driving
direction (angle sequence), location trace (coordinate sequence) and mileage esti-
mation of refueling cycle. Second, how to define and select the optimal set of the
features for effective discriminating crowded gas station? Gas station site selec-
tion can be collaboratively affected by many factors including the distribution of
POIs, the design of road networks, the conditions of traffic flows and the neigh-
borhood profiles in or near gas stations. While it is appealing to extract large
amount of features, these features may be intercorrelated and redundant. We
therefore select the most informative factors based on the minimal-redundancy-
maximal relevance model named mRMR in order to improve the ranking effec-
tiveness. In addition, to prepare the bench mark crowdedness, previous studies
typically analyze expensive information (e.g., oil sales, revenue, etc.) for esti-
mating the crowdedness of a given gas station. Unlike classic methods, in this
paper, we strategically mine vehicle trajectories in order to extract the refueling
average waiting time since this metric is an indicator which contains the behav-
iors of real world drivers. Third, how to discover the most crowded gas stations
for taking further steps and satisfying the needs of refueling requirements. Here
we exploit a pairwise learning to rank technique mixed with a neural network to
effectively rank the top-K crowded gas stations. Finally, we conduct a compre-
hensive performance evaluation on real world gas station related data, and the
experimental results demonstrate the effectiveness and efficiency of our method.



Exploiting Human Mobility Patterns for Gas Station Site Selection 245

2 Refueling Event Detection

It is traditionally challenging to collect historical refueling records from public-
ity. Nowadays, the availability of mobility data is more present for some public
services such as taxi and bus etc. We therefore devise a three-stage method to
detect the refueling events using vehicle GPS traces by jointly tracking dwelling
locations, GPS angles, and refueling cycles. Each refueling event here is repre-
sented by a trajectory which indeed is a continuous sequence of GPS records.

2.1 Tracking GPS Locations

We note that the GPS equipment of each taxi typically report a record every
minute. This yields a trajectory where each record contains the information
about the location of latitude and longitude, the driving direction at the reported
time stamp. Base on the above, we denote a trajectory by

G = {(c0, θ0, t0), (c1, θ1, t1), . . .}
where ci, θi is the coordinate and driving direction of a taxicab at time ti.

Assuming that this trajectory G contains a refueling event, our task is to
extract a sub trajectory which contains the GPS records reported during the
refueling events. In this way, we extract the trajectory candidates for identifying
refueling events. Here we propose a simple algorithm in terms of two intuitions of
car refueling. First, based on the reported GPS location, we are able to compute
the distance between a taxicab and the nearby gas station. If this GPS record
is reported in a refueling event, the distance should not exceed the radius of the
circle area of a gas station. In Beijing, the largest radius of the circle area of a gas
station is around 300 m. In our experiment, we set 300 m are the radius of the
circle area of a gas station. Second, the government has impose a regularization
that the speed limit in a gas station is 30 m/min. Thus, in the extracted GPS
records, the average speed of a refueling taxi should be less than this speed limit.

Formally, the GPS records in a gas refueling event R should be a subset
of G whose elements satisfy the following two constraints: 1. ∃ a gas station
of coordinate G s.t. ∀cj ∈ R, ‖cj − G‖ < 300m 2. ∀cj , cj+1 ∈ R,

‖cj+1−cj‖
tj+1−tj

<

30 m/min.

2.2 Tracking GPS Angles

In the last subsection, we extract the candidates of refueling events by tracking
the distances and the speeds of a targeted taxi when this taxi is approaching a
gas station. However, it is possible that the candidates of refueling events may
contain the GPS records of low speed driving near gas station under certain
transportation scenarios, such as traffic accidents, traffic jams and traffic lights.
Thus, to filer out these noise GPS records, we provide a novel algorithm from
a perspective of driving directions. Given a taxi is approaching a gas station
for refueling, the driving direction in a refueling event is different from most



246 H. Niu et al.

Algorithm 1. Refilling Behavior filtering based on time series of angles
Input: A time series of taxi coordinates and angles Li and θi, i starts from 1, C is constant;
Output: 1/0 indicating refueling or street parking
Initialization: Right Turn=0; Left Turn=0

1: define angle speed: ωi =
θi+1−θi
ti+1−ti

2: for i in range(1:length(R)):
3: if ωi > C:
4: Right Turn = 1
5: else if ωi > C < −C:
6: Left Turn = 1
7: if Right Turn*Left Turn=1:
8: return 1 %a refill event
9: else:
10: return 0 %not a refill event

of the non-refueling events (e.g., left turns, right turns, straight ahead, etc.).
To differentiate the non-refueling events, we exploit the power of the angular
velocity which describes the speed of rotation and the orientation of the instan-
taneous axis about a taxi. For these non-refueling events, the angular velocity
doesn’t change or changes in one direction only. But, in each refueling event, the
directions of the angular velocity include a clock-wise direction and a counter-
clockwise direction during the two phases of entering and leaving gas stations.
Figure 2 presents a motivating example of different driving directions for distinct
purposes (e.g., refueling, left turn, and right turn). Based on the above intuition,
the angle based filtering algorithm is presented in Algorithm 1. In Algorithm 1,
we set C = 5◦/s to check the vehicle did not change direction in corresponding
to angle detection limit, since a slight direction change of a vehicle is permitted
when keeping on one lane in the road.

Fig. 2. Driving route comparison between refueling and non-refueling taxis
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2.3 Tracking Refueling Cycles

Aside from tracking GPS locations and angles, we propose to track the refueling
cycles to filter out hidden noise candidates. As known to all, taxi drivers may
visit gas stations for shopping or restrooms. The GPS records of these outlier
events are similar to those of true refueling events. Therefore, simply tracking
dwelling location, dwelling time, and driving angles are not enough for filter-
ing out these outliers. However, by observing that most of taxies periodically
refuel with a period of around 24 h (i.e., 500 km per day), whereas these outlier
events (e.g., visit gas station for shopping or rest room) may happen many times
aperiodically within one day. Motivated by this observation, we can refine the
refueling candidate events by tracking the refueling cycles for each taxi.

From a set of a taxicab refueling events time series Rk = {Rk
1 , R

k
2 , . . . ,

Rk
n} we get after tracing GPS locations and angles, where Rk

i = {(ck
i,0, θ

k
i,0,

tki,0), (c
k
i,1, θ

k
i,1, t

k
i,1) . . .} is i th refueling event time series of taxicab k, we can get

a time series of refueling gas ID of our objective is to select a refined subset RSk

of Rk such that ∀tki,m ∈ RSk, tki,m+1 − tki,m ≈ 24 h. That is, any time intervals of
a taxicab’s refueling event should be around 24 h.

Fig. 3. Refueling events time interval filtering

To solve this problem, we first define an refueling probability function P k
i of

an event Rk
i :

P k
i =

1
n − 1

n∑

j �=i

exp − |tki,0 − tkj,0| − 24
12

That is, if there are two events which have a time interval of 24 h, they will give
a high weight to each other while the weights from aperiodic events are very low.
If the taxicab is recorded consecutively as “in serve” for d days, we will choose
d events with top d P k as our final refined refueling events, assuming that a
taxicab will refuel one time per day in average. The performance of our strategy
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is presented in Fig. 3. We can find that before refueling cycle filtering, most
events we detected have a time interval less than 2 h because of the aperiodic
visiting (see black squares). After filter, taxi refuel time interval forms a normal
distribution with a peak at interval of 24.08 h and a full width at half maximum
(FWHM) of 2.87 h which agree very well with reality. Thus the refuel events
after the three steps are most refined and their statistics is most correspond to
reality. So far, we complete entire extraction process for refueling event detection
with three steps above. Thus we filter the refueling events and get the refueling
volume in gas station, which are used in following tasks.

2.4 Waiting Time Discretization

After extract all refueling traces and their refueling time series, we could calculate
the average refuel waiting time of each taxi stations. According to consultations
from experts in gas station, the minimum and maximum time period of refuel
event is between 2 min and 15 min and a refuel without waiting is less than
3 min. We discretize the waiting time with an interval of 3 min. Thus, rank level
of s station ls is defined as number of l cars are ahead waiting to refuel in gas
station S.

l = int (T s/3) (1)

where T s is average waiting time of sth station. The ranking level of current in
service gas station is shown in Fig. 5. Our gas station ranking system is built
to predict the ranking level l of a given location coordinates according to its
surrounding factors.

3 Feature Extraction and Selection

In this section, we first introduce the features extracted which influence gas sta-
tion site selection. In order to remove the redundancy and further strengthen our
training model, we then use minimal-redundancy-maximal-relevance (mRMR)
method to select the most informative features.

3.1 Feature Extraction

Rather than simply considering the statistics of urban geography and human
mobility, we introduce 14 fine-grained features extracted from geography data
and taxi trajectory data surrounding gas stations. These features are extracted
from four factors (as shown in Table 1), which are gas station profile, POI, road
network, and traffic.

We have to mention that oil price in different gas stations is also a key factor
of gas station site selection. However, the oil price all over Beijing is same due
to the government regulation. It’s no need to consider the price difference in
Beijing, however, price difference in other cities can be easily adapted to our
system by adding one more feature.
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Table 1. Features of gas station site selection and feature selection

Factors Features Index MI Score Status

Profile Density 11 0.03963 Remove

Scale 14 0.21897 Keep

POIs Entertainment 1 0.13923 Keep

Restaurants 3 0.24145 Keep

Restroom 2 0.56484 Keep

Shopping centers 4 0.09911 Remove

Sight 5 0.04562 Keep

Transportation 6 0.16125 Keep

Road network Crossroad 7 0.21927 Keep

Road feature number 9 0.09606 Keep

Road feature volume 10 0.40607 Keep

Traffic Parking volume 8 0.42740 Keep

Speed limit around 12 0.68535 Keep

Traffic volume around 13 0.67557 Remove

3.2 mRMR Feature Selection

In order to resist data noise and strengthen our training model performance, we
identify the most characterizing features based on mutual information I(F ;C).
Given two random variables x, y, their mutual information is defined as:

I(x; y) =
∫ ∫

p(x, y)log
p(x, y)

p(x)p(y)
dxdy,

where p(x), p(y), p(x,y) are probabilistic density functions. In Fig. 4, we evaluate
the mutual information of individual feature fi and the discretized waiting time l.
From the results, we see that although most of the features are informative for
our ranking level prediction, some of them may bring redundancy due to the high
correlation with each other. To solve this problem and choose our best feature
subset F , the minimal-redundancy-maximal-relevance (mRMR) is applied to
maximize dependency D and to minimize redundancy R simultaneously:

D =
1

|F |
∑

xi∈S

I(xi; c)

R =
2

|F |2 − |F |
∑

xi,xj∈F ;i�=j

I(xi; c)

max Φ(D,R) = D − R

For simplicity, we start from full set and recursively remove one feature until
we reach a 80 % feature subset with maximum Φ. The MI score and their status
after feature selection are presented in Table 1. Features after selection is 11.
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Fig. 4. MI of individual feature and class

4 Gas Station Ranking for Site Selection

After detecting the refueling event and filtering the surrounding factors, we
extract effective features and propose a model to give the prediction on which
region in Beijing should establish or remove a gas station. Here, we exploit a
learning-to-rank model to evaluate gas stations locations in terms of ranking
level l.

4.1 Model Descriptions

First, let us introduce the learning-to-rank model. We propose a pair-wise
learning-to-ranking model based on a two-layer artificial neural network (ANN).
The input of this model is a gas station h represented by a feature vector,
h = (f1, f2, . . . , fK). Here, the fi list totally 14 as symbol in Table 1. The output
is the predicted ranking level y proportional to our discretized waiting time l
of refueling process y = g(h;W ) : RK �→ R, which is a typical measurement of
throughput and capacity of a gas station. Here, W is the parameter collection
and the model g is computed according to Eq. 2,

y = ϕ(b
′′

+
∑

n

wnϕ(b
′
n +

∑

m

w
′
mnϕ(bm +

∑

k

fkwkm))) (2)

where ϕ(x) = 1
1+exp(−x) is a Sigmoid function; bm, b

′
n, and b

′′
are the biases

associated with the neuron in the first, second, and third layers respectively; wkm,
w

′
mn, and wn represent the weights associated with the input of different layers.

For simplicity, we denote the predicted refueling waiting time by g(h;W ) = g(h).

4.2 Model Training

In the training process, we feed a list of gas stations with corresponding average
waiting time of the detected refueling events into the model. Instead of employ-
ing traditional least square error as an objective function, we use a pair-wise
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loss function to capture the ranking inconsistencies between predictions and the
ground truth. Specifically, the ranked list can be encoded into a directed graph,
G = {V,E}, with the node set V as gas stations and the edge set E as pairwise
ranking orders. For instance, i → j means a gas station i is ranked higher than
j. For a generative model, graph G is generated by model g and parameters W
through a probability function P (G|g,W ) =

∏
i,j∈V,i→j∈E P (i → j). Here, we

adopt the concept of pair-wise likelihood. Each gas station pair has a posterior
P (i → j) by

P (i → j) ∝ ϕ(g(hi) − g(hj)). (3)

In other words, the longer taxi drivers have to wait in gas station i than gas
station j, the bigger P (i → j) should be. On the contrary, the case, in which
i → j but g(hi) < g(hj), will punish the loss function. As a result, we can transfer
the ranking problem to find the best estimation of W to maximize the posterior
likelihood of the graph, i.e., P (G|g,W ). The log of the posterior likelihood is

L(W|G, g) ∝
∑

i,j∈V,i→j∈E

lnϕ(g(hi) − g(hj))

=
∑

i,j∈V,i→j∈E

ln
1

1 + exp(−(g(hi) − g(hj))

(4)

By using the gradient decent (shown in Eq. 5), we can find an estimation for
each parameter in W, where η is a learning rate determining the pace of each
step.

Wt+1 = Wt − η
∂L(W)

∂W
. (5)

5 Experimental Results

To validate the efficiency and effectiveness of our proposed recommender system,
extensive experiments are performed on real world data sets collected in Beijing
City in 86 days. The bench mark ranking level of 425 existing gas stations are
used for training and validation.

5.1 Experimental Data

Table 2 shows our four different data sources, which are collected in Beijing,
China. We focus on the urban region inside fifth ring road because gas station
in suburban areas are rarely crowded due to the low density of cars.

GPS Trajectories: We use the real-world taxi GPS traces generated by 16,859
taxis in Beijing over a period of 86 days. The mobility traces are the 2.22 billion
records of cabs’ driving states in consecutive time (1 min intervel), with each
represented as a tuple (coordinate, driving speed, driving direction, cab status,
date and time). Besides, we extract profile and traffic data from GPS Trajectories
which is corresponding to gas station features in Table 1.
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POIs Densities: A POIs from four categories (entertainment, restaurant, shop-
ping, and transportation) are selected for our study. The densities of these four
categories can reflet the population density and consumption level of each area.
It is supposed to have a high demand on gas consumption if these POIs are
densely distributed.

Road Network: Road network data we used contains information of crossroad,
road level, exit and entrance of road etc. We also combine road network data
and trajectory data for better road status detection.

Table 2. Statistics of the experimental data

Data sources Properties Statistics

GPS Trajectories Number of taxis 16,859

Effective days 86

Trips (million) 2,223

POIs Entertainment 4,435

Restaurant 40,543

Shopping 6,187

Sight 1,736

Restroom 5,502

Transportation 13,973

Road network Number of crossroad 433,391

Exit, entrance and service 171,504

5.2 Baseline Algorithms

We evaluate the effectiveness of our model with a set of baselines: (1) RBF
Kernel SVM, features and target level are processed in non-linear space;
(2) Linear SVM, features and target level are solved in linear space; (3) Decision
Tree Learning; and (4) Latent Dirichlet Allocation (LDA).

The algorithms are implemented in Python (feature extraction and learning
algorithms) and Matlab (visualization). And all the experiments are performed
on a x64 machine with 3.40 GHz Intel i7 CPU (4 cores) and 24 GB RAM. We
use 3-fold cross validation for the evaluation.

5.3 Evaluation Metrics

To show the effectiveness of the proposed model, we use the following two metrics
for evaluation.
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(1) Cross Validation Accuracy. 3-fold cross validation is used here, and the
accuracy of each round is defined as:

Accuracy =

∑
i∈S1

δ(li − Y (F i))
|S1| (6)

where Y (F i) is the prediction result of ith testing example based on its feature
vector F i =

(
f i
1, . . . f

i
k

)
and li is the ranking level defined in Eq. (14). In our

ANN ranking model, Y (F i) is a step function of ANN output g(h,W ), which is
proportional to discretized waiting time li.

Fig. 5. Performance comparison in terms of NDCG (with and without feature selection)

(2) Normalized Discounted Cumulative Gain. Some urban planners may
care more about the accuracy of top-N rankings of the selected sites for gas
station rather than overall precision. Here we also use NDCG@N as an evaluation
criterion. The discounted cumulative gain (DCG) metric is evaluated over top
N gas stations on the ranked gas station list by assuming that low-capacity gas
stations should appear on the top of the ranked list. The discounted cumulative
gain (DCG@N) is given by

DCG[n] =
{

rel1, if n = 1
DCG[n − 1] + reln

log2n , if n >= 2 (7)

Given the ideal discounted cumulative gain DCG
′
, NDCG at the n-th position

can be computed by NDCG[n]= DCG[n]

DCG′ [n]
. The larger NDCG@N is, the higher

top-N ranking accuracy is.
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5.4 Overall Performances

In this subsection, we report the overall performance of our proposed method
(named RPSS) comparing to baseline algorithms on dataset without feature
selection and dataset with feature selection in terms of NDCG (5) and CV
accuracy (6).

Dataset without Feature Selection. In Fig. 5(a), we present the perfor-
mance comparison of NDCG in terms of dataset without feature selection. As
can be seen in Fig. 5(a), our method achieves 1 NDCG@1, 1 NDCG@3, 0.8401
NDCG@5, 0.8819 NDCG@7, and 0.8747 NDCG@10, which outperform the base-
line algorithms with a significant margin. However, as can be seen, three base-
line methods, SVM with RBF kernel, SVM with linear kernel, and decision tree
methods, are not able to hit the top 1 gas stations. Even in top 7 and top 10
ranking, most of the NDCGs of the four baselines are still lower than our pro-
posed method. Our method not only effectively detects refueling events, but also
identifies and extracts the discriminative features. Besides, our method further
exploits the pairwise ranking objective, and offers an increase in comparison to
SVM with different kernels, decision tree, and LDA methods.

Dataset with Feature Selection. Figures 5(b) and 6 shows the NDCG and
CV accuracy in terms of dataset with feature selection. We first compare all the
five methods in terms of NDCG. As can be seen, our method and other baseline
algorithms all achieve a better performance comparing to Fig. 5(a). This vali-
dates the effectiveness of our optimal feature selection. Also, since our method
accurately predicts top 1, top 3 and top 5 gas stations, it outperforms the base-
lines with a significant margin.

In sum, the NDCG and CV accuracy results of our method on both datasets
with feature selection and without feature selection validate the effectiveness
of our strategy on detecting refueling events, extracting discriminative features,
and exploiting ranking objective for gas station site selection.

Fig. 6. Performance comparison in terms of 3-fold cross validation accuracy
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5.5 Study for Gas Station Suitability

We carry out study to validate the effectiveness of our method even though it is
complex. To estimate the accuracy of refueling behavior, we take a survey with
3 gas stations’ waiting time sequences as ground truth. Of the 3 gas stations, our
waiting time from survey is the same level with our predict results. So positive
prediction match facts. We also select 2 newly closed collapsed gas station in
Beijing so far from trajectory data collecting time. Because two gas station is
closed, so we define that the waiting time from survey is 0. Of the 2 gas stations,
ID 406 is effective, which ID 399 is a little bit partial difference. In view of lower
level with our predict, it is also some like reasonable for our prediction. We can
infer that maybe it is government action with closing this gas station, without
considering about the suitability but just environment factors or other unknown
and uncertainty factors. Gas station cases list on Table 3.

Table 3. Comparison between survey and prediction

Gas station Survey Prediction Consistency

ID1379 3 3 1

ID666 2 2 1

ID471 4 4 1

ID399 0 1 0

ID406 0 0 1

Urban planning with gas station establishing in 2014 happened, so we can
give our method evaluated further. We not only proved our estimate and detec-
tion of refuel events is effective, but also proved prediction of gas station’s con-
struction and closure by taxicab and POIs pattern is acceptable. According our
analysis, we can suggest suitability of gas station site selection by pattern dis-
covering.

6 Conclusion

In this paper, we develop a system for ranking gas stations based on the crowd-
edness using heterogeneous mobile data (e.g., POIs, vehicle trajectories, road
networks, etc.). Our system consists of three stages: (1) refueling event detec-
tion, (2) feature extraction of gas stations, and (3) gas station ranking. Specif-
ically, we first detect the refueling events using vehicle GPS traces by jointly
tracking dwell times, GPS angles, location sequences, and refueling cycles of the
taxicabs. We then define the discriminative features of gas stations from two
aspects: (1) profile features and (2) surrounding features. Besides, we select the
optimal set of features by simultaneously maximizing relevance and minimizing
redundancy based on mutual information, and transform the gas stations into
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feature vectors. In addition, we learn a gas station ranking predictor by exploit-
ing the neural predictive model and a pairwise ranking objective, and rank gas
stations in terms of the crowdedness for gas station site selection. Finally, the
experimental results of performance evaluation on real world gas station related
data demonstrate the performances of the proposed method.
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Abstract. Procrastination refers to the practice of putting off
impending tasks due to the habitual carelessness or laziness. The under-
standing of procrastination plays an important role in educational psy-
chology, which can help track and evaluate the comprehensive quality
of students. However, traditional methods for procrastination analysis
largely rely on the knowledge and experiences from domain experts. For-
tunately, with the rapid development of college information systems, a
large amount of student behavior records are captured, which enables
us to analyze the behaviors of students in a quantitative way. To this
end, in this paper, we provide a data-driven study from a behavioral
perspective to understand the procrastination of college students. Specif-
ically, we propose an unsupervised approach to quantitatively estimate
the procrastination level of students by the analysis of their borrowing
records in library. Along this line, we first propose a naive Reading-
Procrastination (naive RP) model, which considers the behavioral simi-
larity between students for procrastination discovery. Furthermore, to
improve the discovery performance, we develop a dynamic Reading-
Procrastination (dynamic RP) model by integrating more comprehen-
sive characteristics of student behaviors, such as semester-awareness
and month-regularity. Finally, we conduct extensive experiments on sev-
eral real-world data sets. The experimental results clearly demonstrate
the effectiveness of our approach, and verify several key findings from
psychological fields.

1 Introduction

Procrastination refers to the practice of putting off impending tasks to a later
time, sometimes to the “last minute” before a deadline, which is usually due to
the habitual carelessness or laziness [18]. As a matter of fact, exploring procras-
tination plays an important role in educational psychology, which can help track
and evaluate the comprehensive quality of students.

c© Springer International Publishing Switzerland 2016
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However, psychological fields often focus on analyzing the causes [11,14] and
effects [2,6] of procrastination, few efforts have been devoted to quantitatively
discovering the procrastination of students. Meanwhile, traditional methods for
procrastination analysis largely rely on the knowledge and manual labor of
domain experts, such as questionnaire and survey. Such self-reported approach
has been found that it has only a moderate correlation with observed procrasti-
nation [13]. Therefore, it is appealing to develop an approach to automatically
uncover the procrastination behavior, which is still under-addressed.

Fortunately, thanks to the rapid development of college information system,
a large amount of behavior records of students are captured, which opens a bet-
ter venue for analyzing students habits. To this end, we introduce a data-driven
study from a behavioral perspective to explore the procrastination of college stu-
dents. Specifically, we propose an unsupervised approach to quantitatively esti-
mate the procrastination level of students through the analysis of their borrowing
records in college library. Particularly, based on the research findings in psy-
chological studies, we assume that procrastination is a latent factor which may
affect the hold time of borrowed books. Therefore, instead of directly mining pro-
crastination phenomenon, we propose to comprehensively model the borrowing
behaviors of students and probe the procrastination through predicting the hold
time of borrowed books in library. Along this line, we propose a naive Reading-
Procrastination (naive RP) model, which takes consideration of the behavioral
similarity between students for procrastination discovery. To improve the dis-
covery performance, we develop a dynamic Reading-Procrastination (dynamic
RP) model by integrating more comprehensive characteristics of student behav-
iors, such as semester-awareness and month-regularity. A unique characteristic
of the dynamic RP model is that it can depict the procrastination behavior in a
probabilistic and empirical Bayesian perspective. Finally, extensive experiments
are carried out on real world data sets collected from a Chinese college. The
experimental results demonstrate the effectiveness of our approach, and verify
several key findings from psychological fields.

2 Preliminaries

In this section, we first introduce the details of our real world data. Then, we
present the basis of procrastination assumption, and finally describe the formu-
lation of the procrastination discovery problem.

2.1 Data Description

The data set used in our study is the library borrowing records provided by a
Chinese four-year university. The snapshot of the data set is shown as Table 1.
In addition, the data set also includes the profile information of students such
as grade, major and sex. In particular, since library usually has limited volumes
of each book, students must comply with some restricted borrowing rules made
by college library. First, each student can hold at most a limited number of
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Table 1. A snapshot of library borrowing records

User id Book id Borrowing time Due time Return time

U1 B5 2010-04-01 09:05:20 2010-07-31 23:59:59 2010-07-12 16:12:16

U2 B2 2010-04-01 09:08:22 2010-07-31 23:59:59 2010-05-02 19:25:08

U2 B6 2010-04-01 09:08:45 2010-07-31 23:59:59 2010-06-24 10:05:36

... ... ... ... ...

U3 B1 2010-04-13 14:16:17 2010-08-12 23:59:59 2010-05-15 12:01:03

U4 B2 2010-04-13 14:16:55 2010-08-12 23:59:59 2010-06-44 11:45:56

(e.g. six) books in total. That is to say, students who have already had six books
at hand must return at least one book if they want to borrow another one.
Second, each book can be held for a limited number of (e.g. 120) days in fairness
to all of students. To explore the procrastination behavior of students, we choose
the records of students entering school from 2006 to 2010 as study candidates,
including 17,531 students and 107,818 books with 1,007,406 borrowing records.

2.2 Procrastination Assumption

A study of academic procrastination reveals that 46 % of subjects reported they
nearly always or always procrastinate on writing a paper, while 27.6 % pro-
crastinate on studying for examinations [10]. Furthermore, it is estimated that
80 %–95 % of college students engage in procrastination, approximately 75 % con-
sider themselves procrastinators [11]. Therefore, the procrastination of students
is very likely to influence their behaviors in library, and the extent of which is
determined by the level of procrastination. Based on the above, here we assume
that procrastination is a latent factor which may affect the hold time of borrowed
books. Therefore, such factor can be learned through comprehensively modeling
the borrowing behaviors of students.

2.3 Problem Formulation

Since the procrastination of students is not an explicit variable, we cannot
directly estimate the value of procrastination through supervised approach.
Therefore, we need to find some quantitative observations and seek the rela-
tionship between the procrastination and them. Based on our procrastination
assumption, we can regard procrastination as a latent factor that determines
the hold time of borrowed books. Through the modeling of hold time, we can
learn the procrastination value for each student. If the hold time of borrowed
books can be predicted accurately, it can be verified that procrastination surely
is an attribute of college students and undoubtedly makes effect on their hold
time of borrowed books. For simplicity, we assume the procrastination value of
each student is invariable over the four years in college.
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Fig. 1. Example of the B-S bipartite network.

Formally, we define eu as the procrastination value of student u. The hold
time of the book i borrowed by students u at time t is represented by hu,i(t).
Our task is to model the causal relationship eu → {hu,i(t)} from eu to a set of
borrowing records {hu,i(t)} of student u. In this way, the procrastination value
eu can be obtained as a result of the hold time modeling.

3 Naive RP Model

Based on procrastination assumption, we can estimate the hold time of borrowed
book hu,i(t) through procrastination value eu. However, intuitively, hu,i(t) is
not completely determined by eu, since different books have different required
reading time. Therefore, we should first clarify the required reading time ru,i(t)
for student u and the borrowed book i at time t. The required reading time is
not equal to the actual hold time of borrowed book, but is just an estimation
of reading time that student u may spend in reading book i due to different
reading speed and different focused content. Suppose this required reading time
has been obtained, we can make estimation of hold time hu,i(t) by ru,i(t) + eu.
By minimizing the error function, we can learn the procrastination value eu for
all of students. The error function is represented as:

min
{eu|u∈U}

∑

(u,i,t)∈R

(hu,i(t) − ru,i(t) − eu)2 +
∑

u∈U

λe2u, (1)

where R is the set of borrowing records and U is the set of students. In order to
make a tradeoff between the magnitude of required reading time and procrasti-
nation factor, we add a regularization term λe2u into the above error function.

3.1 Required Reading Time Estimation

The required reading time ru,i(t) is an important component of the hold time
hu,i(t) and its estimation also has impact on precise estimation of procrastination
level of each student. However, less information about the student can be used to
describe this required reading time. As for book i, it is impractical to analyze its
content for reading time estimation due to the lack of electronic data. Therefore,
we propose to leverage the neighborhood approach for estimation and define
ru,i(t) through borrowing history of book i:
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ru,i(t) =
∑

v∈L(i)

wi(u, v)hv,i, (2)

where L(i) is the set of students who borrowed book i in borrowing history.
hv,i is the vth student’s hold time for book i. Thus, it raises an issue that
how to determine the value of weight wi(u, v) in order to estimate the required
reading time. Directly, we can define wi(u, v) by means of similarity simi(u, v)
between student u and his neighbors. To this end, we build a book-student
(B-S) bipartite network G = {V,B, T} as shown in Fig. 1, where V =
{v1, ..., v|V |} denotes the set of students in library history, and B = {b1, ..., b|B|}
denotes the set of borrowed books. T = {tvi} is the edge set, where tvi denotes
the time student v borrowed book i previously. For convenience of calculating
the similarity between students, in this paper, we let tvi = (tsvi, t

m
vi, t

d
vi), where

tsvi, tmvi and tdvi represents the semester, month and day when student v borrowed
book i. Thus, we can define the similarity sim1

i (u, v) as:

sim1
i (u, v) =

eI(qu=qv)

1 + |tmui − tmvi|
, (3)

where I(qu = qv) is the indicator function, qu and qv denote the major of student
u and v respectively. It is sound that students who majored in same field might
focus on the same content of the book. Moreover, the more adjacent month
students borrow this book at one year, the more likely they sign up for the same
course and the more similar knowledge they need to learn from this book.

However, to depict the similarities of students, these observational similar-
ities are not enough when estimating the required reading time of borrowed
books. Thus, we need to define the similarities from different point of view. As
mentioned in preliminaries section, students must comply with the borrowing
volume number constraint. So students who frequently borrow books relatively
have less hold time of borrowed books. In this way, we incorporate this borrow-
ing frequency factor into the similarity definition. In this paper, we only consider
the borrowing frequency in each semester. Specifically, we first seek out edge set
T s
v = {tvj |tsvj = tsvi}, which is the set of dates student v had borrowing actions in

semester tsvi. Second, we divide semester into several timestamps and count the
borrowing number in each timestamp utilizing tmvi and tdvi in set T s

v . Then, we
define a vector −−→nv,i to represent the frequency, in which each entry corresponds to
the above counting borrowing number in each timestamp. After obtaining vector−−→nu,i and −−→nv,i, we can compute similarity conveniently. Motivated by Tanimoto
similarity coefficient [15], which is a generalized Jaccard similarity coefficient,
and is defined as:

Ts(−→x ,−→y ) =
−→x ·−→y

|−→x |2+|−→y |2−−→x ·−→y =
−→x ·−→y

|−→x −−→y |2+−→x ·−→y , (4)

we define the similarity sim2
i (u, v) as:

sim2
i (u, v) =

cos < −−→nu,i,
−−→nv,i >

|−−→nu,i − −−→nv,i| + cos < −−→nu,i,
−−→nv,i >

. (5)



Exploring the Procrastination of College Students 263

Fig. 2. The graphical representation of dynamic RP model.

In Eq. 5, we consider not only the frequency but also the magnitude in similarity
computation. For example, if −−→nu,i = (2, 4), and −−→nv1,i = (1, 4), −−→nv2,i = (2, 2),−−→nv3,i = (2, 4), −−→nv4,i = (4, 8), then sim2

i (u, v1) = 0.4940, sim2
i (u, v2) = 0.3217,

sim2
i (u, v3) = 1 and sim2

i (u, v4) = 0.1827. We can find that sim2
i (u, v4) is the

smallest although −−→nv4,i is proportional to −−→nu,i. Taking account of sim1
i (u, v) and

sim2
i (u, v), we represent wi(u, v) as:

wi(u, v) =
sim1

i (u, v) + sim2
i (u, v)

∑Li

v=1 sim1
i (u, v) + sim2

i (u, v)
. (6)

3.2 Limitation Discussion

Having estimated the required reading time ru,i(t) and learned the procrasti-
nation value eu, we can also predict the hold time of future borrowed books
for student u. However, the naive RP model assumes that all students share
the same regularization coefficient λ, which may be unsuitable for all students.
Besides, other factors except procrastination may also affect the hold time of
borrowed books, which have impact on the precision of procrastination estima-
tion. To this end, a graphical model named dynamic RP model is developed,
where the procrastination value eu of every student is determined all by its own.
In the next section, we will illustrate how dynamic RP model can capture these
factors as well as can control estimation accuracy automatically.

4 Dynamic RP Model

In this section, we analyze some potential factors that dynamically influence the
hold time of borrowed books. To depict these dynamic characteristics, we develop
our dynamic RP model from probabilistic point of view, where the parameters
estimations are under the framework of empirical Bayes.

4.1 Hold Time Component Elements

The dynamic RP model is developed on the basis of naive RP model and is
shown in Fig. 2, where unshaded variables indicate latent factors that determine



264 Y. Zhu et al.

the hold time. In Fig. 2, hu,i(t) and ru,i(t) stand for the hold time and the
required reading time of book i borrowed by students u at time t, respectively. eu
represents the above-mentioned procrastination value and we assume it follows
a zero-mean Gaussian distribution with a parameter αeu for student u:

P (eu|αeu) = N (eu|0, α−1
eu ). (7)

Naturally, besides the required reading time, procrastination is not the only
factor that affects the hold time of borrowed books. In college, students making
borrowing actions at different time of semester usually have different type of
borrowing patterns. Some students tend to borrow books for learning guidance
at the beginning of each semester, while others prefer to borrow at the end
of each semester just for final examinations. Therefore, the hold time of their
borrowed books are influenced by the specific time of each semester. Besides,
course teachers assign tasks with various levels in each semester, which also has
impact on the hold time of borrowed books. To capture this point, we specify−−−→
su(t) to describe these factors, as shown in Fig. 2. Specifically, we select several
time points in each semester as kernel points. The more close the borrowing
actions take place to a specific kernel, the greater degree the hold time falls into
that pattern. This factor fs(t) is defined formally as:

fs(t) =
∑K

k=1 e−|t−t0k| · su,k(t)
∑K

k=1 e−|t−t0k| , (8)

where K is the number of kernel points, su,k(t) is the kth entry in
−−−→
su(t), t0k stands

for the date of kth kernel point. Therefore, different dates in the same semester
share the same value of

−−−→
su(t), and there are totally S semesters. Again, we choose

a form of zero-mean Gaussian for su,k with a parameter αsu,k
for student u, in

which αsu,k
is the kth entry in −→αsu , and

P (su,k(t)|αsu,k
) = N (su,k(t)|0, α−1

su,k
). (9)

Furthermore, it is common that students may be free this month and become
busy next month due to various reasons. These unpredictable factors come out
of some stochastic events, which can alter students’ reading schedule and then
determine the hold time of their borrowed books. With this consideration, we
choose the variable mu to denote those month regularity factors. As shown in
Fig. 2, the variable mu(t) is also shared by different dates in the same month
and there are M months in total. A zero-mean Gaussian distribution with a
parameter αmu

is also available for mu.

P (mu(t)|αmu
) = N (mu(t)|0, α−1

mu
). (10)

These above discussed factors are the supplementary component elements of
the hold time of borrowed books. Adding these elements can not only model-
ing the hold time of borrowed books more comprehensively, but also make the
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estimation of procrastination value more precise. In practice, if students have
borrowed very few books previously, it is better to use naive RP model since
these dynamic factors can not be captured by dynamic RP model adequately.
In contrast, when there are enough borrowing records, we choose dynamic RP
model to depict those dynamic characteristics of each student. The model train-
ing process is presented as follow.

4.2 Empirical Bayes Framework for Estimation Accuracy Control

Based on the discussion above, we prepare to train dynamic RP model with
respect to the procrastination value eu and the above-mentioned variables. For
convenience, we define Θu = {eu,

−−−→
su(t),mu(t)} and Λu = {αeu ,−→αsu , αmu

}. The
likelihood function is given by:

P (
−→
hu|ru,i(t), Θu, βu) =

∏

(u,i,t)∈R(u)

N (hu,i(t)|pui(t), β−1
u ), (11)

pu,i(t) = ru,i(t) + eu +
∑K

k=1 e−|t−t0k| · su,k(t)
∑K

k=1 e−|t−t0k| + mu(t), (12)

where
−→
hu is the vector of hu,i(t) in students borrowing set R(u). In Eq. 11, we

also assume hu,i(t) is characterized by a Gaussian distribution with a parameter
βu for student u. Due to the conjugate property, the posterior distributions of
Θu are also Gaussian and they are represented by:

P (eu|−→hu, Θu, αeu) = N (eu|μeu , λeu),

P (su,k(t)|−→hu, Θu, αsu,k
) = N (su,k(t)|μsu,k(t), λsu,k

),

P (mu(t)|−→hu, Θu, αmu
) = N (mu(t)|μmu(t), λmu

),

(13)

where the means and variances of Θu are calculated as:

μeu = βuλ−1
eu

∑

(u,i,t)∈R(u)

(hu,i(t) − pu,i(t) + eu),

λeu = αeu + βu|R(u)|,
μsu,k(t) = βuλ−1

su,k

∑

(u,i,t)∈Rs(u,t)

Wk(t)(hu,i − pu,i + Wk(t)su,k(t)),

λsu,k
= αsu,k

+ βu

∑

(u,i,t)∈Rs(u,t)

Wk(t)2,

μmu(t) = βuλ−1
mu

∑

(u,i,t)∈Rm(u,t)

(hu,i(t) − pu,i(t) + mu(t)),

λmu
= αmu

+ βu|Rm(u, t)|,
where R(u), Rs(u, t) and Rm(u, t) are the set of borrowing records for student u
generated in all four years, in the semester of t and in the month of t, respectively.
Wk(t) is given by:
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Wk(t) =
e−|t−t0k|

∑K
j=1 e−|t−t0j | .

Suppose the priors Λu have been obtained, which are inferred from the data and
will be discussed later. By maximizing the posterior distributions of Θu, the pro-
crastination value of student u and other dynamic variables can be estimated by
the means of Eq. 13. With these obtaining variables, we can also make prediction
for new instance of hold time of borrowed book. The predictive distribution of

ˆhu,i(t) takes the form of:

P ( ˆhu,i(t)|−→hu, ru,i(t), Λu, βu) =
∫

P ( ˆhu,i(t)|ru,i(t), Θu, βu)

× P (eu|−→hu, Θu, αeu)P (
−−−→
su(t)|−→hu, Θu,−→αsu)P (mu(t)|−→hu, Θu, αmu

)dΘu.

(14)

As stated above, both the conditional distribution of hu,i(t) and the distribu-
tions of Θu are all Gaussian distribution, which makes it possible to derive the
closed form solution. By means of integral operations, the mean of predictive
distribution is obtained using the result that substituting the means of posterior
distributions of Θu into Eq. 12 simply.

Now we discuss how to get appropriate priors Λu from the data. The marginal
likelihood function is represented by:

P (
−→
hu|ru,i(t), Λu, βu) =

∫

P (
−→
hu|ru,i(t), Θu, βu)

× P (eu|αeu)P (
−−−→
su(t)|−→αsu)P (mu(t)|αmu

)dΘu,

(15)

where −→αsu and
−−−→
su(t) are K-dimensional vectors that each entry of it corresponds

to αsu,k
and su,k(t), respectively. Fortunately, all terms in Eq. 15 are Gaussian,

which comes out a closed form when integrating over parameters Θu. Thus, we
obtain the following results by maximizing Eq. 15.

βu =
|R(u)| − γeu − ∑K

k=1 γsu,k
− γmu∑

(u,i,t)∈R(u)(hu,i(t) − pui(t))2
,

α−1
eu = e2uγ−1

eu , γeu =
λeu − αeu

λeu

,

α−1
su,k

=
γ−1
su,k

|Rs(u, t)|
∑

(u,i,t)∈Rs(u,t)

su,k(t)2, γsu,k
=

λsu,k
− αsu,k

λsu,k

,

α−1
mu

=
γ−1
mu

|Rm(u, t)|
∑

(u,i,t)∈Rm(u,t)

mu(t)2, γmu
=

λmu
− αmu

λmu

.

Afterwards, we can substitute above results into Eq. 13 and alternate between
maximizing posterior distributions of Θu and using the above results to update
prior parameters Λu and βu until convergence criterion is satisfied.
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The framework of empirical Bayes guarantees the precision of these learning
variables. In this case, we need to explain why we do not use fully Bayesian
treatment. As we discussed above, all variables are assumed to be Gaussian,
which renders a closed form when making inferences and predictions. However,
if we adopt the framework of fully Bayesian treatment, both inferences and pre-
dictions are analytically intractable. Therefore, we need to resort to approximate
inference like variational methods [5] or MCMC-based methods [8]. Variational
methods typically scale well to large applications and may produce inaccurate
results for our estimation problem, while MCMC-based methods are too time-
consuming for training our model. Considering this, we employ the framework
of empirical Bayes, which can save plenty of time for inferences and predictions.

5 Experimental Results

In this section, we comprehensively evaluate our procrastination discovery app-
roach based on several real-world data sets. First, we evaluate the effectiveness
of our models through predicting the hold time of borrowed books. Then, we
empirically verify our learned procrastination value from psychological fields.

5.1 Prediction Performance

Experimental Setup. In our experiments, we empirically extracted 812,506
records from 10,035 students, who borrowed more than 30 books throughout
the four years in college, as evaluation data set. Furthermore, we randomly
selected 144,590 records as test set and the remaining records were used for
training models. To the best of our knowledge, there is no existing work for the
hold time of borrowed books prediction. Therefore, we exploit several intuitive
but state-of-the-art baselines for evaluation. First, we propose to use the the
average hold time of previous borrowed books of the given student for prediction
(i.e., Average), which is based on the intuition of habitual momentum. Second,
from the preference factorization perspective, we use the Probabilistic Matrix
Factorization (i.e., PMF ) [7] with 30 latent factors for predicting the hold time.
Third, we choose some supervised machine learning techniques for prediction.
The selected features for these methods are listed in Table 2.

In our experiments, we exploited Weka to conduct the above baselines, which
is an open source software under the GNU General Public License1. The para-
meters of these machine learning methods and the value of λ in our naive RP
model are set according to 10-fold cross validation. Besides, we empirically set K
to be 3 in dynamic RP model. The time of kernel points were set to September
15th, November 15th and January 15th for the first semester, while March 15th,
May 15th and July 15 for the second semester, since they correspond to the
start, middle and end of each semester, respectively.

1 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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Table 2. Selected prediction features

For student features:

• Borrowing number previously

• Minimum hold days of borrowed books previously

• Maximum hold days of borrowed books previously

• Average hold days of borrowed books previously

• Hold days of borrowed book last time

• Number of times coming to library previously

For book features:

• Number of times been borrowed

• Minimum hold days been borrowed

• Maximum hold days been borrowed

• Average hold days been borrowed

For interaction features:

• Borrowing semester

• Borrowing month

Evaluation Metrics. For predicting the hold time of borrowed books, we can
treat it as a regression problem or classification problem. The regression per-
formance can be evaluated by the Root Mean Squared Error (RMSE), which

is defined as RMSE =

√
∑

(u,i)∈C(hu,i(t)− ˆhu,i(t))2

|C| , where ˆhu,i(t) is the predicted

hold time of the real value hu,i(t), and C denotes the test set. As for classification
performance, we can separate the records into two classes for prediction, where
one represents those returned back within a month (i.e., 30 days) and the other
represents those longer than a month. We regard the books returned back within
30 days as positive class and leverage the classic evaluation metric F-measure
for evaluation, which is harmonic mean of metric Precision and Recall.

Performance and Discussion. Fig. 3 shows the RMSE performance and F-
measure performance with respect to students who borrowed different number
of books totally. From the two figures, we can observe that our dynamic RP
model has the best prediction performance. As for the naive RP model, it has
comparative performance with the machine learning methods. Particularly, more
attention should be paid to the performance of PMF, which has the highest
value of RMSE, even higher than the Average method. This indicates that the
relationship between students and books based on the latent preferences are not
important for books hold time.

Based on the above experimental results, we can obtain the following conclu-
sions. First, our two proposed models are effective in predicting the hold time
of books borrowed by college students, especially the dynamic RP model. This
guarantees the validity of our procrastination assumption. Although there still
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(a) (b)

Fig. 3. Performance with respect to students who borrowed different number of books.
(a) Regression performance. (b) Classification performance.

(a) (b)

Fig. 4. Distribution of the learned procrastination value. (a): The number of students
with respect to the procrastination value. (b): The distribution of procrastination value
with to male and female students.

exists some predictive bias, two reasons can explain this result. One is that the
events happened in a short period of time for each student are hardly captured,
which can also affect the hold time of borrowed books more or less. The other is
that there are still some errors in the estimation of required reading time, which
is also difficult to seek the optimal estimation. Second, some machine learning
methods such as Decision Tree Regression and Neural Networks have nearly
same regression performance with the naive RP model. This implies that these
machine learning methods are very likely to discover the knowledge about the
required reading time and procrastination factors from data, while it is difficult
for them to capture more dynamic factors. Moreover, the lack of the ability to
discover the procrastination of students is the crucial limitation, which is the
superiority of our models.

5.2 Procrastination Verification

In this subsection, we validate our learned procrastination value of students.

Distribution Evidences. Figure 4 shows the distribution of the procrastina-
tion value of all 10,035 students in our data set. Specifically, Fig. 4(a) illustrates
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the number of students with respect to the learned procrastination value. The
greater the procrastination value is, the heavier extent of procrastination the stu-
dent has. As for students who have negative procrastination value, we explain
them the opposite of procrastination, the sense of urgency. From this figure,
we can observe the normality of our learned procrastination value. Figure 4(b)
reveals the distribution of procrastination value with respect to male and female
students. As reported by Van et al. [17], it is slightly more likely that men pro-
crastinate more than women. From this figure, we can notice that male students
have relatively higher procrastination value than female students, and the mean
value of male and female students are 2.05 and 0.57 respectively. This consistent
with psychological result evidences the truth our learned procrastination value.

Library Actions Evidences. To illustrate how procrastination makes impact
on the library actions. Figure 5(a) provides the relationship between the procras-
tination value and the average hold days of all borrowed books over four years in
college for corresponding students. In this figure, there exists a strong trend that
the average hold days are increasing with the increase of procrastination value.
This indicates that students with higher procrastination value are more inclined
to hold borrowed books for a longer time. Besides, it also has correlation between
the procrastination behavior and default behavior in college library. Here, we
have 32,648 default records of penalty in our library data set. We selected the
bottom 10 %, middle 10 % and top 10 % students according to the magnitude of
procrastination value. Figure 5(b) presents the number of default records with
these students. In this figure, apparently, the top 10 % students with the highest
procrastination value have much more default records, whereas the bottom 10 %
students have much less. It is nature that those top 10 % students procrastinate
to return their borrowed books, then gradually evolve to forget it and exceed the
due return time. According to the above statistics, the rationality of our learned
procrastination value can be verified. Besides, as an application of library ser-
vice, students with high procrastination level will be reminded to return the
borrowed books in case these books are in urgent need by other students.

(a) (b)

Fig. 5. The statistics for the procrastination value with library actions. (a): The aver-
age hold days of all borrowed books over four years in college for students with corre-
sponding procrastination value. (b): The number of default records in library with the
bottom 10 %, middle 10 % and top 10 % procrastination value.
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Fig. 6. The average standard deviation
of weight over four years in college with
the bottom 10 %, middle 10 % and top
10 % procrastination value, grouped by
entering college year.

Association Evidences. To further ver-
ify our learned procrastination value, we
take the association results between pro-
crastination value and other characteris-
tics of students with psychological fields
conclusions for comparison. As Culnan
et al. [3] revealed that procrastination
may influence college freshmen weight
change, we first test our learned procras-
tination value on students’ body weight
data. Figure 6 shows the average standard
deviation of students weight over four
years in college with the bottom 10 %,
middle 10 % and top 10 % procrastination
value. Here, we group students according to their entering college year. From
this figure, we can find that the weight of students with highest procrastination
value fluctuates more greatly over four years in college than that of students with
lowest procrastination value. This statistical result is consistent with Culnan’s
conclusion, which evidences the reliability of our learned procrastination value.
As for academic performance, Steel et al. [12] noted that procrastination may
not have contributed significantly to poorer grades and students who completed
all of the practice exercises tended to perform well on the final exam no matter
how much they delayed. Therefore, we test on the scholarship data. There are
1,267 students winning a scholarship, and the number of students having pro-
crastination value in the bottom 10 %, middle 10 % and top 10 % account for
58, 70 and 76 respectively. We find that the gap between top 10 % and bottom
10 % or middle 10 % is not obvious, it seems that the number of students with
higher procrastination value is even more. This consistent statistics also gives
more evidence to the validity of our learned procrastination value.

6 Related Work

Generally, the related work of this paper can be grouped into two categories, i.e.,
procrastination in psychological research and behaviors analysis of students.

Procrastination in Psychological Research. Procrastination has been stud-
ied for a long time in the field of psychology. One of research directions is the
study of impact brought by procrastination behavior. Tice et al. [16] found that
some negative associations are linked to procrastination, such as depression, anx-
iety, irrational behaviour and low self-esteem. Another research direction focuses
on the exploration of the possible causes of procrastination. For example, Steel
et al. [11] revealed that task aversiveness, task delay, self-efficacy, and impul-
siveness, as well as conscientiousness and its facets of self-control, distractibility,
organization, and achievement motivation are strong and consistent predictors
of procrastination. Study also involves in result of the remedy of procrastination
behavior. For example, Ariely et al. [2] specially studied people who strategically
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try to curb procrastination by using costly self-imposed deadlines. Their empir-
ical evidence showed that self-imposed deadlines are not always as effective as
some external deadlines in boosting task performance.

Behaviors Analysis of Students. The behaviors analysis of students is
attracting more researchers these years due to the increasing available data.
Recently, Guan et al. [4] developed a learning framework Dis-HARD for identi-
fying students who are qualified to obtain the financial funding support in college
by investigating student’s complex behaviors within campus. Agrawal et al. [1]
proposed solutions for grouping students who exhibit different ability level into
sections so that the overall gain for students is maximized. To examine students’
learning process and improve their study performance, researches also covered
in education, emerging educational data mining (EDM) [9].

Above all, however, no existing work has explored the procrastination from
college library data, which comes out our procrastination exploration work.

7 Concluding Remarks

In this paper, we introduced a data-driven study from a behavioral perspec-
tive to explore the procrastination of college students. To this end, we proposed
an unsupervised approach to quantitatively estimate the procrastination level
of students through the analysis of their borrowing records in college library.
Specifically, we first propose a naive Reading-Procrastination (naive RP) model,
which takes consideration of the behavioral similarity between students for pro-
crastination discovery. Furthermore, to improve the discovery performance, we
develop a dynamic Reading-Procrastination (dynamic RP) model by integrat-
ing more comprehensive characteristics of student behaviors, such as semester-
awareness and month-regularity. A unique characteristics of the dynamic RP
model is it can depict the procrastination behavior in a probabilistic and empir-
ical Bayesian perspective. Finally, we conducted extensive experiments on several
real-world data sets collected from a Chinese college. The experimental results
clearly demonstrated the effectiveness of our approach, and verified several key
findings from psychological fields.
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Abstract. One important problem of recommender system is rating
prediction. In this paper, we use the movie rating data from Movie-
Lens as an example to show how to use users’ attributes to improve the
accuracy of rating prediction. Through data analysis, we observe that
users having similar attributes tend to share more similar preferences
and users with a special attribute have their own preferred items. Based
on the two observations, we assume that a user’s rating to an item is
determined by both the user intrinsic characteristics and the user com-
mon characteristics. Using the widely adopted latent factor model for
rating prediction, in our proposed solution, we use two kinds of latent
factors to model a user: one for the user intrinsic characteristics and the
other for the user common characteristics. The latter encodes the influ-
ence of users’ attributes which include user age, gender and occupation.
On the other hand, we jointly use user attributes or item category infor-
mation and rating data for calculating similarity of users or items. The
similarity calculating results are used in our proposed latent factor model
as a regularization term to regularize users or items latent factors gap.
Experimental results on MovieLens show that by incorporating users’
attributes influences, much lower prediction error is achieved than the
state-of-the-art models. The prediction error is further reduced by incor-
porating influences from item category popularity and item popularity.

Keywords: Recommendation · Rating prediction · Matrix factorization

1 Introduction

With the rapid increasing of web information, recommender system is becom-
ing more and more popular since it is good for both consumers and service or
product provider. On one hand, it helps consumers to alleviate the information
overload problem. On the other hand, it brings better sales to product or service
provider. Diversity recommender systems have been designed to meet the needs
of different platforms in recent years. Such as commodities recommendation for
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 277–296, 2016.
DOI: 10.1007/978-3-319-32025-0 18
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E-commerce websites, friends recommendation for social network platform and
point-of-interest recommendation for location-based social networks (LBSN).

Depending on the application, different recommendation problems have been
defined and studied. The top-N item recommendation and rating prediction are
two most widely studied categories of recommendation problems. On one hand,
top-N item recommendation tasks aim to recommend a user a list of items that
she may be interested in. For example, in movie websites, movie recommendation
aims to recommend unseen movies to users. Rating prediction, on the other
hand, is to predict the preference rating of a user to a product or service that
she has not rated before. The products or services with high predicted ratings
are recommended to users. In this study, we are interested in the movie rating
prediction problem with user attribute data from MovieLens.

In recent years, social information is widely used in the recommendation
system and the performance has been improved a lot. One popular method
using social information in recommendation systems is SocialMF [1]. SocialMF
is proposed by adding the social regularization term to the matrix factorization
objective function. The additional social regularization term ensures that the
distance of the latent vectors of two users or items will become closer if two users
or items are more similar. Commonly, users’ or items’ similarity are computed
based on user-item ratings, which is not applicable for new users or items. In our
dataset, both user attributes and item categories information are available. For
item rating prediction, an interesting question here is: Are the user attributes
and item categories information helpful to similarity calculation and can they
improve the accuracy of rating prediction?

To answer the question above, we conducted data analysis on MovieLens’s
movie rating data. We observe that users having similar attributes tend to share
more similar user preferences and users with certain attribute have their own
favorite items, while other users without that attribute may not be interested in
those items. Based on these observations, we incorporate user attributes influ-
ences into our movie rating prediction model which is based on the widely
adopted latent factor model realized by Matrix Factorization (MF). Together
with influences from other factors including item category, user neighbor, item
neighbor, item popularity and item category popularity, we show that the pro-
posed model outperforms state-of-the-art baselines including Biased MF, RSVD
and Social MF [1,2], measured by both Mean Absolute Error (MAE) and Root
Mean Square Error (RMSE). To the best of our knowledge, this is the first
study exploiting user attributes as latent factor in item rating prediction. To
summarize, the main contributions arise from this study are as follows:

• We conduct data analysis and observe that users having similar attributes
tend to share more similar user preferences and users with certain attribute
have their own favorite items, while other users without that attribute may
not be interested in those items. This is an important observation that could
be useful for not only item rating prediction, but also related studies, e.g.,
item recommendation and user attribute analysis from rating data.
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• We directly model the influence of user attributes into movie rating prediction
using matrix factorization. Specifically, for each user, we use two different
latent factors to represent his or her intrinsic and common characteristics
respectively. Every user’s intrinsic latent factors are unique and determined
by himself or herself. While common latent factors of a user are determined
by his or her attributes’ type and every attribute has a latent factors. On the
whole, a user’s latent factors are modeled as the linear combination of his or her
intrinsic latent factors and all attributes’ latent factors. In our recommender
system, we have also considered other factors including item popularity and
item category popularity. To the best of our knowledge, this is the first study
that models user attribute influence as latent factors into rating prediction,
while previous studies only take a attribute as a bias.

• We conducted extensive experiments to evaluate the effectiveness of incor-
porating influence of user attributes and other factors in item rating predic-
tion and compared the prediction accuracy of the proposed model with an
array of strong baseline models. The experiment results show that using both
user or item profile information and rating sequence information for selecting
appropriate neighbor can further improve the performance and different user
attributes have imparity status in item rating prediction.

The rest of this paper is organized as follows. We review the related work in
Sect. 2. The data analysis is reported in Sect. 3. The details of the proposed
item rating prediction model is presented in Sect. 4, Experimental evaluation is
showed in Sect. 5. Finally, Sect. 6 concludes this paper.

2 Related Work

The collaborative filtering (CF) technique has become more and more popular in
personalized recommender task [3–6] since CF methods are domain independent
and only require the past activities history of users, i.e. user-item rating matrix,
to make recommendations. According to different means of utilizing the user-
item rating matrix, collaborative filtering approaches are usually divided into
two kinds of categories [7]: memory-based CF and model-based CF.

Memory-based CF, also called as neighbor-based methods, use the history
user rating behaviors data for recommendations. The basic idea of memory-based
CF is to find similar users or items for target user or item by using similarity
measures. Once the neighborhoods are formed, memory-based CF usually takes
a weighted sum of ratings given by their neighbors (target user’ neighbors or
target item’ neighbors) as a prediction. user-based CF [7,8] and item-based CF
[9,10] are two typical kinds of memory-based method. User-based CF predicts
the ratings based on the opinions of target user’s neighbors, which have similar
item preferences with target user. On the other hand, item-based CF provide
prediction based on the ratings of items that is similar to target item.

In contrast with memory-based CF, which utilize entire user-item matrix to
provide recommendations for target users, model-based CF make use of statis-
tical and machine learning techniques to learn a predictive model from training
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data. The predictive model can characterize the rating behaviors of target users.
Then model-based CF use the trained model to predict the unobserved ratings,
rather than directly utilize the entire user-item matrix to compute predictions.
Latent factor model is one of the most successful CF models, in which users
and items are jointly mapped into a shared latent space of much lower dimen-
sionality. As the most successful realization of latent factor model, matrix fac-
torization (MF) [1,11,12] has been successfully applied to various recommender
systems including location rating prediction for Jiepang [13] and Yelp [14], event
recommendation for Meetup [15] and Douban [16], and personalized tweet tag
recommendation [17].

Among various MF models proposed, SVD++ [11] is probably one of the
most successful models. This model integrates the implicit feedback informa-
tion from a user to items (e.g., based on user’ s purchase history or browsing
history). More specifically, the user vector of latent factors in this model is com-
plemented by the latent factors of the items to which the user has provided
implicit feedback. Recently, Ma [1] proposed a social regularization MF method,
named Social MF, to employ the similar and dissimilar relationships between
users and items to improve recommendation accuracy. The similarity between
items is measured based on their ratings using Pearson’ s correlation or cosine
similarity. It is usually difficult to reflect the real similarity of two users or items
that only using the rating information to measure similarity. In many litera-
tures, many other user-/item-specific attributes are introduced to calculating
user similarity or item similarity. In contrast with rating data, user attribute
information, for example, age, gender, occupation for a user, can represent the
characteristics more accurately. Item has a similar situation with user. In our
experiments, user attribute information and item category information are intro-
duced to calculating similarity, and the proposed models achieve better rating
prediction accuracy than Social MF [1] indicating that adding the influence from
attributes neighborhood is more effective than the influence only from neighbors
chosen by rating-based similarity measures.

Based on MF, influence from other aspects of users or items besides the
ratings can be flexibly and easily modeled. For example, Koenigstein et al. [18]
incorporated rich item bias into MF model to capture the taxonomy information
of music. Each music has multiple types of information such as track, album,
artist and genre. In their proposed model, MF was extended by adding shared
bias parameters for items linked by common taxonomy. Moreover, some other
work has also shown that popularity is helpful in improving the recommenda-
tion accuracy [19,20]. To the best of our knowledge, user or item attributes are
introduced to most of literatures as biases. However, few work focus on taking
user or item attributes information as latent factors to improve the quality of
recommendation. In our problem setting, we consider the attributes from a user
further elaborates about the rating. We model users’ attributes as latent factors
and incorporate the attributes into rating prediction. Next, we conduct data
analysis of the MovieLens data.
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3 Data Analysis

3.1 Dataset

Our study is based on the popular released MovieLens Dataset1. The data was
collected through the MovieLens web site2 during the seven-month period from
September 19th, 1997 through April 22nd, 1998. It contains 100,000 user-item
ratings (scale from 1 to 5) rated by 943 users on 1,682 items.

This data has been cleaned up - users who had less than 20 ratings or did
not have complete demographic information were removed from this data set. A
user contains a unique id, name, age, gender and occupation. This data have 21
occupations and a user only has one of them. An item has a unique id, name,
release date, URL and its categories. This data have 19 categories and an item
may have more than one category. However, we don’t use released date and URL
in our study. A rating tuple contains user id, item id, rating from 1 to 5 stars and
date. In this study, we do not use the date feature for its less relevance to our
research problem. Table 1 reports the minimum, maximum, and average number
of ratings per user and per item respectively.

Table 1. Statistics of dataset movieLens

Statistics User Item

Min. Num. of Ratings 20 1

Max. Num. of Ratings 737 583

Avg. Num. of Ratings 106.04 59.45

3.2 Observations

To gain a better understanding of users’ rating behaviors, we study the rat-
ing data introduced above. More specifically, we study the influence of user
attributes for rating behavior at two levels: item-level and rating-level. We make
two observations from the data analysis: (a) Users have similar attributes tend
to share more similar user preferences; and (b) Users with certain attribute have
their own favorite items, while other users without that attribute may not be
interested in those items. These patterns are independent of any particular user.
We now report the details of the data analysis.

Item Level. To better study users rating behaviors at rating level, we cluster
the users into groups by user attributes. Users having same attribute value are
clustered in same group. As an example, we cluster users into female group and
male group by gender. In order to observe the item level rating behaviors more
intuitively, we measure the Rating Count Difference(RCD) of each item i for
1 http://www.grouplens.org/system/files/ml-100k.zip.
2 movielens.umn.edu.

http://www.grouplens.org/system/files/ml-100k.zip
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two user groups usj and usk, these two user groups have different attribute
value aj and ak, respectively. Considering the user number gap of those two
user groups, using Absolute Rating Count Difference(ARCD) is unfair. Hence
we use Normalized Rating Count Difference(NRCD) to measure RCD, defined
as follows.

NRCDi(usj , usk) =

∑

t∈I

|uskt|
∑

t∈I

|usjt| · | usji | − | uski |

max
t∈I

(

∑

t∈I

|uskt|
∑

t∈I

|usjt| · | usji | − | uski |)
(1)

Where NRCDi(usj , usk) is normalized rating count difference of user group usj
and user group usk for item i, I is the set of all items, usji and uski denote the
two sets of users who have rated item i, and | • | denotes the cardinality of a
set.

Fig. 1. Normalized Rating Count Difference(NRCD) of female and male

Figure 1 plots the rating count difference(NRCD) of female and male. As
shown in Fig. 1, female’s rating count for each item shows great difference to
male’s. Specifically, about 13 % items’ NRCD is over 0.3 and average of NRCD
is about 0.13. Another interesting phenomenon is about 45 % items’ NRCD less
than 0.05. These two phenomena indicate that female and male share similar
preferences for most of items, while for some particular items, their preferences
show huge gap. In other words, users’ gender has a certain degree of influence for
users’ rating behaviors. For age (3 age groups) and occupation (21 occupations),
Rating count difference have similar circumstance with gender. As a result of the
limitation of space, we omit the NRCD figures of age groups and occupations.
Table 2 lists top-5 ARCD items of young adults and mid adults. Item 286 has
the max ARCD of 213, while the max NRCD of items is 515. This is because
NRCD and ARCD are two measure methods which have a certain relation, but
inequitable. Any way, these two measure methods both indicate user attributes
have influence of user’s rating behaviors in another way.
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Table 2. Top-5 ARCD items of Young Adults(YA) and Mid Adults(MA)

Item ID RC YA RC MA NRCD ARCD

286 87 300 0.67 213

269 54 206 0.55 152

515 13 151 0.83 138

211 19 152 0.74 133

483 37 169 0.57 132

Table 3. Statistics of Student(S) and Educator(E)

Statistics Item id Group Diff

Max. of Avg Ratings Difference 919 - 1.46

Min. of Avg Ratings Difference 257,etc. - 0

Avg. of Avg Ratings Difference - - 0.32

Max. of Avg Ratings 170 S 4.93

Max. of Avg Ratings 48 E 4.69

Rating Level. At the rating level, we analyze the average of each item’s rating
for diverse user groups. Without loss of generality, we use student group and
educator group as an example. These two user groups clustered according occu-
pation. To avoid the influence of sparse data, we don’t consider items which are
less than 5 user rated in either student or educator. After the preprocessing,
only 500 items remind. But we surprising discover that about 30 % items’ aver-
age difference are larger than 0.5. Especially, the max gap reaches 1.46 for item
919. More detailed statistics of these two groups are summarized in Table 3.

We also compare others user group pairs, they have similar circumstance
with student and educator group. From these analysis in rating level, we can get
a similar conclusion with item level — user attributes have certain influence for
user rating behaviors.

Motivated by the two observations, we propose incorporating the above
attribute characteristics for rating prediction, so as to improve item recommen-
dation accuracy.

4 Rating Prediction

Rating prediction is a basic problem in recommendation system and has been
widely studied in literature. In this paper, we use rui to denote the rating that
user u gives to item i (i.e., a movie), and rui is in the range of 1 to 5 stars with
more stars indicating higher preference. Given the existing ratings made by M
users to N items, the task is to predict the unknown rating r̂ui, if user u has not
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Table 4. Notations and semantics

Ni Set of neighbors of item i

K Set of (u,i) pairs with known rui ratings

T Set of (u,i) pairs using test

suf Similarity of user(item) u and user(item)f

sauf Attribute similarity of user(item) u and user(item)f

sruf Rating similarity of user(item) u and user(item)f

rui Observed ratings of user u to item i

r̂ui Predicted ratings of user u to item i

μ Mean of all known rui ratings

bu Bias parameters for user u

bi Bias parameters for item i

pu Latent factors of user u

qi Latent factors of item i

aua Latent factors of user u’s age group

gug Latent factors of user u’s gender

ouo Latent factors of user u’s occupation

γ Similarity weighting parameter

ρi Normalized popularity of item i

γi Popularity weighting parameter for item i

τc Normalized popularity of item category c

γc Popularity weighting parameter for item category c

rated item i before. In the following, we first briefly introduce matrix factoriza-
tion and then present our proposed model by incorporating various influences
into the prediction. Table 4 lists the notations used in this paper.

4.1 Matrix Factorization

Our proposed method is based on the latent factor model realized by matrix
factorization. Matrix factorization map users and items into a joint latent space
with dimension f << min(M ;N). The inner product of a user vector pu ∈ Rf×1

and an item vector qi ∈ Rf×1 is used to approximate the user’s preference to the
item (see [21] for a detailed introduction of matrix factorization). Accordingly,
the predicted rating of user u to item i is computed using

r̂ui = pT
uqi, (2)

where pu and qi can be learned from the user-item rating matrix with known
ratings. However, users may have certain degree of biases: some users are more
lenient and some are very strict about ratings. Similarly, items may also have
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some degree of biases because of location or branding for example. To achieve
more accurate rating prediction, Biased MF extends the basic matrix factoriza-
tion by considering the biases,

r̂ui = μ + bu + bi + pT
uqi, (3)

where μ is the average rating of all known ratings, bu and bi are the user bias
and item bias, respectively. Learning the unknown parameters pu, qi, bu and bi
is an optimization problem to minimize the regularized squared error on the set
of known ratings K.

min
p�,q�,b�

∑

(u,i)∈K
(rui − r̂ui)2 + λ1(‖ pu ‖2 + ‖ qi ‖2) + λ2(b2u + b2i )

In this equation, λ1 and λ2 are regularization parameters used to avoid over-
fitting. Both stochastic gradient descent (SGD) and alternating least squares
(ALS) algorithms can be used to solve the optimization function and learn the
parameters [2,21]. In this paper, we adopt SGD to learn the parameters following
the algorithm presented in [2].

4.2 Incorporating Neighborhood Influence

Inspired by [1,22], user or item neighbors information can help rating prediction.
In the case of missing explicit neighbor information in MovieLens, we use top-N
similar users of target user instead of his or her neighbors information and then
plug in those similar users to the aforementioned matrix factorization frame-
work. There are several methods we can borrow in the literature to compare the
similarity between two users. In this paper, we jointly adopt rating similarity
and attribute similarity, which is defined as:

suf = γ · sauf + (1 − γ) · sruf

sruf =

∑
k∈I(u)∩I(f)(ruk − r̄u) · (rfk − r̄f )

√∑
k∈I(u)∩I(f)(ruk − r̄u)2 ·

√∑
k∈I(u)∩I(f)(rfk − r̄f )2

sauf =
1
3
(sageuf + sgenderuf + soccupationuf )

where suf is the similarity between user u and f , sruf indicates the rating similar-
ity and we adopt Pearson Correlation Coefficient(PCC) to calculate it. I(u) is a
set of items that rated by user u, and r̄u represents the average rate of user u. sauf
represents the attribute similarity and it’s a linear combination of age, gender
and occupation similarity. Age similarity sageuf is a normalized value of the age
difference of user u and f . Gender similarity sgenderuf is equal to 1 if the gender of
user u and f are the same, otherwise it is a small smooth value. The calculation
method of occupation similarity soccupationuf is similar to sageuf . And parameter γ
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is introduced to balance the importance between rating and attribute similar-
ity. Incorporating neighborhood influence, we proposed the matrix factorization
objective function as follow:

min
p�,q�,b�

∑

(u,i)∈K

(rui − r̂ui)
2+β1

∑

f∈N(u)

suf ‖ pu − pf ‖2 +λ1(‖ pu ‖2 + ‖ qi ‖2)+λ2(b
2
u+b2i )

where β1 is the regularization parameter, and N(u) represents user i’s neighbors.
In this method, the neighbors information is employed in designing the neighbor
regularization term to constrain the matrix factorization objective function. The
neighbor regularization term also indirectly models the difference of users’ tastes.
More specifically, if user u has a high similarity with user f , this regularization
term actually indirectly minimizes the distance between latent vectors pu and pf .

From the above, since we define the implicit user social information as the
similar users, we can naturally extend this idea to take advantages of the implicit
item social information, which can be found through the similar items. The
similarity calculation method of items are similar to users, and also includes
rating similarity and attribute similarity. Attribute similarity is calculated by
cosine similarity of two items’ category vector. The Social Regularization method
described above is a very general approach, and it can be easily extended to incor-
porate the item social information. The objective function can be formulated as:

min
p�,q�,b�

∑

(u,i)∈K

(rui − r̂ui)
2 + β1

∑

f∈N(u)

suf ‖ pu − pf ‖2 +β2

∑

f ′∈N(i)

sif ′ ‖ qi − qf ′ ‖2

+λ1(‖ pu ‖2 + ‖ qi ‖2) + λ2(b
2
u + b2i )

4.3 Incorporating User Profile Influence

Based on our observations in Sect. 3.2, user’s attributes have influence of item
rating. These observations suggest that considering user attributes influence may
improve the accuracy of item rating prediction.

In this paper, to model users’ rating behavior, we first assume that a user’s
rating preference is determined by the user intrinsic characteristics and the com-
mon characteristics. Each user’ intrinsic characteristics are unique, while com-
mon characteristics are shared by all users. Limited by the data set, common
characteristics using in this paper contain age, gender and occupation charac-
teristics. For a user u, we use pu, aua, gug and ouo to model its intrinsic, age,
gender and occupation characteristics, respectively. Next, we use user profile for
rating prediction in our proposed methods.

Age Influence. Analyzed in Sect. 3.2, users’ age span in MovieLens is very big,
the youngest is only 7 years old, while the oldest is 73. But users with similar
ages show close preferences. In our model, we introduce age latent factors to
exploit age groups for more accurate item rating prediction. For an age group
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Table 5. Objective functions for incorporating neighborhood influence, age influence,
gender and other factors

a, it is associated with a latent vector aa ∈ Rf×1. Let ua be the age group of
user u and aua be the age factor of user u. By incorporating the age influence,
the predicted rating r̂ui is now defined in Eq. 4, where α1 ∈ [0, 1] is a parameter
that controls the importance of age influence in rating prediction. The objective
function is updated accordingly, see Eq. 9 in Table 5.

r̂ui = μ + bu + bi + (pu + α1 · aua)Tqi, (4)

Gender Influence. Similar with age, we study the relationship between user
gender and their rating behavior in Sect. 3.2. Users in same gender have smaller
preference difference than those in opposite genders. To better use gender infor-
mation in our model, we introduce gender latent factors to explore the influence
of gender in item recommendation. Female or male is associated with a latent
vector gg ∈ Rf×1. Let ug be the gender of user u and gug be the gender fac-
tor of user u. By incorporating the gender influence, the predicted rating r̂ui is
now defined in Eq. 5, where α2 ∈ [0, 1] is a parameter that controls the impor-
tance of gender influence in rating prediction. The objective function is updated
accordingly, see Eq. 10 in Table 5.

r̂ui = μ + bu + bi + (pu + α1 · aua + α2 · gug)Tqi, (5)
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Occupation Influence. In Movielens, a user belongs to one of 21 occupations.
Based on our observations in Sect. 3.2, the occupation of a user may reflects the
characteristics of a user, e.g., an artist may care about items’ artistic quality
more, while a writer may attach more importance to items’ literariness. In other
words, users often consider items in their own professional perspective. Intu-
itively, users with same occupation show similar item preference. Inspired by
the above observations, we also introduce occupation latent factors in our model
for getting better rating prediction. For each occupation o, it maps to a latent
vector oo ∈ Rf×1. Let ut be occupation of user u and out be the occupation
factor of user u. By incorporating the occupation influence, the predicted rating
r̂ui is now defined in Eq. 6, where α3 ∈ [0, 1] is a parameter that controls the
importance of occupation influence in rating prediction. The objective function
is shown in Eq. 11 in Table 5.

r̂ui = μ + bu + bi + (pu + α1 · aua + α2 · gug + α3 · ouo)Tqi, (6)

4.4 Item Popularity and Category Influences

The aforementioned methods are standing in the user’s perspective. Next we
convert perspective to item, discuss two features that have been widely used
in traditional collaborative filtering method, namely popularity and item cat-
egory popularity. For simplicity, we model both item popularity and category
popularity as a rating bias z.

z = γi · ρi + γc · τc (7)

In above equation, ρi ∈ [0, 1] is the normalized popularity of item i, τc ∈ [0, 1] is
the normalized popularity of category c. The two parameters γi and γc are the
popularity weighting parameters for item i and category c respectively, both are
learned from the training data. With rating bias z, the predicted rating is shown
in Eq. 8. The objective function considering both item popularity and category
popularity is shown in Eq. 12 in Table 5.

r̂ui = μ + bu + bi + z + (pu + α1 · aua + α2 · gug + α3 · ouo)Tqi (8)

4.5 Parameter Estimation

All the objective functions (e.g., Eqs. 9, 10, 11 and 12) in the proposed models
share the same form. Next, we detail the parameter estimation for Eq. 12 (where
z = γi · ρi + γc · τc) as an example using Stochastic Gradient Descent (SGD)
algorithm [2]. Let eui be the error associated with the prediction eui = rui − r̂ui.
The parameters are learned by moving in the opposite direction of the gradient
with a learning rate η in an iterative manner. The details of iterative formula is
as follows:
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bu ← bu + η · (eui − λ2 · bu)
bi ← bi + η · (eui − λ2 · bi)
γi ← γi + η · (eui · ρi − λ2 · γi)
∀c ∈ Ci : γc ← γc + η · (eui · τc − λ2 · γc)

pu ← pu + η · (eui · qi − β1 ·
∑

f∈N(u)

suf · (pu − pf ) − λ1 · pu)

qi ← qi + η · (eui · (pu + α1 · aua + α2 · gug + α3 · ouo)

− β2 ·
∑

f ′∈N(i)

suf ′ · (qi − qf ′) − λ1 · qi)

aua ← aua + η · (eui · α1 · qi − λ3 · aua)
gug ← gug + η · (eui · α2 · qi − λ3 · gug)
ouo ← ouo + η · (eui · α3 · qi − λ3 · ouo)

5 Experiments

We now conduct experiments on the MovieLens dataset to evaluate the proposed
models and compare the proposed models with state-of-the-art baselines.

5.1 Experimental Setting

Dataset. We use the MovieLens dataset that has been studied in Sect. 3.1 in
our experiments. For each user, we randomly select 80 % of ratings for training,
and the remaining 20 % for testing. As the result, we have 80, 000 ratings to
build the matrix factorization model for the prediction of the remaining 20,000
ratings. The data sparsity is 93.7 %.

Evaluation Metric. We adopt two popular evaluation metrics, namely, Mean
Absolute Error (MAE) and Root Mean Square Error (RMSE). The smaller MAE
or RMSE value means better rating prediction accuracy. In the following equa-
tions, T is the set of user-item rating pairs (u, i) used in testing.

MAE =
1

| T |
∑

(u,i)∈T

| rui − r̂ui |

RMSE =

√
√
√
√

1
| T |

∑

(u,i)∈T

(rui − r̂ui)2
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Baseline Methods. We compare the proposed models with the following 8
baseline methods. All the experiments were conducted on a server with Intel
Xeon E5310 1.60 GHz CPU (8 cores) and 20 G memory. We implemented the
algorithms in C++ with the support of Eigen libary3 for fast vector/matrix
manipulations.

1. Global Mean: this method predicts an unknown rating to be the average of
all known ratings, i.e., r̂ui = u.

2. User Mean: this method utilizes the mean rating of each user to predict the
missing values for the corresponding user.

3. Item Mean: this method uses the mean rating of each item to predict the
missing values for the corresponding item.

4. RSVD: this is the Regularized SVD method. It is equivalent with the method
proposed by Salakhutdinov and Minh in [23]. The underlining distribution
is assumed as Gaussian distribution. The details of this method are also
introduced in Sect. 4.1.

5. Social MF: this model considers implicit social information between items
and/or users. The implicit social information can be derived from most sim-
ilar and dissimilar users/items using Pearson’s correlations or cosine simi-
larity of ratings. As our model considers neighbors influences from not only
rating information but also attribute information, for a fair comparison,
this method only includes rating information from most similar items in
Social MF. More detailed discussion about neighbors selection is presented
in Sect. 5.2.

6. Biased MF: this is the MF model with user and item biases briefly described
in Sect. 4.1. Biased MF is widely used as a baseline in recommender systems.
Proposed Methods. We extended Biased MF to incorporate influences
from multiple factors: user age (A), user gender (G), user occupation (O),
item popularity (P), and item category popularity (C ). The proposed meth-
ods are denoted using the letters in parentheses to indicate the influences
considered in each method.

7. NA-MF: this method incorporates both implicit neighborhood and user age
influence (Sect. 4.3, Eq. 5).

8. NAG-MF: this method incorporates both implicit neighborhood, user and
gender influence (Sect. 4.3, Eq. 6).

9. NAGO-MF: this method incorporates implicit neighborhood, user age, user
gender and user occupation influence (Sect. 4.3, Eq. 7).

10. NAGOP-MF: this method incorporates implicit neighborhood, user age, user
gender, user occupation and item popularity influence, by setting z = γi · ρi
in Eq. 8 (Sect. 4.4).

11. NAGOPC-MF: this model incorporates all factors: implicit neighborhood,
user age, user gender, user occupation, item popularity and item category
popularity influence, by setting z = γi · ρi + γc · τc (Sect. 4.4).

3 http://eigen.tuxfamily.org.

http://eigen.tuxfamily.org
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We also evaluate another two methods: AGOP-MF and AGOPC-MF. These
two methods do not incorporate implicit neighborhood influence but incorporate
influences from other factors (i.e., A, G, O, P and C ) indicated by the method
names.

Parameter Setting. We performed 5-fold cross-validation on the training set
to empirically set the hyperparameters. The number of latent factors f = 20,
the weight coefficient of similarity γ = 0.8, the relative importance of age, sex
and occupation influences are set to α1 = 1, α2 = 1, α3 = 1. The neighborhood
regularization parameters are set to β1 = 0.002, β2 = 0.002. The regularization
parameters: λ1 = 0.1, λ2 = 0.1, λ3 = 0.1. The latent factors are learnt by SGD
with initial learning rate η = 0.01, which decreases by a factor of 0.95 after each
10 iterations. The same parameters are used in all methods for fair comparison
for all our proposed methods and the baseline methods whenever applicable.
For example, the number of latent factors is also set to 20 in baseline methods
Biased MF, RSVD and Social MF. For neighborhood influence, by default, the
proposed methods use the 10 nearest neighbors for each user or item. For all the
methods based on matrix factorization, the reported results are averaged over 5
runs to avoid the impact of initialization in parameter learning.

5.2 Experimental Results

We first compare the proposed methods with baseline methods and then
search the best weight coefficient of similarity. Lastly, we evaluate the importance
of user attributes in our proposed methods.

Method Comparison. The prediction errors measured by MAE and RMSE
of all methods are reported in Table 6 with best results highlighted in boldface.
We make four observations from the results.

First, incorporating attributes influence into item rating prediction greatly
reduces prediction errors measured by both MAE and RMSE. All the proposed
methods with attributes influence (i.e., methods 7–13) outperform all baseline

(a)MAE (b)RMSE

Fig. 2. Comparisons of different similarity weight of NAGOP-MF on MAE and RSME
metrics.
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Table 6. MAE and RMSE of all methods, the lower the better.

ID Method MAE RMSE

1 Global Mean 0.9435 1.1256

2 User Mean 0.8362 1.0437

3 Item Mean 0.8163 1.0229

4 RSVD 0.7492 0.9496

5 Social MF 0.7372 0.9304

6 Biased MF 0.7418 0.9468

7 NA-MF 0.7228 0.9234

8 NAG-MF 0.7205 0.9213

9 NAGO-MF 0.7193 0.9204

10 NAGOP-MF 0.7189 0.9199

11 NAGOPC-MF 0.7190 0.9201

12 AGOP-MF 0.7275 0.9321

13 AGOPC-MF 0.7275 0.9322

methods (methods 1–6). The best prediction accuracy is achieved by NAGOP-
MF which considers neighborhood(N ), user age(A), user gender(G), user occu-
pation(O) and item popularity (P). With attribute age influence alone, NA-
MF outperforms all baselines including state-of-the-art methods Bias MF and
Social MF. This result suggests that using user attributes is of great help to
item rating prediction. Further considering factors like user gender(G) and user
occupation(O) leads to relatively small additional reduction in prediction errors.

Second, without incorporating neighborhood influence, AGOP-MF performs
poorer than most methods with neighborhood influence including NA-MF,
NAG-MF, NAGO-MF, NAGOP-MF and NAGOPC-MF. The poorer perfor-
mance of AGOP-MF against NA-MF suggests that the neighborhood influence
is more effective than the combination of the three factors (G, O, and P) in item
rating prediction. On the other hand, the effectiveness of neighborhood influ-
ence is also reflected from the better performance of AGOPC-MF compared
with NAGOPC-MF.

Third, incorporating popularity influence, NAGOP-MF and NAGOPC-MF
performs better than most methods without popularity influence including NA-
MF, NAG-MF, NAGO-MF. Such result supports our earlier discussion that con-
sidering popularity can improve rating prediction accuracy. Unnatural, method
NAGOPC-MF incorporating item popularity(P) and item category popular-
ity(C ) influences performs poorer than NAGOP-MF only including item popu-
larity influence. This may be caused by the noise resulting from using item pop-
ularity(P) and item category popularity(C ) in one prediction model. Because
item category popularity have certain direct relationship with item popularity.
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(a)MAE (b)RMSE

Fig. 3. Comparisons of different types of methods on MAE and RSME metrics.

Last, among the 6 baseline methods, Social MF, the state-of-the-art meth-
ods, perform the best evaluated by both MAE and RMSE. While Global Mean
perform the worst.

Impact of Different Similarity Weight. As described in Sect. 4.2, γ is a
weight coefficient to balance the importance between rating sequence similarity
and attribute similarity. Bigger γ represents attribute similarity is more impor-
tant and vice versa. To explore the impact of γ on the rating prediction accuracy,
we select 11 different γ from 0 to 1 to use in the NAGOP-MF method. The
NAGOP-MF method is selected as the method for evaluation because it has the
best performance.

Figure 2(a) and (b) respectively plot MAE and RMSE of the NAGOP-MF
method by using different γ ranging from 0 to 1. From the figure, γ = 0.8
gives the best prediction accuracy by considering both MAE and RMSE, and
only using rating similarity (γ = 0) or attribute similarity (γ = 1.0) gets worse
results. These show that both rating similarity and attribute similarity are help
for rating prediction, and attribute similarity are more important than rating
similarity. This may be caused by that users with similar attributes can better
reflect the users’ close preference than those users with similar rating sequence.

Analysis of Each Attribute Factor. Age(A), gender(G), and occupation(O)
factor are three main factors for rating prediction in this task. Although the
results of NA-MF, NG-MF, and NO-MF shown in Fig. 3 can indicate their effec-
tiveness for the task alone, the contribution of each factor to NAGOP-MF should
also be explored. This is because combining multiple latent factors to form a
unified model does not mean the results of the new model is the performance
summarization of each factor.

To better understand the importance of each attribute factor, we also adopt
the strategy of combining two factors from user attributes, i.e., NAG-MF, NAO-
MF and NGO-MF. we keep using neighborhood(N ) in this section because of
user attribute also using in neighborhood selection, while item popular(P) is
moved for the reasons that it has no relationship with user attribute. Specifi-
cally, we test the strategy of all three user attributes factors using NAGO-MF.
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The results of them are displayed in Fig. 3. We find NG-MF performs clearly
better than NA-MF and NO-MF both in MAE and RSME, which indicates the
importance of user gender information to the task. The reason may be attributed
to the dramatic preference difference between female and male as we discussed in
Sect. 3.2. NO-MF achieves better results than NA-MF, which reveals age infor-
mation makes a smaller contribution to NAGOP-MF than occupation informa-
tion. This is because the number of user’s occupation group is much more than
age group, which leads to the occupation factors more personalized.

On the other hand, NGO-MF performs clearly better than the other meth-
ods with two attribute factors, which again indicates the top importance of
gender, occupation take the second and age is the last. Lastly, when all the
three attributes are combined together (NAGO-MF ), the performance is further
improved, which indicates each attribute is good for rating prediction.

6 Conclusion

In this work we proposed a new, simple, and efficient way to incorporate user
attributes and item category on ratings prediction in several methods commonly
used for matrix factorization. We firstly analyze the MovieLens dataset and find
that a user’s rating behavior is certainly correlated with his or her attribute type.
Based on this observation, we model a user with two vectors of latent factors
one for its intrinsic characteristics and the other for its common characteristics
determined by his or her attribute type. The experimental results on real dataset
have shown that our model is effective and outperforms several alternative meth-
ods. Other factors like user neighbor, item neighbor, item popularity and item
category popularity can further improve the rating prediction accuracy. Never-
theless, using both item popularity and item category popularity in one method
may bring noise and lead to bad results.
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Abstract. Like offline shopping mode, when shopping online for the
time-sensitive products, people also would like to consult online shop-
ping experts, which can save their time and avoid risk. In this paper,
we propose a generalized framework to discover and recommend experts
in time-sensitive online shopping. First, we derive the order pattern of
users’ purchases in order to establish their relationship. Then we quan-
tify users’ purchase ability and influence acceptance from their historical
purchase log. With this knowledge we select accessible users as expert
candidates and compute their reputation. Finally, we filter and recom-
mend the experts to users. The experiments on real-world dataset and
users show that (1) the accuracy of existing recommendation systems
can be improved by embedding the expert discovery process while pre-
serving good coverage; (2) our method achieves a better performance in
matching and ranking experts compared with baselines.

Keywords: Expert discovery · Social influence and time-sensitive online
shopping

1 Introduction

Motivation. When shopping or investing in an unfamiliar field, people usually
want to consult the experts for advice in order to save their time and avoid risk.
For example, some people would like to pay a fashion buyer to pick out fashion
clothing for them and some companies are willing to pay a Certified Public
Procurement Officer (CPPO) or Certified Professional Public Buyer (CPPB) to
get advice for the device purchasing.

With the booming of web 2.0, more and more people prefer shopping online.
Like the traditional offline mode, when shopping or investing online, some people
also want to get help from the experts or the expert-driven approaches. Many
online products and investments are time-sensitive, that is, their value changes
over time and they usually have a purchase deadline, such as crowdfunding and
online auctions. Since people feel more pressure when the purchase deadline is
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coming soon, the expert consultant is valuable for their decision making process.
As far as we know, little work has been done on this problem since it is time-
consuming to discover and certify the online experts manually in order to meet
the consultant demand. Thus, we think it is necessary to find a way to discover
and recommend the experts to online users automatically. Besides, the recom-
mendation can also enhance the activeness of the shopping community.

Background. There is a lot of research on trust and influence in recommenda-
tion systems as well as social network and they are related to expert discovery.

Recommendation systems are designed to help users with the information
overload problem, but they can not meet the demand discussed above. These
systems usually only generate lists of items for users. While in some fields, such
as financial products, people usually want more reliable information based on
the rich experience of experts rather than item lists. Besides, traditional recom-
mendation systems rely on the taste similarity between users, while this strategy
fails to meet the needs of users who want to get advice from higher-level users.

By including the trust network, people proposed the Trust-Aware Recom-
mender Systems (TARSs). However, the scope of their application is very limited
and can not be adopted to discover experts. First and foremost, it takes plenty
of effort to get the accurate explicit trust since most of the online shopping web-
sites don’t support the mechanism for people to express their trust to others. We
argue that TARSs ignore the important issue: How does the trust form? Most
of them suppose that the trust value is given beforehand. Besides, we think that
the trust between users are topic-sensitive which is not considered in the TARSs.
For example, you may trust a computer expert when buying a new laptop, while
you may not trust him when picking out a fashionable T-shirt. And we argue
that the purchase order is also important for the trust computation which is also
lacking in TARSs. For example, you may get more valuable information from
the one who often buys the same item earlier than you instead of the latter one.

In social network, many researchers focus on the problem of information dif-
fusion, especially on the influence maximization problem. They propose many
methods to efficiently find the “seed” users who have the most significant influ-
ence onc community. However, we can not apply these models to discover experts
directly since there is a lack of explicit “links” of relationship in online shopping
community such as following. The “links” in online shopping community are
much weaker and implicit: instead of through friends, people are more often
influenced by strangers who also bought the same items.

Our Work. We propose a generalized framework to discover and recommend
experts in time-sensitive online shopping. In this paper, we show (1) how to
leverage users’ accessibility derived from the order pattern of their purchases in
order to generate candidates; and (2) how to quantify their purchase ability and
influence acceptance to compute their reputation in online shopping community.
Our model has following features:

– Topic Sensitive. We take topics into consideration when computing users’
purchase ability and reputation, because we argue that a person is only good
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at shopping on limited categories and a user may trust another user on a
certain category.

– High Coverage. Because we use the accessibility propagated through the
community network to select candidates, our model can decrease the impact
of data sparsity and noisy data.

– Attack Resistant. Since we combine users’ purchase history with their net-
work status to compute their reputation, we can filter out users who want to
raise their reputation by deceitful activities such as fake purchases.

The rest of this paper is structured as follows: In Sect. 2, we present the
related work. In Sect. 3 we elaborate our model step by step. Next in Sect. 4,
we describe the experiments we conducted. Finally, we conclude this study and
propose the future work in Sect. 5.

2 Related Work

Behavior Analysis of Online Shopping and Shopping Aid. In this field,
researchers classify consumer behavior into two categories: getting information
behavior and purchasing behavior. They think users’ behavior is influenced by
various factors. For example, Pavlou et al. studied factors that influence con-
sumer’s acceptance of e-commerce including trust, perceived usefulness, ease of
use and risk [14]. Besides, people also proposed various tools based on behavior
analysis to help users with online shopping. For example, An et al. designed
a model to recommend investors to crowdfunding projects based on analysis
of investors’ behavior patterns [1]. Das et al.proposed a novel recommendation
system called Shopping Advisor [6] which generates question flowcharts auto-
matically to users and helps them to figure out what they want.

Trust in Recommender System. In order to overcome drawbacks of tradi-
tional recommendation systems such as the cold start problem, people brought
trust into recommendation. Some researchers derive trust from rating set and
model trust propagation process. For example, Donovan et al. proposed a com-
putational model to compute profile-level and item-level trust from rating data
in [13]. Guha et al. developed a framework of trust and distrust propagation
schemes in [8]. On the other hand, some researchers used explicit trust score
between users to improve recommendation performance. For example, Massa
et al. proposed the Trust-aware Recommender System which improves collabo-
rative filtering with a trust matrix [12].Jamali et al. proposed a random walk
model for combining trust-based and item-based recommendation [9].

Influence Diffusion. Due to dramatic development of social network, many
researchers focus on the topic of influence diffusion. Domingos et al. led to pro-
pose the influence maximization (IM) problem of social network in [7]. Then
Kempe et al. proposed two discrete influence propagation models [10], which
are widely accepted. Later on, people realized that by utilizing topics of influ-
ence they can improve the performance of their models significantly. Therefore
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Barbieri et al. used history activities on social network to compute topic pro-
portion of relationship strength among vertices and proposed the Topic-Aware
Influence Cascade (TIC) model [3]. To support topic-aware influence maximiza-
tion, Barbieri et al. proposed a similarity-based model called INFLEX [2].

Though above research performs well on discovering users’ shopping behav-
ior pattern and their influence to the social network, we can not apply their
methods directly to solve our problem, because the application context is very
different and there lacks a generalized model to integrate various factors to dis-
cover experts in time-sensitive online shopping.

3 Model Framework

Problem Definition. The input of our problem F = (S,H) contains two parts:
(1) static feature set of products S = {(i, Sl)}i,l, where Sl is the lth static feature
of product i; and (2) activity history set H = {(v, i,Gf , t)}v,i,f,t, where v stands
for a customer and Gf stands for an activity of type f . Given the input F , a
query user u, a query topic c and a number of expert k, our goal is to recommend
a k-expert list for u on c.

Fig. 1. The framework of expert discovery and recommendation.

Our model framework includes three parts: knowledge extraction, candidate
selection and reputation estimation (Fig. 1). In our model, a user has two roles:
producer and acceptor of influence. We first derive the order patterns of users’
purchases to establish their relationship. Then we quantify users’ purchase abil-
ity and acceptance of influence from their activity history. With this knowledge,
we propagate accessibility through the network in order to find accessible can-
didates. And then we quantify the trust they get from others and the influence
they bring to others. Finally, we combine these two factors to get the reputation
of candidates and use it in order to filter candidates to obtain a final expert set.
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3.1 Knowledge Extraction

In this section, we present how to extract the knowledge about users including
adoption network, individual purchase ability and influence acceptance.

Adoption Network. As [16] indicates, as long as there are consistent time-
based patterns where two users purchase or access the same item sequentially,
the influence can be modeled as information flow from early adopters to latter
adopters. So to capture the order pattern of users’ purchases and establish their
relationship, we construct a network called adoption network based on the order
of users’ purchases.

We use a graph to formulate this process where nodes represent users and
edges represent the relationship of their purchase orders. Specifically, given the
purchase history of N users including timestamps, if two users u and v have
purchased the same item, we link them with a directed edge e(u, v). Then we
compare the timestamps of their purchases and use the times of u purchasing
common items earlier than v as the weight of e(u, v) and set its direction u → v.
Finally, we divide each edge weight by the weight sum of edges from its starting
node. In the following context, we use an adjacent matrix BN×N to represent
this graph.

Purchase Ability. We evaluate the purchase ability of users by analyzing their
activity history. Specifically, for every user, we first evaluate whether his purchase
is successful and satisfying. Then we compute its weight with the amount of
effort the user has given. Finally, by synthesizing all his purchases in the query
category c, we get his topic-sensitive purchase ability on c.

Definition 1. We define a purchase of u about item i is a successful purchase
when it satisfies following constraints:

– u has paid some money for i;
– i meets its pre-setting sale goal (if any);
– there is no disputes after u purchasing i;
– the sentiment of comments from u about i (if any) is positive1.

We use a sign function SPu(i) to map every purchase into 1 if it satisfies
above constraints, otherwise −1.

Then we evaluate the weight of purchase by following features:

– SEu(i): average sentiment value of u’s comments about i;
– Mu(i): expenditure of the purchase ;
– Lu(i): whether u like i (by clicking like button);
– Su(i): whether u share i on other websites (by clicking share button).

1 In this study, we apply a Chinese text processing python package, SnowNLP to do
sentiment analysis.
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In order to decrease the impact of different value ranges, we use x′ = x−min
max−min

to scale first two features and map last two features into 1 for like or share,
otherwise 0. We linearly combine them to get purchase weight Wu(i) = δ ·
SEu(i)+η ·Mu(i)+μ ·Lu(i)+θ ·Su(i). Inspired by the observation of our dataset
and the work of [5], we argue that ability of users fit the normal distribution
when the number of users is large enough. Thus by fitting the normal distribution
we can estimate parameters involved above to get δ = 0.3, η = 0.6, μ = 0.05 and
θ = 0.05 in this study.

With variables computed above, we can give the formulation of u’s purchase
ability on category c:

P (u, c) = sigmoid(
∑

i∈Dc

SPu(i) · Wu(i)) (1)

where Dc stands for the set of u’s purchases on c. Since the sum∑
i∈Dc

SPu(i) · Wu(i) may be negative while we want the sign to represent
“whether a purchase is successful or not”, we adopt the sigmoid function which
is wildly used in other fields to map weight sum into the range of (0, 1). Intu-
itively, if a user has a large ratio of successful purchases on category c, he is more
likely good at purchasing on category c and have a high value of P (u, c).

Influence Acceptance. We use a positive variable Au to evaluate acceptors’
acceptance of influence. It is derived from the activity log of users and the
information of products they have bought. The features used to quantify it are
as following:

– Relative Time of Purchasing. Intuitively, the latter u buys a product, the
more chance he wants to wait and see market situation. So we think users’
acceptance of influence has positive correlation to the relative time of purchase
which is represented as Xi(t) = t−T i

start

T i
end−T i

start
, where T i

start and T i
end are start

time and end time of i.
– Stimuli Amount. If there are more stimuli when purchasing, the user is more

prone to rely on these stimuli to make his purchase decision. So we think the
amount of stimuli Yi(t) is also relative to users’ acceptance of influence. In
order to measure it, we weightedly sum various stimuli including the number
of purchase (Np

i (t)), share(Ns
i (t)), comment(N c

i (t)) and like(N l
i (t)) at time

t: Yi(t) = a ∗ Np
i (t) + b ∗ Ns

i (t) + c ∗ N c
i (t) + d ∗ N l

i (t).
– Item Popularity. If u often buys unpopular products when there are many

other hotter ones in the same category, he may be more independent from
others’ opinion. Thus we think users’ acceptance of influence is negatively
correlative to product popularity which can be represented as Zi(t) = 1

Ranki(t)
,

where Ranki(t) is the order of i measured by the value of Yi(t) in the same
category.

We apply the z-score standardization to scale features above to get Xi(t),′Yi(t)′

and Zi(t)′. Since the expenditure M ′
u(i)(also be scaled) represents the degree he
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is influenced by others’ opinions, we also include it into the formula to measure
users’ acceptance of influence:

Au = sigmoid(
n∑

i=1

∑

t∈Ti

(α ∗ Xi(t)′ + β ∗ Yi(t)′ + ω ∗ Zi(t)′) · M ′
u(i)

n · |Ti| ) (2)

where n is the number of purchases and Ti is the set of purchase time for prod-
uct i. We also adopt the sigmoid function to map the sum result into positive
range.

Similarly, we adopt the normal distribution to estimate parameters above
and get a = 0.7, b = 0.1, c = 0.1, d = 0.1, α = 0.6, β = 0.2, ω = 0.2.

3.2 Expert Candidates Selection

The static knowledge presented above builds the base of our model, with them
we can generate expert candidates.

In practice, people usually consult someone nearby that they can get in touch
with, so the influence from them is larger than those far away from their social
circle. Inspired by this observation, we use the accessibility to find the people
whose purchases can be accessed by the query user as expert candidates.

In fact, the adoption network BN×N already contains some information of
accessibility between users: the neighbors directly connected to the query user
are his accessible users by one step propagation. However, people can get in touch
with others in an indirect manner. For example, you may decide to buy an item
since you know a friend of your friend has bought it. So in order to explore such
relationships we propagate accessibility through adoption network. Specifically,
the goal of this part is to produce a matrix F from which we can get accessibility
of any two users. Then we use accessible users as the expert candidates of query
user u.

In this study we adopt the propagation model of [8] to derive the closed set
of accessibility. First we formalize atomic propagations on adoption network B,
which can be seen as the “basis set”. Then we use them to extend a conclusion
by a constant-length sequence of forward steps. On the other hand, any inference
regarding accessibility should be expressed as a combination of elements in this
basis set. In this study, we use four types of atomic propagations:

– Direct Propagation: If i access j and j access k, then we infer that i can
access k. The operator of this propagation is B itself.

– Co-citation: If i1 accesses j1 and j2, and i2 accesses j1, then i2 should access
j2 as well. Its operator is BTB.

– Transpose Access: If i accesses j then accessing j should imply accessing i.
Its operator is BT.

– Access Coupling: If both i and j access k, then accessing i should imply
accessing j. Its operator is BBT.
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Given the basic adoption matrix B and parameters α1, α2, α3, α4 as weights
for combining atomic propagation schemes, all the atomic propagations can be
captured into a combined matrix CB,a as follows:

CB,a = α1B + α2B
TB + α3B

T + α4BBT (3)

Then we can derive multi-step propagation with CB,a. Let a positive integer
k be the propagation step number, we express the multi-step propagation as a
matrix powering operation:

F =
K∑

k=1

γk · Ck
B,a (4)

where γ is a discount factor to penalize the lengthy of propagation steps.
After the process above, we get matrix F in continuous domain. We need to

convert it into discrete ones by the “majority rounding” method [8]. Specifically,
let J be users whom user u can directly access and i is the user we want to
predict his accessibility to u(i /∈ J). We order J with i according to the entries
of Fuj′ where j′ ∈ J ∪ i. Then we set Fui = 1 to represent u can access i if most
of its q nearest neighbors can be accessed by u. We loop this process until all
the users’ accessibility to u has been set. Finally, we use set I = {i|Fui = 1} as
expert candidates for user u. The parameters involved in this section is set by
the cross validation of the recommendation (see Sect. 4.1 for details) and they
are: α1 = 0.3, α2 = 0.5, α3 = 0.1, α4 = 0.1, γ = 0.5, q = 4.

3.3 Reputation Computation

In this section, we present the computation of reputation which is used to fil-
ter candidates to the final expert set. We think the reputation of producers
comes from two parts: influence he brings to community and trust he gets from
community.

Influence to Community. The purchase ability of producers can influence
acceptors to some extent: higher purchase ability means more influence. How-
ever, we argue it is not enough since it is only based on the purchase history
of users while no information about his status in the community network is
included. What’s more, since a user can cheat as an expert by manipulating
many “successful and satisfying” purchases deliberately, including network sta-
tus can also resist this attack.

In order to combine the network status of users, we use the random walk
model to derive their influence on community. Let Ic be the influence vector of
users on category c, and 1−φ be the damping factor, the influence computation
can be expressed as following:

I’ c = (1 − φ)B × I c + φp (5)

where pu = P (u,c)∑
v∈I P (v,c) . This iterative process runs until it converges and the

final I c is the influence values of producers.
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Trust from Community. Since people usually consult experts they trust for
advice, experts should be those who receive more trust than ordinary users. So
we argue that trust, which a producer gets from community, is another source
of reputation. Though online shopping websites usually lack the mechanism for
users to express their trust to others, we can derive it from the knowledge we
have extracted. Specifically, first we formulate local trust among direct-connected
users, then we propagate it through the network to get global trust and compute
the influence spread of each user.

Based on the observation of our dataset, we argue that there are three factors
related to trust computation: (1) purchase ability of influence producers, (2)
acceptance of influence acceptors, and (3) distance between them in adoption
network. Specifically, a acceptor i is more likely to trust a producer j with high
purchase ability. And the higher influence acceptance i has, the more probability
he trust others. Since the distance Dis(i, j) between them reflect the accessibility
of trust, it is also relative to the computation. To sum up, we get following
formula for the trust computation from user i to j on the category c:

Trust(i, j, c) ∝ P (j, c) × Ai

Dis(i, j)
(6)

Though there may be various optional formulations of the relationship between
trust and these three factors, in this study, we just use the simplest formulation
Trust(i, j, c) = P (i,c)×Ai

Dis(i,j) . Because we just use the value to rank candidates,
the order rather than accuracy value is more important. After that, we use the
normalization x′ = x−min

max−min to map trust into [0,1].
Adding the trust computed above to adoption network, we can construct

trust network. Then we apply the Independent Cascade Model(ICM) [10] which
is wildly used in information diffusion to generate the user set who are influenced
by a candidate. Specifically, suppose the state of a candidate i is “active” and
the rest users are “non-active”. On the first iteration of propagation, i has a
single chance to active each of its directly connected neighbor j with probability
Trust(i, j, c). If i succeeds, then j will become “active” in this step and no matter
whether i succeeds or not, it can not active j any more. Then j replaces i to be
the activator to continue this iteration until no more activation is possible. The
set of active nodes at the end of this process, denoted as ρ(i), is the set that
trust i. Therefore we use its relative size |ρ(i)|∑

j∈I |ρ(j)| to measure the trust he get
from community under category c.

Rank and Filtering. With the influence and trust computed above, we can
get the final reputation R(i, c) to evaluate expert candidates:

R(i, c) = ψ × |ρ(i)|
∑

j∈I |ρ(j)| + (1 − ψ) × I c(i) (7)

Finally, we order candidates by their reputation and keep top-k users as
final experts to recommend to the query user. The parameters included in this
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Fig. 2. Category distribution of zhongchou dataset

section are also determined by the cross validation of recommendation and they
are: φ = 0.85, ψ = 0.4.

4 Experimental Results

In this paper, we adopt reward-based crowdfunding as application background
since it is a representative field of time-sensitive online shopping and investment.
To evaluate our model’s effectiveness, we conduct two experiments: (1) first we
embed the expert discovery into an existing recommender system to explore
whether its recommendation result can be improved; (2) then we conduct a user
study by surveying real-world users.

4.1 Recommendation

Since trust-aware recommender systems have the selection process of neighbors
based on similarity measure and trust measure, we can replace trust measure
with expert discovery process to see how much its performance is improved
compared with traditional recommender systems. In this way, we can evaluate
our work indirectly.

Zhongchou.com Dataset. The dataset we use to evaluate our work is derived
from Zhongchou.com which is the largest crowdfunding website in China. Since
we can not access its data through API, we built up a web crawler to get its
public data. By doing so, we construct a three-year (from February, 2013 to
March, 2015) dataset (Table 1) including 6,477 projects which funded by 117,698
investors with a total number of 184,514 pledges. The projects have nine different
categories (Fig. 2) which can be used to evaluate the topic-sensitive feature of
our model. Among these projects, 1,883 projects were successfully funded, 4,091
(63.1 %) failed to achieve their pledging goals and the rest were still ongoing by
the end time of crawling.
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Table 1. Statistics for the zhongchou dataset.

Successful Failed Ongoing Total

Projects 1,883 4,091 503 6,477

Proportion 29.1 % 63.1 % 7.8 % 100 %

Investors - - - 117,698

Initiators - - - 4605

Pledges 146,566 23,620 14,328 184,514

Pledged (CNY) 65,710,159 3,346,806 2,005,515 71,062,481

Likes 369,902 183,202 21,855 574,959

Shares 26,562 14,317 9,282 50,161

Updates 6,288 2,387 628 9,303

Time span - - - 736 days

Experiment Setup. Because there is no “ratings” in the Zhongchou.com
dataset, we need to derive them from original features. Since the money people
paid can reflect their evaluation of projects, we use it to infer “rating” set. First,
we divide pledge options of projects equally into 5 bins. And we use the order of
the bin that pledge falls into as the first reference value of rating, denoted as Ri.
Then we divide user’s investment range equally into 5 bins and use the order of
the bin that pledge falls into as the second reference, donated as Rj . Finally, we
get the inferred rating R by combining Ri and Rj :R = Ri+Rj

2 .
We use the five-fold cross validation to evaluate recommendation performance

and the measurements for accuracy are Mean Absolute Error (MAE) and Mean
Absolute User Error (MAUE) [12]. Since ratings are hard to be predicted for
sparse dataset, we also adopt measurement coverage including rating coverage
and user coverage.

We embed our model into the existing trust-aware recommender system [12]
by replacing the computation of trust matrix with expert discovery. Since the
candidate selection in our model has iterative steps, we conducted two experi-
ments with different iteration steps. We call the algorithm with few propagation
steps as TRED1 (k = 10) and the one with more propagation steps as TRED2
(k = 20). Apart from the trust-aware recommender system, we also adopt other
popular recommendation algorithms as comparison including SVD [11], user-
based and item-based collaborative filtering [4,15].

In order to capture relative merits of these methods in various situation, we
also classify projects and users to report results in different views [12]: cold start
users, who pledged from 1 to 4 projects; heavy buyers, who pledged more than
10 projects; opinionated users, who pledged more than 4 projects and whose
standard deviation is greater than 1.5; black sheep, users who pledged more than
3 projects and for which the average distance of their rating on project i with
respect to mean rating of project i is greater than 0.5; niche projects, which were
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pledged by less than 5 users; controversial projects, which received ratings whose
standard deviation is greater than 0.5.

Results of Experiment. The result on ratings is shown in the left part of
Table 2. From the first row we can see that TRED2 exceeds over others in terms
of both MAE and coverage, it lowers the MAE by 63.03 % while preserving the
coverage. It is worth noting that, for cold start users, TREDs exceeds the best
of others by 43.31 % on MAE and 47.49 % on coverage, which means TREDs
can handle the cold start problem well. The fact that TRED2 does better than
TRED1 demonstrates that in a reasonable scope, a larger candidate set produces
a better result. On cold start users and niche projects, TREDs still remain better
effectiveness while others suffer a lot from data sparsity. In this experiment we
also find that TREDs do not exceed over collaborative filtering for controver-
sial items and opinionated users. We think this is because the expert discovery
process depends on the opinion of minority, thus it suffers a little bit from con-
troversial input. Similarly, for black sheep, it also gives up some coverage to get
a better result on MAE.

Table 2. Accuracy and coverage measures on ratings and users, for different RS algo-
rithms on different views.

Views MAE/Ratings coverage (%) MAUE/Ratings coverage (%)

CFuser CFitem SVD TRE1 TRE2 CFuser CFitem SVD TRE1 TRE2

All 0.600 0.638 0.633 0.406 0.234 0.750 0.656 1.283 0.495 0.222

1.73 8.23 22.86 20.9 22.9 3.03 15.15 16.30 36.30 37.23

Cold 0.501 1.602 1.222 0.416 0.284 0.333 1.603 1.880 0.359 0.293

users 3.15 3.14 10.99 14.15 16.21 2.68 4.46 7.86 31.73 33.62

Heavy 0.376 0.349 0.615 0.357 0.346 0.453 0.413 0.515 0.397 0.366

buyers 12.57 22.02 60.62 51.3 60.97 20.84 55.69 92.59 89.44 95.11

Contr. 0.375 0.417 1.085 0.875 0.857 0.333 0.417 0.681 0.833 0.875

projects 3.70 10.19 21.99 11.11 16.13 4.48 17.91 10.68 16.02 21.42

Niche 1.333 0.857 1.714 0.494 0.239 1.000 0.833 1.333 0.641 0.355

projects 1.22 6.10 7.53 12.22 21.17 2.13 12.77 6.451 20.20 24.74

Opin. 0.714 1.002 1.301 0.863 0.842 0.714 1.003 1.567 0.915 0.909

users 2.55 1.57 11.11 4.76 4.02 4.43 1.92 17.65 7.38 8.45

Black 0.938 0.529 1.267 0.443 0.344 0.938 0.604 1.056 0.459 0.424

sheep 1.99 3.65 7.57 4.70 5.04 4.60 8.62 15.25 10.49 13.71

The result of accuracy and coverage measures on users is shown in the right
part of Table 4.1. From this respective, we can see that TREDs also exceed
over others and the difference is larger than the respective of rating. In this
measurement, every user is taken into account only once, therefore cold start
users have the same influence with heavy buyers. Since TREDs do well for cold
start users, this advantage is reflected by the result on users. Different from
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rating perspective, we can see that for controversial projects TREDs have a high
user coverage. The reason is that opinions from cold start users on controversial
projects contribute some consistency since there is less chance for them to buy
controversial projects.

4.2 User Study

Apart from embedding our work into existing trust-aware recommender systems,
we also evaluate our work in a direct manner, that is, by surveying real users in
Zhongchou.com. We select some users in Zhongchou.com dataset randomly as
experimental subjects. Then we use our model to recommend lists of experts to
them. Finally, we survey them through questionnaires to evaluate whether they
approve the experts we recommend.

Experiment Setup. We randomly pick up 140 users from Zhongchou.com and
for each user we select the most relevant category as their query topic c according
to their purchase history and we set the number of query experts k = 5, then
we use the expert discovery model to recommend them lists of experts ordered
by reputation respectively.

Since we are the first to discover experts in time-sensitive online shopping,
there is no counterpart work to be compared. Thus we use two standard base-
lines: one is to pick up users randomly from dataset by the uniform distribution;
the other one is to recommend similar users measured by the Pearson Correlation
coefficient, which is wildly used in recommender systems.

We provide recommendation expert lists E1, E2 and E3 generated from these
three methods to subject i and ask him to (1) select experts he thinks in the
list; (2) supplement experts, if any, by his experience; (3) rank the experts by his
cognitive reasoning. The information we give to subjects to judge whether a rec-
ommended user is an expert includes two parts: (1) his demographic information
including join date, location, self-description and his status in the adoption net-
work |ρ(u)|, and (2) information about projects he has pledged including project
name, his expenditure, comment sentiment, the amounts of sharing and liking,
whether it matches presetting sale goal and whether it has purchase disputes.

We use two measures to evaluate results. First we use precision, recall and F1-
measure to evaluate whether these methods generate right expert lists. Then we
adopt the smooth Mean Average Precision @20(MAP@20) to evaluate whether
these methods give right orders for recommended experts. Specifically, given the
survey result Ai of subject i and the expert list Ej generated from a tested
method, we first compute the average precision of i, donated as api@20:

api@20 =

∑20
k=1

1
1−lnp(k) × Δ(k)

|Ai| (8)

where p(k) is the precision at the cut-off k in the list Ej , and if the kth user
is in Ai then Δ(k) = 1, otherwise Δ(k) = 0. Then we sum up all the average
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Fig. 3. The result of user study.

precisions to get the formulation of MAP@20:

MAP@20 =
∑

i∈S api@20
|S| (9)

Where S is the set of subjects.

Results of Experiment. The results are shown in Fig. 3. We can see the expert
discovery method is better than baselines on all measures. Specifically, it exceeds
over others by 0.416, 0.321 and 0.353 on precision, recall and F1-measure respec-
tively, which demonstrates the expert list generated by the expert discovery
method matches more true experts approved by subjects. For MAP@20, our
method also get better performance with the improvement of 0.315, which means
our reputation computation is also effective.

5 Conclusion and Future Work

We propose a generalized framework to discover experts in time-sensitive online
shopping. Firstly, it adopts the history data of users to quantify their purchase
ability, influence acceptance and adoption network which captures the access
pattern of users. Then it selects expert candidates by their accessibility to the
query user. Finally, it computes the candidates’ influence they give to community
and trust they get from others as their reputation in order to filter and rank
experts. The experiment results show that it can improve recommendation and
achieves good performance in matching and ranking experts trusted by subjects.

In the future, we plan to further our work in following aspects:

Expert Community. In the experiments, we obverse that experts usually come
up in a cluster. Thus we guess that it is more likely to find another expert near
the existing one. We can apply this assumption to discover more interesting
patterns such as cluster of experts, which may be used to improve the accuracy
of discovery or accelerate the computation.
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Dynamics of Purchase Ability and Trust. In practice, users’ purchase abil-
ity and trust may change over time, so we want to explore whether the discovery
process benefit by including their dynamics.
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of China (61373022, 61532015, 71473146) and Chinese Major State Basic Research
Development 973 Program (2015CB352301).

References

1. An, J., Quercia, D., Crowcroft, J.: Recommending investors for crowdfunding
projects. In: Proceedings of the 23rd International Conference on World Wide
Web, pp. 261–270. ACM (2014)

2. Aslay, C., Barbieri, N., Bonchi, F., Baeza-Yates, R.A.: Online topic-aware influence
maximization queries. In: EDBT, pp. 295–306 (2014)

3. Barbieri, N., Bonchi, F., Manco, G.: Topic-aware social influence propagation mod-
els. Knowl. Inf. Syst. 37(3), 555–584 (2013)

4. Breese, J.S., Heckerman, D., Kadie, C.: Empirical analysis of predictive algorithms
for collaborative filtering, arXiv preprint arxiv:1301.7363 (2013)

5. Casella, G., Berger, R.L.: Statistical Inference. Oxford University Press, New York
(1995). 25(98): xii, 328

6. Das, M., De Francisci Morales, G., Gionis, A., Weber, I.: Learning to question:
leveraging user preferences for shopping advice. In: Proceedings of the 19th ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining, pp.
203–211. ACM (2013)

7. Domingos, P., Richardson, M.: Mining the network value of customers. In: Pro-
ceedings of the Seventh ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining, pp. 57–66. ACM (2001)

8. Guha, R., Kumar, R., Raghavan, P., Tomkins, A.: Propagation of trust and dis-
trust. In: Proceedings of the 13th International Conference on World Wide Web,
pp. 403–412. ACM (2004)

9. Jamali, M., Ester, M.: Trustwalker: a random walk model for combining trust-
based and item-based recommendation. In: Proceedings of the 15th ACM SIGKDD
International Conference on Knowledge Discovery and Data Mining, pp. 397–406.
ACM (2009)

10. Kempe, D., Kleinberg, J., Tardos, É.: Maximizing the spread of influence through
a social network. In: Proceedings of the Ninth ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining, pp. 137–146. ACM (2003)

11. Koren, Y., Bell, R., Volinsky, C.: Matrix factorization techniques for recommender
systems. Computer 8, 30–37 (2009)

12. Massa, P., Avesani, P.: Trust-aware recommender systems. In: Proceedings of the
ACM Conference on Recommender Systems, pp. 17–24. ACM (2007)

13. O’Donovan, J., Smyth, B.: Trust in recommender systems. In: Proceedings of the
10th International Conference on Intelligent User Interfaces, pp. 167–174. ACM
(2005)

14. Pavlou, P.A.: Consumer acceptance of electronic commerce: integrating trust and
risk with the technology acceptance model. Int. J. Electron. Commer. 7(3), 101–
134 (2003)

http://arxiv.org/abs/1301.7363


312 M. Han and L. Feng

15. Sarwar, B., Karypis, G., Konstan, J., Riedl, J.: Item-based collaborative filtering
recommendation algorithms. In: Proceedings of the 10th International Conference
on World Wide Web, pp. 285–295. ACM (2001)

16. Song, X., Tseng, B.L., Lin, C.Y., Sun, M.T.: Personalized recommendation driven
by information flow. In: Proceedings of the 29th Annual International ACM SIGIR
Conference on Research and Development in Information Retrieval (2006)



Temporal Recommendation via Modeling
Dynamic Interests with Inverted-U-Curves

Yang Xu1, Xiaoguang Hong1(&), Zhaohui Peng1, Guang Yang1,
and Philip S. Yu2,3

1 School of Computer Science and Technology,
Shandong University, Jinan, China

zzmylq@gmail.com, {hxg,pzh}@sdu.edu.cn,

loggyt@yeah.net
2 Department of Computer Science,

University of Illinois at Chicago, Chicago, USA
psyu@uic.edu

3 Institute for Data Science, Tsinghua University, Beijing, China

Abstract. How to capture user interest accurately to enhance the user experi-
ence is a great practical challenge in recommender systems. Through preliminary
investigation, we find that each user has his personalized interest model which
may contain multiple kinds of interests, and the strength of each user interest
usually has a dynamic evolution process which can be divided into two stages:
rising stage and declining stage. The evolution rate of the user interests also differ
from each other. Based on this finding, a recommendation framework called
SimIUC is proposed, which can identify multiple user interests and adapt the
inverted-U-curve to model the dynamic evolution process of user interests.
Specifically, SimIUC differs from the traditional user preference based methods
which use monotonously decreasing function to model user interest. It can pre-
dict the evolutionary trends of interests and make recommendations by
inverted-U-interest-based collaborative filtering. We studied a large subset of
data from MovieLens and netflix.com respectively. The experimental results
show that our method can significantly improve the accuracy in recommendation.

Keywords: Interest modeling � Recommender systems � Inverted U curve

1 Introduction

Personalized recommendation systems that can extract information of interests from a
large amount of complex data have been widely used in the case of the rapid expansion
of Internet applications. User interest model plays a key role in personalized recom-
mendation systems and it is applied in a variety of applications, e.g., microblog rec-
ommendations, product recommendations and music recommendations, etc. The key
issue of personalized recommendation is how to accurately obtain the user’s interests.

Temporal interaction log of a user’s interaction with the system contains the user’s
interests. Existing studies [6, 12, 13, 15] have generally considered that the more timely
the temporal information generated, the higher effectiveness in the rating prediction.
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Thus, old information has lower effectiveness. Existing user interest models usually use
monotonically decreasing function, e.g., linear function, exponential function, to cal-
culate timeliness of information. However, our preliminary investigation shows that user
interests have two characteristics. First, the interest pattern is personalized. For example,
some of the users keep a clear interest consistently, while some others maintain multiple
interests at the same time and also some ones change their interests frequently. Second,
the evolution of a user interest is a nonmonotonic process which can be divided into two
stages: rising stage and declining stage [1]. The evolution rate of the user interests also
differs from each other. Due to these two characteristics, it is hard to accurately model a
user’s interest using a single monotonously decreasing function. Existing interest
models cannot effectively describe interest patterns and interest evolution trends.

In this paper, we propose a new recommendation framework called SimIUC. Under
SimIUC, we can effectively identify multiple user interests from his or her temporal
interaction log, and adapt the inverted-U-curves to model user interest patterns to
reflect the dynamic evolution process of user interests, and then we can predict user’s
interest evolution trend in the future and make recommendation.

What is Inverted U Curve? The inverted U curve was first advanced by economist
Simon Kuznets in the 1950s and 60s, and it was used to describe the relationship
between income distribution and economic development [2]. In social psychology,
inverted U curve can be used to describe the evolution process of a person’s interest.
People interact with their interested things, and the larger the number of interactions,
the higher the degree of interest [3], but the growth rate has continued to decrease [4].
When the number of interactions reaches a certain threshold, the degree of interest will
drop [3]. This is a universal law in the real world, for example, you find a nice dessert
in a dessert shop, thus become interested in the dessert shop. You will continue to visit
the shop, and a new delicious dessert will attract you a strong interest in the shop. But
as you buy more and more dessert in the shop, you may feel that the taste of the dessert
in that shop is getting more and more common, while their deficiencies will also be
found in this process. Thus a “very good dessert shop” may become a “good dessert
shop” after a period of time, and at last, it may just become an ordinary “dessert shop”.
Inverted-U-curve can properly describe the dynamic evolution process of a user interest
like this. To summarize, the major contributions of this paper are as follows:

– In this paper, we consider the dynamic evolution process of user interest which
previous studies have rarely mentioned. A novel recommendation framework
named SimIUC for modeling the dynamic evolution process of user interest is
proposed. SimIUC can be used to predict user interest evolution trend and make
accurate recommendation.

– In SimIUC, we design a multiple user interest identification method and an
inverted-U-interest model learning algorithm to model user interest pattern and
interest evolution trend.

– We systematically compare the proposed SimIUC approach with other algorithms
on the dataset of Movielens and Netflix. The results confirm that our new method
substantially improves the precision of recommendation.
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The rest of this paper is organized as follows. Section 2 presents some notations and
the algorithm framework. Section 3 introduces our novel algorithm for interest iden-
tification, and Sect. 4 details the construction of the inverted-U-interest model and the
recommendation approach. Experiments and discussions are given in Sect. 5. In
Sect. 6, we review the related works on temporal dynamics and user interest.
Conclusions are drawn in Sect. 7.

2 Preliminaries

2.1 Notations

I is a set of all items and U is a set of all users. Our main task in this paper is modeling
user interest by analyzing user temporal interaction logs and making recommendations.
We first define the data model of user temporal interaction logs. Lu ¼ fru1; ru2; . . .; rulg
denotes the temporal interaction log of user u which contains l records, and rui rep-
resents u0s ith interaction record expressed as a quadruple ðuser; item;
rating; timestampÞ. L0u ¼ fr0u1; r0u2; . . .; r0uog is the processed temporal interaction logs of
user u treated by filtering out noise and labeling interest, o records the size of L0u, and r

0
ui

is an extended record expressed as a five-tuple ðuser; item; rating; interest; timestampÞ.
We propose algorithms to identify the user’s Nu interests and learn Nu

inverted-U-interest curves separately. fui represents user u’s ith inverted-U-interest
curve, and we denote the inverted-U-interest model of user u as IUIu ¼
ffu1; fu2; . . .; fuNug. Table 1 lists the frequently used symbols in this paper.

2.2 SimIUC Recommendation Framework

We propose a recommendation framework called SimIUC based on inverted-U-interest
model. The framework is as shown in Fig. 1. In order to discover users’ interests from
user temporal interaction logs, SimIUC first needs to calculate the similarity matrix
S between each item. In this paper, a new similarity algorithm named FIsim is proposed
in SimIUC. In FIsim, we consider the similarity between different items not only based
on the item features, but also the similar situation of items in the process of interactions

Table 1. Summary of notations

Symbol Description

I the set of items
U the set of users
Lu ¼ fru1; ru2; . . .; rulg temporal interactive log of user u
L0u ¼ fr0u1; r0u2; . . .; r0uog temporal interactive log of user u with interest labeled
IUIu ¼ ffu1; fu2; . . .; fuNug the set of inverted-U-interest curves of user u
HIN the heterogeneous information network
k the parameter to govern the influence of feature similarity and

interactive similarity
Nu the number of user interest of user u
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between users and items. Consequently, the input information in SimIUC is all users’
temporal interaction log L and items’ feature information FG. Given a target user u,
SimIUC uses the similarity matrix S to cluster and filter items in u’s temporal interaction
log Lu, getting u’s Nu different interests. Then, SimIUC proposes an inverted-U-interest
model learning algorithm to learn u’s inverted-U-interest model IUIu. Last, SimIUC
makes accurate top-N recommendation through an inverted-U-interest-based collabo-
rate filtering approach.

3 Interest Identification

As discussed in the previous section, in order to accurately discover users’ interests
from user interaction logs, the first phase of SimIUC is to calculate the similarity
between each item. The proposed similarity algorithm FIsim combines the similarities
of item feature and user interaction. Then we detail the interest identification algorithm.

3.1 Feature Similarity Calculation

FIsim measures the feature similarity between each item by calculating the similarity
between their features in the heterogeneous information network. A heterogeneous

Fig. 1. SimIUC recommendation framework
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information network(HIN) is an undirected weighted graph G ¼ ðV ;E;WÞ with an
object type mapping function u : V ! A and a link type mapping function / : E ! R
and jAj[ 1, jRj[ 1. Each object v 2 V belongs to a particular object type uðvÞ 2 A
and each link e 2 E belongs to a particular relationship /ðeÞ 2 R. W : E ! R

þ is a
weight mapping from an edge e 2 E to a real number x 2 R

þ . As an example, a toy
IMDB network is given in Fig. 2. It is a typical heterogeneous information network,
containing five types of nodes: users (U), movies (M), genres (G), directors (D), and
actors (A). G, D and A are called as feature nodes in this paper.

In G, the weight of the edges between items and features represents the influence
from feature to item and depends mainly on two factors. One is the global influence of
features, which is an important consideration in people’s content-consumption
behaviors because users tend to choose popular objects to interact. The more pro-
found influence the item features has, the more possibility the user chooses the item.
The other factor is association strength among features and item, which depends on the
rank between the same kinds of features of the item. The higher rank the feature has,
the greater association with the item it has. For example, the strength of association of
the first actor is much higher than the fifth actor in a movie.

In G, the feature node vf connects with the items which own feature f , and the set of
these items denoted as If . The global influence of vf is defined as:

Fig. 2. An example of HIN

Fig. 3. Long-tailed distributions of actor influence
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p vf
� � ¼ [vi2If[vu2Uifvug

�� �� ð1Þ

where Ui is the set of user nodes vu which is connected with item node vi. The
definition means, given a feature node vf , its influence is the number of users who have
interacted with items which own feature f . In the example shown in Fig. 2, the
influence of director d1 is 3 and actor a1 is 1. The weight of the edges between the item
and the feature is measured as:

w vf ; vi
� � ¼ e

�
r vf ;við Þ�p0:2

pðvf Þ ð2Þ

where rðvf ; viÞ is the rank of feature node vf in the same type of features of item i, and
p0:2 is a parameter for adjusting the range of wðvf ; viÞ. Figure 3 is the distribution of the
actor influence in Movielens dataset. The influence of item features presents a
long-tailed distribution. We denote ni as the total number of feature nodes belonging to
the feature type i in HIN. According to the Pareto Principle [10], we take the (0.2∙ni)th
maximum influence value as the value of p0:2.

When calculating feature similarities between items in HIN, we introduce the
concept of meta-path mentioned in [11]. P denotes the set of specified meta-paths.
P ¼ ðA1A2. . .AnÞ is a meta-path, and p ¼ v1v2. . .vnð Þ is a path instance of the
meta-path. It has been shown in [11] that long meta-paths are not quite useful in
calculating similarity. So when we calculate the similarity between two items, we only
need to use those meta-paths whose length is no more than 5 between the two items.
For one path instance, we calculate the product of every edge’s weight of it as the
similarity value on this path instance. Then, the feature similarity between two items
ip; iq is the sum of the similarity values on all path instances of all meta-paths between
nodes vip ; viq . The feature similarity between two items is defined as:

FeatureSim vip ; viq
� � ¼

X
P2P

X
p2P

Yn�1

k¼1
wðvk; vkþ 1Þ: ð3Þ

3.2 Interaction Similarity Calculation

FIsim considers that interactions between the user and the system are driven by
interests, and the user’s interests remain constantly for a period of time. Consequently,
items connected with the same user have a certain similarity called interaction
similarity.

The algorithm we proposed measures the interaction similarity from two dimen-
sions: time and rating. FIsim considers that the smaller the interaction time interval or
rating difference, the more similar between the two items, because the user’s interest
and evaluation standard remain constantly for a period of time.
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The interaction similarity between the items ip; iq is measured as:

sim vip ; viq
� � ¼

X
u2ðUp^UqÞ e

� 1�hð Þ tup�tuq
tuð Þ2 þ h

rup�ruq
�ruð Þ2

� �
ð4Þ

InteractSim vip ; viq
� � ¼

P
va;vb2I I sim va; vbð Þ 6¼ 0ð Þ

P
va;vb2I I sim va; vbð Þ 6¼ 0ð Þsim va; vbð Þ simðvip ; viqÞ ð5Þ

where Ið�Þ is an indicator function, Up is a set of user nodes which connected with item
p, tup is the interaction time of user u with item p, tu is the time of latest interaction, rup
is u’s rating of p and �ru is the average rating of u. The value range of interaction
similarity is limited by formula 5. λ is used to govern the influence of feature similarity
and interaction similarity. The FIsim is given by the following equation:

FIsim vip ; viq
� � ¼ 1� kð Þ � FeatureSim vip ; viq

� �þ k � InteractSimðvip ; viqÞ: ð6Þ

3.3 Interest Identification

Using the FIsim algorithm described in last section, we can get the similarities between
any two items and construct similarity matrix S. The identification of user multiple
interests follows a cluster filtering approach, which clusters the items in Lu and uses the
principal component extraction method to filter out the noise. We treat each item in Lu
as a singleton candidate cluster. For each pair of items ðp; qÞ in Lu, we will put ðp; qÞ in
a descending sequence SEQ if the similarity of ðp; qÞ is no smaller than a predefined
threshold β. Next, we remove ðp; qÞ from SEQ in sequence, and the two clusters which
contain item p and q respectively will be merged if the similarity between them is no
less than a predefined threshold γ until SEQ is empty. sim p; qð Þ is calculated as:

sim p; qð Þ ¼ 1
cðiÞj j cðjÞj j

X
ip2cðiÞ

X
iq2cðjÞ Sðp; qÞ ð7Þ

where cðiÞ is the cluster which contains item i, and Sðp:qÞ is similarity between items
p; q. We apply the principal component extraction method to the clustering result. The
Nu maximum clusters which make

PNu
i¼1 sizeðcðiÞÞ=

Pn
i¼1 sizeðcðiÞÞ� g, where g is

the threshold of the first Nu principal components’ cumulative contribution rate, n is the
number of clusters in the clustering result and sizeðcðiÞÞ is the number of items in
cluster cðiÞ. They are selected as Nu kinds of the user interest and other clusters are
considered as noise to be removed. In this paper, we set g to 0.8. Finally, we update the
item records in Lu with interest tag. The pseudocode of interest identification is shown
in Algorithm 1 which is inspired by Kruskal algorithm [21]. Through multiple user
interest identifications, each of the remaining items in the user temporal interaction log
is assigned into a corresponding interest.

Temporal Recommendation via Modeling Dynamic Interests 319



4 Learning Inverted-U-Interest Model and Making
Recommendation

After interest identification, SimIUC presents a learning algorithm to learn the
inverted-U-interest model and then introduces an inverted-U-interest-based collaborate
filtering approach to make top-N recommendation.

4.1 Inverted-U-Interest Model

Interest Pattern. Influenced by behavior habits, every user has a personal interest
pattern. There are four kinds of user interest patterns through analyzing user log, which
are specific interest pattern, multiple interest pattern, interest shifting pattern and
random noise pattern. We cannot make accurate predictions about future behaviors of
the user with random noise pattern because when the user interacts with the system, it
shows a strong randomness. So we do not consider this type of users in this paper. For
the other three interest patterns, SimIUC characterizes them by building
inverted-U-interest model.

Learning Algorithm of Inverted-U-Interest Model. Time is an important aspect in
fitting interest curve. Because of the difference between user behavior and external
environment constraints, the frequency of interaction of different users varies consid-
erably even with the same interest. For example, two users A and B both like watching
comedy movie. Due to work reasons, user A watches movies only on weekends, but
user B watches movies every day. If we measure the interestingness using the same
time dimension, user A’s interestingness to comedy movie would be far lower than B’s.
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But this is not the case. Consequently, the modeling results will be greatly intervened
with the interaction frequency if we use the same time dimension for all users in
modeling. As illustrated in [3], the evolution of user interest relates to interaction times.
Our interest modeling approach uses interaction times to build the time dimension,
which eliminates the impact of interaction frequencies. The learning samples are cre-
ated from L0u, and user’s inverted-U-interest model is learned by the learning algorithm
SimIUC proposed. The pseudocode of learning algorithm of inverted-U-interest model
is shown in Algorithm 2.

Through identifying the multiple user interests, Nu different interests of target user u
have been identified and each item in L0u is assigned into the corresponding interest. In
L0u, the items belonging to u’s interest k have been selected to construct the learning
sample of u’s interest k. A learning sample of interest k is a group of ordered pairs
ðx; yÞ, in which x represents the number of interactions between user u and the system,
and y is defined as the number of interactions between user u and items belonging to
u’s interest k. For example, there are two different interests identified for user u, and at
the time of x ¼ 20, which means that user u has interacted with the system for 20 times,
the number of interactions between user u and items belonging to his first interest is 12
and that of the second interest is 8, then the sample point ð20; 12Þ is contained in u’s
first interest learning sample, and the sample point ð20; 8Þ is contained in the second
one. The discrete ranges of both x and y are ½1; jL0

uj�. Each interest learning sample is
dealt with in lines 1 to 4 of Algorithm 2. In lines 5 to 6, we improve the sigmoid
function as the fitting function and use the least square method to fit sample points. The
prediction is given by the following equation:

Ŷ ¼ a
1þ be�cX

ð8Þ

This equation involves three parameters. The least square method defines the
estimate of these parameters as the values which minimize the sum of the squares
between the measurements and the model. This amounts to minimizing the expression:
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e ¼
X

i
ðYi � ŶiÞ2 ¼

X
i
½Yi � ð a

1þ be�cXi
Þ�2 ð9Þ

Thus, the best parameter setting (including a, b and c) of fitting curve should be

arg min
a;b;c

X
i
ðYi � ŶiÞ2 ¼ arg min

a;b;c

X
i
½Yi � ð a

1þ be�cXi
Þ�2 ð10Þ

Nu is the number of user interest of user u. We can get Nu fitting curves
ff1; f2; . . .; fNug by fitting the sample points of each interest. The inverted-U-interest
curve f 0k of interest k is the derivative of fk:

f
0
k xð Þ ¼ ak

1þ bke�ckx

� �0

¼ akckg xð Þ 1� g xð Þ½ �; g xð Þ ¼ 1
1þ bk � e�ckx

ð11Þ

where ak; bk; ck are the three parameters to be learned. The inverted-U-interest model of
user u is the set of inverted-U-interest curves, i.e. IUIu ¼ ff 01; f

0
2; . . .; f

0
Nug.

Case Study. The results of learning the inverted-U-interest model for the 51th user in
Movielens dataset is shown in Fig. 4. The user interests are identified by interest
identification algorithm. The size of L051 become 36, after filtering out 4 noise records
from user’s temporal interaction log L51, and two kinds of user interests are identified.
The fitting results of two interest learning sample of 51th user is shown in Fig. 4(a), and
the inverted-U-interest model has been learned is shown in Fig. 4(b).

In Fig. 4(a), ‘╳’ and ‘ ⃝’ represent sample points of the user’s first interest and the
second interest respectively. Each point represents that when the user has interacted
with system x times, the number of interactions between him and the items belonging to
his corresponding interest is y. The dotted line and the full line respectively describe
the fitting result of the user’s first interest and the second interest. Figure 4(a) has
shown that during the first half of interactions, the user mainly interacts with the items
belonging to his first interest, but in the second half, the user shifts his attention to items
belonging to his second interest.

Fig. 4. The results of learning IUI model for the 51th user in Movielens data set
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Each interest of users has its corresponding inverted-U-interest curve constructing
user’s inverted-U-interest model. Figure 4(b) demonstrates the inverted-U-interest
model of the 51th user where x-axis represents the number of interactions between the
51th user and the system, and y-axis represents the interest strength. Figure 4(b) has
shown that the interest of the 51th user has an obvious shifting in the process of
interacting with the system. The old interest (dotted line in Fig. 4(b)) declines while the
new interest (full line in Fig. 4(b)) rises fast. So we infer that the interest pattern of this
user belongs to the “interest shifting pattern”, in which SimIUC will focus more on the
new interest in recommendation.

4.2 Inverted-U-Interest-Based Collaborative Filtering Approach

When making recommendation for x times interaction of the target user u, our basic
idea is to consider u as the source to be injected with user preferences. The propagation
process of user preferences is shown in Fig. 5. Preferences injected into the user u will
be propagated to items i in Lu’ through the corresponding interest, and tend to prop-
agate to K nearest neighbor items i’ which construct candidate item set C. For each i in
C, the estimated preference pu;i;x of user u on item i is measured as:

Pu;i;x ¼
X

j2L0u

X
f 0k2IUIu e

f 0kðxÞ � Iðj 2 interestkÞ � Sði; jÞ: ð12Þ

where Ið�Þ is an indicator function, f 0k is the inverted-U-interest curve of interestk , and
Sði; jÞ is the similarity between item i and j. We sort Pu;i;x for all no-interacted neighbor
items, and then return top-N no-interacted neighbor items to user u.

5 Experiments

We have conducted a set of experiments to examine the performance of our recom-
mendation method compared with the baselines. We begin by introducing the exper-
imental settings, and then analyze the evaluation results.

Fig. 5. The propagation process of user
preferences

Fig. 6. The impact of λ on hit ratio in both
datasets
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5.1 Experimental Settings

Data Description. There are two real datasets in our experiments: Movielens [22] and
Netflix [23]. Movielens and Netflix are the most widely used common datasets in
recommendation research projects. The Movielens dataset contains 6,040 users who
have issued 999,209 explicit ratings on a 5-point likert scale, referring to 3,883 movies.

The Netflix dataset was made available in 2006 as a part of the Netflix Prize, in
which each user rated at least 20 movies, and each movie was rated by 20–250 users. It
has been widely used as a large-scale data set for evaluating recommenders. As our
goal is to make accurate top-N recommendation by analyzing item features and user
temporal interaction logs, we extend the movie features of the Netflix dataset through
using MovieLens dataset. 6000 users and related movies in Netflix dataset are ran-
domly selected as experimental data. The global statistics of these two datasets used in
our experiments are shown in Table 2.

Evaluation Metric. We adopt the All-But-One evaluation method and use Hit Ratio
[5] as the metric for the top-N recommendation. Our datasets were splitted into two
subsets, the training set and the test set. For every user, the latest item he rates is
selected as test data and the remaining items are used as training data.

When making recommendation, we use SimIUC to generate a recommendation list
of N items named Rðu; tÞ for each user u at time t. If the test item of the user u appears
in Rðu; tÞ, we call it a hit. The Hit Ratio is calculated in the following way:

Hit Ratio ¼
P

u IðTu 2 Rðu; tÞÞ
jUj ð13Þ

where Ið�Þ is an indicator function, Rðu; tÞ is a set of top-N items recommended to user
u at time t, Tu is the test item that the user u has actually interacted with at time t.

Compared Methods. We examine the performance of the proposed SimIUC approach
by comparing it with three other top-N recommendation algorithms, including
ItemKNN [9], TItemKNN [6], and IFCM-IFC [12].

Table 2. Characteristics of datasets

Name of dataset MovieLens Netflix

Number of users 6,040 6,000
Number of items 3,883 4,158
Avg. # of rated
items/user

257.3 359.7

Number of
ratings

999,209 2,158,471

Table 3. Disassembled algorithms

Disassembled
algorithm

FIsim IUI
model

SimIUC ⃝ ⃝
CosIUC ╳ ⃝
SimCF ⃝ ╳
CosCF ╳ ╳
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Item-based collaborative filtering (ItemKNN) is famous recommendation algorithm
which could predict unknown item ratings for a given user by referencing item rating
information from other similar items. TItemKNN is a time weighted item-based col-
laborative filtering method by reducing the influence of old data when predicting users’
further behaviors. TItemKNN was designed for rating prediction task but it can be
easily extended to top-N recommendation for temporal data. IFCM-IFC method adapts
the memory forgetting curve to model the user interest for temporal recommendations.

5.2 Evaluations

Impact of Parameter λ. We first focus on analyzing the parameter λ, which governs
the influence of feature similarity and interaction similarity. In the first experiment, we
vary the parameter λ from 0, 0.1 to 1. The number of the nearest neighbor K is set to
100, and N is set to 20. The results of using different constant λ on both datasets are
demonstrated in Fig. 6.

The results have shown that λ is important in determining the Hit Ratio, and
ignoring either interaction similarity (λ = 0) or feature similarity (λ = 1) cannot generate
good results. Optimal results can be gotten by combining feature similarity and
interaction similarity together. The optimal value of λ is about 0.7 in MovieLens and is
about 0.5 in Netflix. In the following experiments, λ is set to 0.7 in Movielens and 0.5
in Netflix.

Comparison to TItemKNN and IFCM-IFC with Different α. The decay rate α in
TItemKNN and IFCM-IFC are used to control the attenuation rate of the influence of
old data. In this section, we compare the Hit Ratio of SimIUC with TItemKNN and
IFCM-IFC under different α on both datasets. When tuning α, K is set to 100, and N is
set to 20. The results of how Hit Ratios of TItemKNN and IFCM-IFC change against α
are shown in Fig. 7. Because there is no parameter α existing in SimIUC, its Hit Ratio
is drawn as a straight line. The results have shown that SimIUC outperforms other
algorithms when α 2 [0.1,1] in both datasets. For TItemKNN, the optimal α is about
0.7 in Movielens, and is about 0.3 in Netflix. For IFCM-IFC, the optimal α is about 0.6
in Movielens, and in Netflix, it is about 0.2.

Fig. 7. The impact of α on hit ratio
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Overall Accuracy Performance. In this section, we have evaluated the overall
accuracy performance of SimIUC and the other three top-N recommendation algo-
rithms, ItemKNN, IFCM-IFC, and TItemKNN. In the experiment, the number of the
nearest neighbors K is set to 100, and other parameters are set to the optimal values
obtained from previous experiments.

The comparison results have been shown in Fig. 8, where SimIUC exceeds all the
baselines under different size of recommendation list. By using IFCM-IFC as the
benchmark, SimIUC outperforms IFCM-IFC 10.43% to 29.31% on Netflix dataset, and
improves it up to 10.42% to 38.34% on MovieLens dataset. The experiment proves that
the inverted-U-interest model plays an important role in improving recommendation
accuracy, and SimIUC can get better accuracy of item recommendation.

Disassembly Analysis of SimIUC. The performance of each part of the SimIUC
recommendation framework is analyzed in this section. In the experiment, FIsim has
been replaced with cosine similarity, and the inverted-U-interest model has been
removed by setting ef

0
kðxÞ in formula (12) to 1. The three disassembled algorithms are

shown in Table 3, in which the label “ ⃝” means the corresponding part of SimIUC
has been preserved, and the label “╳” means the corresponding part of SimIUC has
been removed or replaced.

Figure 9 demonstrates the hit ratios of the disassembled algorithms under different
size of recommendation list. It has shown that SimIUC and CosIUC have achieved
significant improvement in hit ratio over SimCF and CosCF by introducing inverted-U-
interest model. The hit ratio of SimIUC compared with CosIUC has a significant

Fig. 8. Comparisons on hit ratio of recommendation

Fig. 9. Disassembly analysis
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improvement by replacing the similarity method with FIsim, and SimCF also has a
notable improvement compared with CosCF on both datasets. The results lead us to
conclude that both combining the feature similarity with the interaction similarity and
introduction of inverted-U-interest model are necessary and effective.

6 Related Work

Temporal Dynamics in Recommendation. Temporal information is widely used in
the framework of information spreading [18, 20], matrix-factorization [14], item-based
CF [6] or graph [19]. Modeling temporal dynamics is indispensable when designing
recommender systems.

Koren [14] models the temporal dynamics via a time-aware factorization model to
predict movie ratings for Netflix. Quan [7] propose the Geographical-Temporal
influences Aware Graph (GTAG) to exploit both geographical and temporal influences
in time-aware POI recommendation. Chen [8] designs a Gibbs sampling algorithm to
learn the receptiveness among users over time. Xiang [19] proposes a Session-based
Temporal Graph (STG) to model long-term and short-term preferences and strengthen
the impact of current interests via Injected Preference Fusion (IPF) method. Lathia et al.
[16] and Wang [17] improve temporal diversity of recommendation across time.
Compared to these work handling the temporal dynamics in different ways, SimIUC
focus on modeling the dynamic evolution process of the user interests which is com-
posed of two stages: rising stage and declining stage, and making accurate top-N
recommendation based on the user interest model.

User Interest in Recommendation. In the past few years, how to capture user interest
accurately has become the key issue and challenge in personalized recommendation.
User interest changes over time. There are many studies using monotonously
decreasing function to model user interest. Koychev [15] uses linear functions to
simulate the decay of user interest. Ding et al. [6] and Andreas [13] both propose a time
weighted item-based collaborative filtering method (TItemKNN) by reducing the
influence of old data when predicting user’s further behaviors. Chen [12] adapts the
memory forgetting curve to model the human interest-forgetting curve for music rec-
ommendation. However, the method has two disadvantages. One is that the latest data
is not always important while old data is not worthless all the time. The other is that
users have a personalized interest model, and there are differences in the amount of
interests, interest strength, interest forgetting rate and the trend of user interest evo-
lution. It is not enough reasonable to use uniform interest model to all users.

The paper focuses on discovering user interest patterns and the trend of interest
evolution by mining user interaction logs. To the best of our knowledge, this is the first
work that use inverted U curves to model user interests in recommendation.
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7 Conclusion and Future Work

A user’s interests have a dynamic evolution process, including two stages, growth and
decay. Modeling and leveraging this dynamic process for temporal recommendation
poses great challenges. In this paper, we proposed a novel recommendation framework
named SimIUC, which can identify multiple user interests and model the dynamic
evolution process of user interests with the inverted-U-curves. Based on that, SimIUC
can predict user interest evolution trend in the future and make more accurate rec-
ommendation. The experimental results have shown a significant improvement in the
accuracy of our top-N recommendation method compared with the baselines. In our
future works, we will try to predict the potential transfer directions of a user’s interests,
and acquire new interests a user just formed.
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Abstract. Location Based Social Networks (LBSN) promotes commu-
nications among subscribers. Utilizing online check-in data supplied via
LBSN, Point-Of-Interest (POI) recommendation systems propose unvis-
ited relevant venues to the users. Various techniques have been designed
for POI recommendation systems. However, diverse temporal informa-
tion has not been studied adequately. From temporal perspective, as vis-
ited locations during weekday and weekend are marginally different, we
choose weekly intervals to improve effectiveness of POI recommenders.
However, our method is also applicable to other similar periodic intervals.
People usually visit tourist and leisure spots during weekends and work
related places during weekdays. Similarly, some users perform check-ins
mostly during weekend, while others prefer weekday predominantly. In
this paper, we define a new problem to perform recommendation, based
on temporal weekly alignments of users and POIs. We argue that loca-
tions with higher popularity should be more influential. Therefore, In
order to solve the problem, we develop a probabilistic model which ini-
tially detects a user’s temporal orientation based on visibility weights of
POIs visited by her. As a step further, we develop a recommender frame-
work that proposes proper POIs to the user according to her temporal
weekly preference. Moreover, we take succeeding POI pairs visited by the
same user into consideration to develop a more efficient temporal model
to handle geographical information. Extensive experimental results on
two large-scale LBSN datasets verify that our method outperforms cur-
rent state-of-the-art recommendation techniques.

Keywords: Point-Of-Interest recommendation · Location-Based Social
Networks · Temporal influence

1 Introduction

Nowadays, pervasive applications of Location-Based Social Networks (LBSN)
assist further communications between online users. For instance, people can
easily share relevant data via LBSN check-in services (e.g. Foursquare, Facebook
places and Google+). When a user performs a check-in at a venue, she reports
the location, time and enclosed artifacts (text, photo, audio or video) [19,32]. In
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 330–347, 2016.
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return, LBSN data facilitates Point-Of-Interest (POI) recommenders to propose
attractive locations to the users that are not yet visited by them. Therefore, POI
recommendation is beneficial for people as well as industry (e.g. tourism).

The POI recommendation problem has already received increasing research
attentions. Some traditional models [21,24] predict user’s interest on POIs
through Random Walk and Restart process on a graph which holds both users’
social links and check-in logs. However, this model is not effective on LBSN, as
friendship between users doesn’t reflect similar check-in behaviours [3]. Recently,
Collaborative Filtering (CF) methods [25,26] has achieved promising results in
POI recommendation. However, the multi-facet time factor is not yet stud-
ied adequately. So, we aim to further promote user-based collaborative filtering
through mining temporal properties of both users and POIs.

Intuitively, User-POI matrix reflects the correlation between users (rows) and
POIs (columns) in LBSN. The value for each entry can be defined as binary (i.e.
1 if user visits the POI, otherwise 0). The main problem involved in POI rec-
ommendation is data sparsity [23]. The reason is that users only visit a small
number of POIs which decreases the density of the User-POI matrix. This issue
affects majority of CF methods. Therefore, additional information needs to be
extracted to improve effectiveness. Ye et al. introduced the concept of Geograph-
ical Influence(GI) [25,26] based on the observation that people tend to visit
POIs close to their own previously visited places. Later on, several studies took
different kinds of Temporal Influence into consideration. e.g. [5,26,27] generate
User-POI-time (UTP) matrix through splitting the day into time slots and learn
user’s feasibility to check-in at a location in each time slot. Obviously, UTP
matrix is even more sparse. So, to alleviate the sparseness, [28] proposes TICRec
Framework which applies a density estimation method and [26] computes cosine
similarity based on visited locations in related time slots. Moreover, Gao et al. [5]
suggest LRT which can be configured to adapt various temporal intervals (e.g.
weekly, monthly and etc.). However, in current temporal approaches, the cor-
relations between users and the check-ins are merely considered (i.e. User-POI
or UTP matrices) and user-specific and location-specific temporal properties are
not appreciated. Hence in our work, we consider such temporal alignments of
both users and venues to further improve POI recommendation systems.

From temporal perspective, while certain venues are visited more during
weekday or weekend, some users also show their interest to perform check-ins
mainly during either weekday or weekend. We verify this through observations
(Sect. 2.1). Intuitively, we can imply two facts: (a) If a user is mostly aligned
toward weekday, we should offer her more from weekday oriented POIs. (b) If a
group of POIs have the same rank, they should be offered to the user based on
her temporal preference. We name User and POI weekly alignments as User Act
and POI Act respectively.

The main challenge here is to compute the User/POI Acts through the
check-in history and integrate these temporal preferences in recommendation
consistently. The näıve approach is to count the number of visits during week-
day/weekend and recommend POIs based on the user’s temporal orientation.
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Table 1. Sample of weekly oriented POIs visited more than 50 times by varied users

Weekend oriented

POI name Category Weekend prob.

Downtown Los Angeles
Artwalk

Museum, Arts & Entertainment, 0.99

Santa Monica Farmers
Market

Shop & Service, Food 0.98

Coachella Valley Music
and Arts Festival

Outdoors & Recreation, Arts &
Entertainment

0.93

Social Nightclub Nightlife Spot, 0.89

Los Angeles Memorial
Coliseum

College & University, Arts &
Entertainment, College
Stadium,

0.88

Weekday oriented

POI name Category Weekday prob.

Finnegan’s Marin Nightlife Spot, Food 0.98

Sierra College College & University 0.91

Oviatt Library College & University, Professional 0.88

MEVIO, Inc. Office, Professional 0.87

Olives Gourmet Grocer Shop & Service, Food & Drink
Shop

0.83

However, not all the POIs are the same in their impacts. On the other hand,
the probabilities for a user to visit different POIs are not the same. Based on
[25], three factors of Collaborative Filtering, Geographical Influence and Friend-
ship, determine the visibility weight for a user to check-in at a location. So,
POIs should be treated differently based on their visibility weights. Our app-
roach comprises three steps: (i) Firstly it predicts the probability for user i
(ui ∈ U) to visit any POI in her check-in history (Li). (ii) Secondly, we use
a probabilistic approach to compute ui’s act which denotes her interest toward
weekday/weekend intervals. Consequently, as higher the probability of a POI is,
its influence on ui’s act is considered more inflated. (iii) Finally, if the user’s
weekly alignment exceeds the threshold, we then apply temporal recommenda-
tion approach that initially computes the POI act for any location in primary
recommendation list. According to ui’s act, it finally proposes a combined list of
neutral and temporally oriented locations. We designate weekly intervals because
on one hand, majority of locations visited during the weekdays and weekends are
obviously divergent (Table 1) and on the other hand, the visiting pattern repeats
frequently. However, our model is applicable to other similar periodic intervals.

In this paper, we also put emphasis on temporal aspect of geographical influ-
ence [25] and limit the primary observation to daily consecutive pairs. We con-
firm that it still follows power law distribution. This makes the cost function
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minimization quicker. We also employ Normal Equation (NE) instead of the
Gradient Descent (GD) which obtains optimized parameters in one round. In
short, the contributions of this paper are listed as follows:

– We observe the concept behind weekly oriented users and POIs. We also design
a probabilistic model to compute such temporal alignments.

– We propose a recommender framework to discretise continuous stream of
LBSN users and suggest them a set of POIs according to their weekly prefer-
ences. Our method outperforms the state of the art in POI recommendation.

– Finally, we have also taken subsequent POI pairs visited by the same user
into consideration and using relevant temporal observation we have provided
an optimized model for geographical influence.

The rest of this paper is formed as follows: Sect. 2 explains primary
definitions and insightful observations. Section 3 clarifies our temporal recom-
mendation framework. Section 4 provides empirical concepts about collabora-
tive filtering and geographical influence. Section 5 discusses experimental results.
Related research work is surveyed in Sect. 6. In Sect. 7 we close this paper with
some conclusive remarks.

2 Temporal Influence

In this section, we setup two observations based on primary definitions. We verify
that certain POIs and users are aligned toward either weekday or weekend.

Definition 1 (POI Act). Given a set of POIs P = {p1, p2, . . . , pn}, each pj

(∀pj ∈ P) has a POI Act denoted as pa
j (Eq. 1), which is the margin value

([−1, 1]) between its probabilities to be visited during weekday (wd) and weekend
(we).

pa
j =

W d
j

Nj
− W e

j

Nj
(1)

Here, W d
j and W e

j denote the number of visits at pj during wd and we. Also Nj

is its total number of visits. If pa
j is greater than zero, it will exhibit an alignment

toward wd and if it is less than zero, it’ll show that pj is visited more during we.
Otherwise (if pa

j = 0), pj will be neutral (not temporally aligned)

Definition 2 (User Act). Given a set of users U = {u1, u2, . . . , un}, we define
that each ui (∀ui ∈ U) has a User Act denoted as ua

i (Eq. 2) which is the margin
value ([-1,+1]) between probabilities of her wd and we visits.

ua
i = Avgd

i − Avge
i (2)

Avgd
i and Avge

i are probabilities for ui to visit locations during wd and we

respectively. If ua
i is greater than 0, it will reflect ui’s temporal preference toward

wd and if it is less than 0, it’ll indicate that she is more interested in we.
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(a) Foursquare (b) Brightkite

Fig. 1. Observation on Absolute POI Act

2.1 Observations

We setup two observations to perceive that certain POIs and users can be ori-
ented toward wd or we. We use threshold T to reflect the extent of alignment.
As, people visit we oriented places during casual Friday (e.g. they go to bar on
Friday night and perform sport activities on Friday afternoon), we include Fri-
day as weekend. Hence, wd has one day more than we, and T is 1

7 ≈ 15% which
is consistent with uniform distribution of locations for each day in a week.

1. Absolute POI Act Observation: This observation demonstrates that
many POIs are significantly used either during wd or we. On the other hand, we
aim to study to what extent each POI is oriented toward either wd or we. Hence,
for each pj , visited by a set of users Uj , we compute pa∗

j (Eq. 3) as an absolute
rate of temporal wd/we deviation. In this inspection, we choose those locations
from both datasets (Sect. 5.1) that are visited by at least 5 users.

pa∗
j =

∑
ui∈Uj

|pd
i,j − pe

i,j |
|Uj | (3)

pd
i,j and pe

i,j are the probabilities of each ui ∈ Uj to visit pj during wd and we

(Eq. 4):

pd
i,j =

W d
i,j

Wi,j
, pe

i,j =
W e

i,j

Wi,j
(4)

Here Wi,j is the total number of times that each ui ∈ Uj has visited pj . Also,
W d

i,j and W e
i,j record the visits performed exclusively during wd and we.

Fig. 1a and b depict the probabilities regarding POIs’ weekly deviations based
on different ranges (e.g. 0.3–0.4). As highlighted in dark orange, more than 70 %
of the POIs in both datasets have an average absolute orientation greater than
T . This means that majority of locations in both datasets are predominantly
used either during the weekend or weekday.

2. Absolute User Act Observation: Similarly, for each user ui with Li

as the check-in log, we compute ua∗
i (Eq. 5) as her average rate of absolute

temporal wd/we deviation. We select users who has visited at least 8 POIs
({∀ui ∈ U| |Li| > 8}). Figure 2a and b illustrate relevant probabilistic bins which
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reflects to what extent each user is temporally oriented (disregarding the align-
ment toward wd or we).

∣
∣pa

i,j

∣
∣ is pj ’s absolute POI act limited to ui’s visits.

ua∗
i =

∑
pj∈Li

|pa
i,j |

|Li| (5)

If ua∗
i is less than T (15 %), we can ensure that ui is not oriented toward wd or

we. However, as highlighted in dark orange (Fig. 2), 57.3 % and 61.6 % of users
in Foursquare and Brightkite have an absolute temporal deviation more than
the T . Also more than 10 % of users are highly aligned toward either weekday
or weekend (ua∗

i > 45%).
Based on the observations conducted in LBSN, we can now conclude that

weekly temporal influences exist for both users and POIs.

(a) Foursquare (b) Brightkite

Fig. 2. Observation on Absolute User Act

3 Recommendation

In this section, we firstly provide an efficient approach to compute user acts and
secondly we describe our recommendation framework.

3.1 User Act Efficient Model

Primary user act (Definition 2, Eq. 2) treats all POIs the same, while they differ
based on POI acts and visiting influence. Therefore, we propose a more effective
model to compute the user act. We first need to obtain user’s visiting orientation
toward wd or we. Therefore, we compute the POI act for every location visited
by ui (pj ∈ Li). We use Eq. 6 to find positive or negative impacts.

p̂d
i,j = (pd

i,j − λ), p̂e
i,j = (pe

i,j − λ) (6)

Where λ ∈ (0, 1) serves as a separator of wd/we margins. If we assume λ = 0.5,
pd

i,j = 0.75 and pe
i,j = 0.25, then p̂d

i,j = 0.75 − 0.5 = 0.25, which indicates that
pj has a positive impact on user i′s weekday act. We argue that the POI with
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higher probability to be visited by a user (visiting influence) should play a more
significant role in computation of her user act. [25] comprises three influential
modules of Collaboration, Friendship and Vicinity which we use to compute vis-
iting influence for each location (pj). Our modifications on baseline are described
in Sect. 4. To capture visiting influence, we remove each pj from Li, we can sub-
sequently obtain c∗

i,j which represents the probability of ui to visit pj considering
all three modules. We then normalize (i.e. between (0,1]) the results using Eq. 7:

ĉ∗
i,j =

c∗
i,j − Minci

Maxci − Minci
, (7)

where Maxci = argmax(C∗
i,k),Minci = argmin(C∗

i,k),∀pk ∈ Li. To get the final
weekday orientation probability for each pj ∈ Li we use Eq. 8:

Prd
i,j = ĉ∗

i,j ∗ p̂d
i,j =

c∗
i,j − Minci

Maxci − Minci
∗ (pd

i,j − λ) (8)

The higher ĉ∗
i,j is, the more likely this location will be visited by ui and will

be more influential on ui’s act. Similarly, the weekend orientation probability
(Pre

i,j) can be computed as follows:

Pre
i,j = ĉ∗

i,j ∗ p̂e
i,j =

c∗
i,j − Minci

Maxci − Minci
∗ (pe

i,j − λ) (9)

Finally, the user act orientation is obtained through Eq. 10:

ûa
i =

∣
∣
∣ ˜Avg

d

i − ˜Avg
e

i

∣
∣
∣ (10)

While ˜Avg
d

i (Eq. 11) and ˜Avg
e

i (12) are respective wd/we average ratios.

˜Avg
d

i =
Σpj∈Li

Prd
i,j

|Li| (11)

˜Avg
e

i =
Σpj∈Li

Pre
i,j

|Li| (12)

The value regarding ˜Avg
d

i - ˜Avg
e

i shows the direction. If it is greater than zero,
it will indicate that user is aligned toward wd and if it is less than zero, it will
show we orientation.

3.2 Framework

In this section, we propose the framework which suggests a ranked list of candi-
date POIs for each user disregarding the extent of her temporal orientation.

As Fig. 3 depicts, we can imagine the input of a recommender system as a
continuous stream of users in course of time. Utilizing check-in history, the sys-
tem should suggest top @Num appealing locations for each user. A basic POI
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Fig. 3. Continuous stream of users is discretized by first computing relevant user acts
and then utilizing of threshold T .

recommender system doesn’t differentiate wd/we temporal preferences, however
we use threshold T to discretise input users based on their effective user acts
(Sect. 3.1). If they pass the threshold, temporal method will be employed oth-
erwise they will be treated as non-temporal users. For example, um and uv are
oriented to do the check-ins during wd. However unlike um, uv doesn’t surpass
T and is not adequately oriented toward wd so the framework doesn’t apply the
temporal method for her. While the user act reflects how a user performs the
check-ins in weekly cycles, POI act is used in recommendation process to suggest
right POIs to the right users through utilizing of such temporal preferences.

f(Li) =

{
Mavg(ρ, δ) if ûa

i ≥ T

usgw otherwise
(13)

As formulated in Eq. 13, the system receives ui’s check-in log (Li). If the user
act computed based on Li exceeds threshold T , the system will utilize temporal
influence. Otherwise the user will be recommended by usgw [25] which also
integrates further modifications (Sect. 4). In temporal case, ρ is the initial list
of recommending POIs computed by USG and δ resembles the POI act for each
item in primary recommendation list. ρ and δ are the input of Mavg function
which performs recommendation as described in Sect. 3.3.

3.3 Temporal Act Based Recommendation

If the efficient user act is greater than threshold (ûa
i ≥ T ), we need to follow tem-

poral recommendation approach (Mavg). The method has two inputs. ρ which is
the primary decently sorted recommendation list and δ which includes the acts
for each of POIs in ρ. We first retrieve Top K*@Num items from ρ while @Num is
the number of final list (denoted as R). R is formed by three subsets of Weekday
aligned(Rd), Weekend oriented(Re) and Neutral (Rn) where R = {Rd, Re, Rn}
and |R| = @Num. The final proportion for each category will follow relevant
ratios from proper POIs which are computed based on efficient user act (Eq. 14).
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Mavg(ρ, δ) =

⎧
⎪⎨

⎪⎩

∣
∣Rd

∣
∣ = ( ˜Avg

d

i + λ − ξ
2 ) ∗ @Num if pa

y > θ

|Re| = ( ˜Avg
e

i + λ − ξ
2 ) ∗ @Num if pa

y < θ

|Rn| = ξ ∗ @Num Otherwise

(14)

Here, ( ˜Avg
d

i + λ − ξ
2 ) and ( ˜Avg

e

i + λ − ξ
2 ) are respective wd and we proportions

from final recommendation list. Also θ is the threshold for detection of wd/we

oriented POIs. For example if θ = 0, the weekday portion from the final list
will comprise the POIs whose acts are greater than 0 (∀pa

y ∈ δ|pa
y > 0) and for

weekend ratio the POI acts should be less than 0 (∀pa
y ∈ δ|pa

y < 0). In fact,
Neutral POIs are not likely to have high scores in wd/we lists. However, we still
need to propose them when they gain high probabilities. Therefore we reserve a
minor portion (ξ) for POIs which are not temporally aligned.

4 Utilizing Primary Influences

In this section, we provide our empirical details on two primary modules in POI
recommendation which are Geographical Influence and User based Collaborative
Filtering. For social influence we adapt the method used in [25].

4.1 Geographical Influence

Geographical Influence (GI) [25,26,28] declares that individuals visit locations
which are close to those they have visited previously. Considered as another
important module in location recommendation, we provide an empirical review
about it. We observe two cases: (i) Non-temporal: We compute geographical dis-
tance between each POI pair in one’s check-in history. (ii) Temporal : We also
perform another test on consecutive check-ins within a time period. This period
denotes an average distance between two subsequent POIs that a user may travel
in less than a day (Tg = 12 h). In order to invalidate the noise, we apply the
speed condition (Δd/Δt < γ) in which Δd is the distance between two adjacent
POIs and Δt is the time spent presumably to travel between them.

(a) Between each POI pair (b) Between each consecutive POI pair vis-
ited on the same day

Fig. 4. Geographical influence observation: probabilities of the distance ranges
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As illustrated in Fig. 4a, majority of distances between POI pairs are less than
100 km. Also, about 25 % are less than 10 kms. Notice that the scale is modified
after 1000 kms and the spike shows the sum. In temporal aspect (Fig. 4b), the
highest probability for distance between two daily consecutive POIs is less than
100 kms. The similar figures are seen on Foursquare. In both observations, the
probability of the distance between a POI pair, follows power law distribution
(polynomial: y = axm while x is the distance between the POI pair, y is its prob-
ability and both a and m are optimizing parameters). However, the number of
consecutive POI pairs limited to threshold Tg is merely 2.5 % of all POI pairs.
This makes the cost function minimization faster while the distance probabili-
ties will be close after applying the feature scales. Hence, we train single feature
hypothesis based on the temporal set. The polynomial equation can be converted
to the Linear Regression. We also employed Normal Equation (NE) instead of
the Gradient Descent (GD) for minimization. NE obtains optimized parame-
ters in one round unlike GD which applies various learning rates with multiple
iterations. Indeed, NE performed well as there is only one feature in regression
(distance between POI pair) and the size of the matrix was small. Here, the
probability for ui (with Li as check-in log) to visit location lj is the multiplica-
tion of the distance probabilities between lj and each location ly ∈ Li. However,
multiplying numerous decimal points will pass the minimum value and the result
will be zero for many ljs. Therefore, we suggest a log based Eq. 15 where a and
m are optimized values and d implies the distance function between a pair.

log(Pr[lj |Li]) =
∑

ly∈Li

a × d(ly, lj)m. (15)

4.2 User-Based Collaborative Filtering

In a binary logic (like [25,26]), while L and U are respective set of locations and
users, if user ui ∈ U has already visited lj ∈ L, then ci,j will be 1 otherwise 0.
Moreover, cosine similarity weight (Eq. 16) between ui ∈ U and uk ∈ U (w+

i,k) is
computed based on the number of shared POIs among (Li ∩ Lk). Here, Li ⊂ L
and Lk ⊂ L are corresponding check-in histories belonged to ui and uk.

w+
i,k =

∑
lj∈Li∩Lk

ci,jck,j
√∑

lj∈Li
c2i,j

√∑
lj∈Lk

c2k,j

& c+i,j =
∑

{∀uk|wi,k>0} wi,kck,j
∑

{∀uk|wi,k>0} wi,k
(16)

In order to recommend a set of locations to ui, we merely select items from users
who share one or more POI(s) with ui. In fact, if Li ∩ Lk = 0 and lj ∈ Lk then
the check-in probability for ui to visit lj (Eq. 16, c+i,j) will be zero unless lj is
already visited by another user um while Li ∩ Lm 	= 0. Such empirical point will
reduce the number of iterations during recommendation process. This is done
through excluding those who does not share any location with current user. We
were inspired by this experimental point to argue that influential effect of lj ∈ Li

on ui’s temporal preference increases by the number of visits on lj performed by
any um ∈ U while Li ∩ Lm 	= 0.
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5 Experimental Evaluation

In this section we plot and implement multiple experiments to compare our
proposed method with a few alternative approaches (Sect. 5.3). Our main goal is
to ensure how the concept of User/POI act can improve baseline methods which
merely rely on User/POI correlations and neglect possible user and POI specific
temporal influences. Nevertheless, we need to take a point into consideration
that effectiveness of POI recommendation systems on LBSN datasets are always
affected by low density of User-POI matrices. Hence, rather than measuring the
differences using absolute values, we count on relative excellence in comparison.

Table 2. Statistics of the datasets

Brightkite Foursquare

Number of users 58,228 4,163

Number of locations (POIs) 772,967 121,142

Number of check-ins 4,491,143 483,813

Number of social links 214,078 32,512

Cold start ratio (less than 5 POIs) 53.36 % 14.17 %

Avg. visited POIs per user 20.93 64.66

User-POI matrix density 2.7 × 10−5 5.33 × 10−4

5.1 Dataset

In this paper, experiments are conducted on two large-scale real [3] LBSN
datasets. Both (Foursquare1 and Brightkite2) are publicly available. Relevant
statistics are shown in Table 2. Furthermore, Fig. 5 depicts POI distribution of
both datasets on the map. The Brightkite dataset is more extensive, however it
is extremely sparse (Density: 2.7 × 10−5) and more than 50 % of the dataset is
formed by check-in history of cold start users. Similarly in Foursquare, only 8 %
of user pairs share more than 5 POIs.

5.2 Evaluation Metrics

Considering top N (e.g. 5, 10 and 20) results returned by a POI recommen-
dation system, there are two methods to evaluate its effectiveness. The first
approach is survey based which employs the normalized Discounted Cumulative
Gain (nDCG) [16]. The other method (used in this paper) utilizes F1-score ratios.
In this method, we firstly exclude x % (default 30 %) of POIs from check-in his-
tory of any user. We then train recommendation model using rest of the POIs.
1 http://www.public.asu.edu/∼hgao16/.
2 https://snap.stanford.edu/data/loc-brightkite.html.

http://www.public.asu.edu/~hgao16/
https://snap.stanford.edu/data/loc-brightkite.html
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(a) Brightkite (b) Foursquare

Fig. 5. Check-in distribution

Finally, we examine how many of excluded POIs are recovered using returned
list of recommendation. As denoted in Eq. 17, Precision@N is the ratio of total
Number of recovered POIs (Rp) to the number of recommended POIs (N). How-
ever, Recall@N would be the ratio of total Number of recovered POIs (Rp) to
the number of initially excluded POIs (Ep). Indeed, Precision, Recall and F1-
score metrics are computed for each test user (20 % of all dataset users) and
final metrics are computed based on the total average. F1 − score@N will be
the final performance metric.

Precision@N =
Rp

N
, Recall@N =

Rp

Ep
, F1 − score@N = 2×Precision@N×Recall@N

Precision@N+Recall@N
.

(17)

5.3 Recommendation Methods

Recommendation methods used in experiments are as follows:

User-based CF (UBCF): The primary User-based collaborative filtering.
User-based CF Temporal (UBCFT): Another version of our model which

treats all the POIs the same in computation of the user act. Referring to
Eq. 13, probabilities of ρ for input of Mavg function is calculated using Eq. 16.

USG: Denoted by USG, this method takes advantage of three modules of User-
based CF, Social Influence and Geographical Influence where 0 < α < 1 and
0 < β < 1 [25]. We will adapt User-Time-POI model (Baseline: [26]) in future
work as we limited sparsity to User-POI matrix.

Temporal U+S+G (USGT): Model proposed in this paper (Sects. 2 and 3).

5.4 Impact of Parameters

With regard to Eq. 6, we assume λ = 0.5. to treat wd and we the same. Moreover,
in order to decide on the value of ξ in Eq. 14, we chose a random set of 20 % from
users in both datasets and measured the rate of neutral POIs ({∀py ∈ ρ|pa

y = 0})
in top K*@Num items from recommendation list. As the rate was less than 10 %
in both datasets, we set the value for ξ to 0.1 (e.g. 2 if @Num=20). Moreover, we
set K to 10. Finally, in order to reproduce the tri-module baseline (USG:[25]),
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despite other automatic models in rank learning (e.g. SVM pairwise and EM),
we employed tuning (Table 3). We changed the values for α and β between 0
and 1 to get the best performance @5. The optimized parameters of α and β are
selected based on the best values of F1-score@5.

Table 3. USG optimised values

F1-score @5

α β

Foursquare 0.2 0.6

Brightkite 0.3 0.4

Referring to Eq. 18, Si,j denotes the final prediction probability for ui to
perform a check-in at location lj . Su

i,j denotes user based CF probability, Ss
i,j

[25] and Sg
i,j (Sect. 4.1) provide the values for social and geographical influence

respectively. we employ feature scaling [20] to make statistical values consistent.

Si,j = (1 − α − β)Su
i,j + αSs

i,j + βSg
i,j . (18)

5.5 Performance Comparison

Next, we discuss the results to summarize our findings. Figures 6 and 7 illustrate
output of experiments for foursquare and brightkite datasets. In these figures, our
proposed method (USGT) clearly outperforms other models. UBCFT exhibits a
minor improvement compared to UBCF. This shows that User/POI acts must
be computed based on the visiting influence as implemented in USGT.

(a) Recall (b) Precision (c) F1-Score/Performance

Fig. 6. Comparing the methods - Foursquare dataset

Also, notice that in LBSN sparse condition when the density of User-POI
matrix is extremely low, the effectiveness of the location recommenders is not
inflated. For example, precision in [26] and recall in [13] are less than 4 % and for
[5] both metrics are less than 3.5 %. Hence, performance evaluations are relative
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(a) Recall (b) Precision (c) F1-Score/Performance

Fig. 7. Comparing the methods - Brightkite dataset

based on algorithms. Moreover, recall can be low even for active users. The
reason is concealed in evaluation metrics. For instance in case of recommending
@5, when all top 5 recommended POIs are recovered from initially excluded
items, precision will be 100 %. However the recall value will be dependent on
the number of excluded POIs. Considering a 30 % excluded from 150 POIs in
a user’s history, the recall will then be only 5/50 = 10 %. Hence, if majority of
active users in a dataset include numerous visited POIs in their check-in history,
recall ratio for active users will still be little.

6 Related Work

As the survey [1] reports, with regard to expeditious extension of LBSN plat-
forms (e.g. Foursquare, Gowalla and so on), POI recommendation to individuals
via such mediums have become pervasive. Three modules of Collaborative Filter-
ing (CF), Social Influence (Friendship in networks) and Geographical Influence
are essential in such recommenders. However, integration of the time factor in
any one of these modules is also considered as another multi-aspect influential
parameter. This is despite the fact that some primary methods like HIT-based
[31] and Random Walk &Restart [21,24] have already been used for location
recommendation.

CF systems are of two types of memory and model based. Memory based
approach is divided into two categories of item and user based. In user based
approach the weight of similarity between certain users will be computed by
employing a measurement function such as Cosine or Pearson. Subsequently,
the probability for a user to visit a POI will be calculated using the rating of the
similar users on the same POI [25]. We also utilize user based collaborative fil-
tering in POI recommendation. However, in item-based approach, the co-visited
POIs will be found first and then a weighted mixture of user ratings upon similar
POIs will be computed [4]. CF methods in recommendation have employed var-
ious types of data such as text (e.g. [8]), GPS trajectories [9,10,30] and check-in
logs [1]. Nonetheless, they have failed to gain adequate performance metrics.
Therefore other components (e.g. Social and Geographical influence) have been
appended to improve recommendation results.
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Social links may also influence users in visiting new POIs [2,6,7,25]. How-
ever, this parameter can’t be effective independently in certain conditions like
cold start scenarios when the users miss adequate check-in history or friends on
the network. Ye et al. [25] employs Jaccard coefficient to model similarity of two
users based on shared locations and friends. They accord higher importance to
the shared locations than friends which implies that the number of shared loca-
tions surpass social links. While considering the time factor [7] studies how the
user can actively influence the friends or be affected by them. They also model
influence propagation through social links.

Geographical Influence (GI) has been observed in several previous works
[14,22,25,26,28] and states that spatial proximity between POIs matters in rec-
ommendation. On the other hand, users tend to visit the POIs which are close
in distance to their previously visited locations. This has already been denoted
for the POIs of the users using Power law distribution and Gaussian model.
Considering the pre-assumption, GI can only be considered as an extension to
the CF module as if it fails to suggest remote POIs for users even if the predic-
tion probability might be a tiny value. We have also witnessed the GI observa-
tion (including the temporal aspect of subsequent timely ordered POIs) in our
datasets. Moreover, we have employed Normal Equation to minimize the error
function and exploit optimized parameters of the distribution function.

Temporal influence has also been studied from various aspects recently.
Yuan et al. [26] confirm that some locations are visited in particular day/night
times (e.g. library during the day or bars during the night). They prove that
such day time similarity can improve location recommendation. From another
perspective, [17,29] take periodicity into consideration, which is based on the
intuition that some locations are visited on daily, weekly or annual intervals.
[18,24] also categorize the check-ins into long-term and short-term visits. Long
term determines the steady patterns witnessed all along the check-in history,
while short term states otherwise. However, their approach is not applicable
when the users do not visit the venues continuously. Like motif in graphs, [15,29]
aim to discover repeated temporal patterns. Li et al. [11] propose a rating scheme
that grants higher scores to the newly visited locations. This is based on the fact
that human beings can’t remember everything from long time ago.

A user’s interest can be relevant to proposed POI’s specifications. While we
study associated temporal patterns between users and POIs, [12] takes the tex-
tual context into consideration. They use Latent dirichlet allocation (LDA) to
learn a user’s topics of interest and choose the POIs based on their associated
topics. Current temporal models in POI recommendation including Matrix Fac-
torization [5], Collaborative Filtering [26], Graph-based [27] and Density esti-
mation [28] perform recommendation using user, time and POI correlations.
However, we include periodic (e.g. weekly) temporal preferences of Users and
Locations to improve effectiveness.
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7 Conclusions

In this paper, a temporal POI recommendation system has been proposed for
Location-based social networks. Relying on primary insights, we observe that
certain locations are visited more during weekends while some others are aligned
toward weekdays. The similar orientation is witnessed in check-in behaviour of
LBSN users. Thus, an intelligent POI recommender should logically take such
user/POI preferences (act) into consideration. While previous models are defined
based on the correlation among users and POIs, we extend recommendation
systems in a probabilistic approach to include user and POI specific temporal
influences. Our framework recommends relevant POIs to users based on their
weekday/weekend alignments. Furthermore, we have taken subsequent POI pairs
visited by the same user into consideration and provided an optimized version
of geographical influence. Proposed model in this paper outperforms current
state-of-the-art recommendation techniques. Considering the importance of this
temporal aspect, we plan to integrate it into model based methods in future.
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Abstract. The wide spread use of location based social networks
(LBSNs) and Micro-blogging services generated large volume of users’
check-in data, which consists of user ids, textual contents, posting
timestamps, geographic information and so on. Point-of-interest (POI)
recommendation is a task to provide personalized recommendations of
interesting places to enhance the user experience in LBSNs. In this paper,
we propose 2 novel time-location-content aware POI recommendation
models which jointly integrate auxiliary temporal, textual and spatial
information to improve the performance of POI recommendation. Specif-
ically, we utilize temporal information to partition the original user-POI
check-in frequency matrix into sub-matrices so that behavior in similar
temporal scenario can be grouped. Then, we take advantage of Latent
Dirichlet Allocation (LDA) model and spatial coordinates to infer the
POIs. Comprehensive experiments conducted using real-world datasets
demonstrate the superiority of our approach.

Keywords: Recommendation · Point of interest · Location-based social
networks · Human mobility

1 Introduction

Given the phenomenal growth rate of user population and the vast amount
of mobile devices with positioning function, location-based social networking
service has become immensely popular with hoards of online web sites, such
as Facebook Places, Google latitude, Twitter and Foursquare, etc. LBSNs now
allow users share not only their physical location coordinates and time stamps
in the form of “check-in”, but also write textual opinions on the POIs they have
visited. Mining and modeling the check-in behavior using the location log data
is of great value to both users and POIs, because POI recommendation can help
people discover attractive places and may foster more potential business for the
owners of POIs.

To this end, POI recommendation has become a popular research topic in
the past few years. One of the most crucial challenges in POI recommendation
is how to cope with the extreme sparsity of user-POI check-in frequency matrix.

c© Springer International Publishing Switzerland 2016
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In addition, unlike traditional recommendations which only take the user-item
rating into account, POI recommender systems is much more complex, since the
mobile behavior in this scenario could be a mixture of many aspects. Particularly,
when there are rich text such as comments or microblogs, the POI recommen-
dation should be personalized, location-content aware and context depended. In
light of this, diverse types of information pose another big challenge which is
how to incorporate them in a unified way systematically.

Intuitively, users tend to visit restaurants within a short distance near office
for lunch at noon on weekday. But on weekends, users may pay a long visit
to bars at night for fun. We believe that mobile patterns can be easier found
in similar temporal context. In light of this, we partition the original user-POI
information into subgroups based on temporal stamp at first. Then, we employ
LDA algorithm [2] to infer users’ interests and the topic distributions of POIs.
In [4], the authors found users’ displacements (distance between 2 consecutive
check-in locations) trend can be approximated by a power-law distribution. Tak-
ing into account the textual and geographical influence, on the basis of matrix
factorization model, we can infer to what extent does a user prefer a POI.

In summary, the contributions of this paper are threefold:

(1) We study the relationship between users’ implicit feedback check-in behavior
and auxiliary information on LBSNs in terms of textual content information,
geographical coordinates and temporal influence.

(2) We propose 2 novel probabilistic matrix factorization models for POI recom-
mendation, and each of them incorporates the above three types of auxiliary
information.

(3) We evaluate the presented methods by comprehensive experiments on real
world LBSN datasets extracted from Twitter’s API. The results demonstrate
the effectiveness of our methods.

We have the usual organization: Survey, problem definition, proposed
method, experiments and conclusions.

2 Related Work

2.1 Matrix Factorization

Collaborative Filtering (CF) in recommender systems can predict personal-
ized preferences to unconsumed items [1,19]. There are two major categories
of Collaborative Filtering methods. Neighborhood-based solutions predict users’
potential interests by finding like-minded users [5,18], which compute similar
users or items using similarity functions such as Cosine Distance or Pearson
Correlation. Model-based [9,17] solutions utilize the observed ratings or tags to
model the user-item interaction. A variety of successful realizations of model-
based models are based on matrix factorization which decomposes the user-item
rating matrix. In this paper, we resort to approaches based on matrix factoriza-
tion method, so we briefly introduce it here.
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Basically, matrix factorization (MF) methods factorize a rating matrix R
into one user-specific matrix U and one item-specific matrix C [10]. Then the
original rating matrix can be approximated by multiplying the two factorized
matrices, while avoiding over-fitting using regularization terms:

arg minU ,C

m∑

i=1

n∑

j=1

Iij

(
Rij − Ui

T Cj

)2

+λ
(
‖U‖F

2 + ‖C‖F
2
)

(1)

where ‖·‖2F denotes the Frobenius norm, and Iij is the indicator function that is
equal to 1 if user i rated movie j and equal to 0 otherwise. The constant λ controls
the extent of regularization in order to alleviate the over-fitting problem. The
probabilistic matrix factorization (PMF) [16] gives a probabilistic explanation
for the regularization.

2.2 POI Recommendation

POI recommendation was firstly studied on GPS trajectory data [23]. With the
growing popularity of LBSNs, POI recommendation has drawn a lot of attention.
There is a vast literature on POI recommendation exploiting geographical influ-
ence. A mutual observation has been discovered by existing studies is that people
tend to visit nearby locations. User-based CF and item-based CF are studied in
[11,20]. Ye et al. [20] explored social and geographical factors together under an
user-based CF framework to make POI recommendation. There has been recent
interest in leveraging the social and geographical properties to improve the effec-
tiveness of POI recommendation. In [3], they proposed a matrix factorization
scheme incorporating the geographical and social information by a Gaussian
mixture model (GMM). In [6], authors discovered that preference derived from
similar users was more important for in-town users while friendship became more
important for out-of-town users.

Liu et al. [13] proposed a graph-based method which exploits temporal and
geographical information in an integrated way. Yuan et al. [21] incorporated
temporal influence in an user-based CF manner, and the final preference score
for a candidate POI are linearly combined by the scores computed based on
temporal influence and geographical influence respectively.

When it comes to the textual content information, Gao et al. [7] studied the
content information on LBSNs w.r.t. POI properties, user interests, and sen-
timent indications under an unified POI recommendation framework. Liu and
Xiong [12] studied the effect of POI-associated tags with an aggregated LDA
model. Hu and Ester [8] investigated the user-interest from Twitter and Yelp
according to topic modeling method. Yuan et al. [22] jointly model individual
user’s mobility behavior from spatial, temporal and content aspects. They cap-
tured them in a probabilistic generative model.
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3 Proposed Approach

3.1 Problem Definition

The problem of POI recommendation is to recommend POIs potentially attrac-
tive to users. For ease of exposition, let u = {u1, u2, ..., um} be the set of users
and c = {c1, c2, ..., cn}, be the set of POIs, where m and n denote the number of
users and POIs, respectively. Each user has observable properties xi (e.g., user’s
comments and check-in history). Also, each POI keeps observable properties xj

(e.g., POI’s related textual description and spatial coordinates in terms of lon-
gitude and latitude). R ∈ R

m×n is a check-in frequency matrix with each entry
Rij representing the observed check-in frequency made by ui at cj . Applying
LDA model to all the textual descriptions related to all the users and POIs can
help us obtain the topic distribution θi for each user ui or πj for POI cj .

3.2 Time Aware User-POI Subgrouping

Subgrouping the original user-item-rating matrix based on contextual informa-
tion has proven to be a promising way of improving recommender systems [15],
because the generated sub-groups contain similar ratings which have higher
correlations. Specifically, we use temporal information (i.e., day-of-week and
hour-of-day) to partition the original user-POI check-in frequency matrix into 4
subgroups. Intuitively, people’s activity may be more regular and predictable on
weekday while more various and similar on weekend. So we first partition the
original matrix according to day-of-week (i.e., weekday versus weekend). Next, a
day (24 h) can be divided into working segment (from 08:00 am to 17:59 pm) and
leisure hours (from 18:00 pm to 7:59 am of the next day). Then, the generated
2 submatrices according to day-of-week can be further derived into 4 based on
hour-of-day. At last, we get 4 user-POI check-in frequency sub-matrices, in which
we can make predictions by leveraging geographical and textual information.

3.3 Exploiting Textual Content and Spatial Information

LDA algorithm is known to have poor performance on short text documents such
as short tweets. In this paper, we aggregate all the textual comments associated
with same POI into a POI document. We also combine all the textual comments
of the POIs that each user has checked in into a user document. As a consequence,
we get a large document collection, and each document corresponds to one POI
or user. Then LDA [2] is utilized to analyze the topic distribution of every
document. Like [12], we define the matching score between user ui and POI
cj as the similarity with regards to user’s topic distribution θi and the topic
distribution of POI πj . We resort to Jensen-Shannon divergence to measure
the similarity between above 2 multinomial topic distributions. The symmetric
Jensen-Shannon divergence between them is:
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DJS(ui, cj) =
1
2
D(θi ‖ M) +

1
2
D(πj ‖ M) (2)

where M = 1
2 (θi + πj) and D(· ‖ ·) is the Kullback-Leibler distance. The

matching score is defined as:

S(ui, cj) = 1 − DJS(ui, cj) (3)

Next, we exploit the spatial information. Previous work [4] investigated the
distance-based displacements of consecutive check-in made by users. They found
the trend of check-in frequency with regard to displacement can be approximated
by a power-law distribution. To be consistent with this observed property, sup-
posing an user is at POI cj now, we model the probability that a user may visit
another POI ck in terms of distance as [13]:

pjk
d = [Dist(j, k)]−1 (4)

where pjk
d is the probability that a user will check-in at POI ck from POI cj ,

and Dist(j, k) is the distance between the 2 positions.
In practice, users may not share their position information in time, so Eq. (4)

can not be simply applied in this scenario without precise spatial coordinates.
Intuitively, if a user frequently check-in at a certain POI, this POI can be very
influencial to his daily life because he may live or work there. While user’s
personal behavior is less prone to rely on the POIs which the user rarely occur.
According to this phenomenon, we postulate that the attraction of POI cj to
user ui is the weighted average of probability calculated by Eq. (4) between
candidate POI cj and the POIs in user’s (user ui) check-in log list. The weights
are proportional to the user’s check-in frequency at each POI in his own history.
For example, suppose there are K POIs in the historical list f i of user ui. The
geographical attractiveness of POI cj to ui is calculated as:

pji
d =

∑K
k=1 fikpjk

d

∑K
k=1 fik

(5)

where fik is the probability with regard to check-in frequency of user ui at POI
ck and pjk

d is computed by using Eq. (4). The displacement is between POI ck

and cj .
We assume that the probability of checking in at a POI should reflect both

the content and geographical influence. So we fuse these 2 factors and derive the
integrated attractiveness of POI cj to user ui as:

Wij = [S(ui, cj)]
a × [pji

d]b (6)

where pji
d is calculated by Eq. (5) and S(ui, cj) is calculated by Eq. (3). a and

b are 2 decaying parameters.



Temporal-Geographical Topic Model for Point-of-Interest Recommendation 353

3.4 Temporal-Geographical Topic Model for Personalized POI
Recommendation

To jointly leverage temporal, spatial and content information, we integrate
them into a probabilistic matrix factorization model (TGTM-1). Figure 1(a)
shows the graphical model of TGTM-1. We define the conditional distribution
of observed check-in frequencies as:

p(R | U ,C,W , σ2) =
m∏

i=1

n∏

j=1

[N (Rij | f(U i,Cj ,Wij), σ2)]
Iij

(7)

where N (x | μ, σ2) is the probabilistic density function of Gaussian distribution
with mean μ and variance σ2, and Iij is the indicator function that is equal to 1 if
user ui visited POI cj and equal to 0 otherwise. We use function f(U i,Cj ,Wij)
to approximate the check-in frequency of user ui at POI cj .

Taking spatial and content influence into consideration, we define:

f(U i,Cj ,Wij) = Wij · UT
i Cj (8)

where Wij is computed by using Eq. (6). The weighted product of user-specific
and POI-specific latent feature vectors allow our model to take full advantage
of all the information and make personalized POI recommendation.

We place zero-mean spherical Gaussian priors on user and POI latent feature
vectors:

p(U | σ2
U ) =

m∏

i=1

N (Ui | 0, σ2
UI) (9)

p(C | σ2
C) =

n∏

j=1

N (Cj | 0, σ2
CI) (10)

(a) TGTM-1 (b) TGTM-2

Fig. 1. Graphical model of our 2 methods
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Next, through a simple Bayesian inference, the posterior distribution is given
by:

p(U ,C | R, σ2,W , σU
2, σC

2) ∝
p(R | U ,C, σ2,W , σU

2, σC
2)p(U | σU

2)p(C | σC
2) =

m∏

i=1

n∏

j=1

[N (Rij | f(U i,Cj ,Wij), σ2)]
Iij

m∏

i=1

N (U i | 0, σU
2I)

n∏

j=1

N (Cj | 0, σC
2I)

(11)
The log of the posterior distribution over the user and POI latent features is:

ln p(U , C | R, σ2, W , σU
2, σC

2) =

− 1

2σ2

m∑

i=1

n∑

j=1

Iij [Rij − f(U i , Cj , Wij)]
2 − 1

2σU
2

m∑

i=1

Ui
T U i − 1

2σC
2

n∑

j=1

Cj
T Cj

− 1

2
[(

m∑

i=1

n∑

j=1

Iij)ln σ2 + mdln σU
2 + ndln σC

2] + P

(12)

where P is a constant that does not depend on parameters and d is the num-
ber of latent features. Maximizing the log-posterior over latent vectors with
fixed hyper-parameters is equivalent to minimizing the following sum-of-squared-
errors objective function with quadratic regularization terms:

E =
1
2

m∑

i=1

n∑

j=1

Iij(Rij − Wij · Ui
T Cj)

2
+

λU

2

m∑

i=1

‖ U i ‖F
2 +

λC

2

n∑

j=1

‖ Cj ‖F
2

(13)
where λU = σ2/σU

2, λC = σ2/σC
2, and ‖ · ‖F

2 represents the Frobenius norm.
A local minimum can be found by applying the gradient descent algorithm to
the latent matrices U and C alternatively.

∂E

∂U i
= −

n∑

j=1

Iij(Rij − Wij · Ui
T Cj) · WijCj + λUU i (14)

∂E

∂Cj
= −

m∑

i=1

Iij(Rij − Wij · Ui
T Cj) · WijU i + λCCj (15)

For the non-negative property of check-in frequency matrix, we use projected
strategy by projecting a negative parameter value to 0 in each updating iteration.

After all the above optimal procedure, missing values in user-POI check-in
matrix can be predicted as:

Rij
∗ = Ui

T Cj (16)

To alleviate the potential negative values generated by Gaussian distribution,
we have to use a projected strategy. We draw inspiration from [14], and propose
an improved model (TGTM-2) which is more suitable for modeling nonnegative
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values, and it is shown in Fig. 1(b). In this model, we assume the observed check-
in frequency Rij in matrix R follows Poisson distribution with the mean Yij in
matrix Y . The elements Yij in matrix Y is defined in the same way as Eq. (8).
But Uik and Cjk are given the Gamma distribution as the empirical priors.

The generative process of every observed user-POI count Rij is as follows:

1. Generate Uik ∼ Gamma(αk, βk),∀k
2. Generate Cjk ∼ Gamma(αk, βk),∀k

3. Generate Yij = Wij

∑d
k=1 UikCjk

4. Generate Rij ∼ Poisson(Yij)

The gamma distributions of U and C are given as follows:

p(U | α,β) =
m∏

i=1

d∏

k=1

Uik
αk−1exp(−Uik/βk)

βk
αkΓ (αk)

(17)

p(C | α,β) =
n∏

j=1

d∏

k=1

Cjk
αk−1exp(−Cjk/βk)

βk
αkΓ (αk)

(18)

where α = {α1, · · · , αd}, β = {β1, · · · , βd}, Uik > 0, Cjk > 0, αk > 0 and
βk > 0, Γ (·) is the Gamma function.

The Poisson distribution of R given Y is given by:

p(R | Y ) =
m∏

i=1

n∏

j=1

[
Yij

Rijexp(−Yij)
Rij !

]
Iij

(19)

where Yij = Wij

∑d
k=1 UikCjk, since every Wij for each user-POI pair is fixed,

the posterior distribution of U and C given R can be modeled as:

p(U ,C | R,W ,α,β) ∝ p(R | Y )p(U | α,β)p(C | α,β) (20)

The log of the posterior distribution over the user and POI latent features is:

ln p(U ,C | R,W ,α,β) =
m∑

i=1

d∑

k=1

((αk − 1)ln(
Uik

βk
) − Uik

βk
)+

n∑

j=1

d∑

k=1

((αk − 1)ln(
Cjk

βk
) − Cjk

βk
) +

m∑

i=1

n∑

j=1

[Iij(RijlnYij − Yij)] + P

(21)

where P is a const. Taking derivatives of Eq. (21) with respect to U and C:

∂L

∂U i
=

n∑

j=1

Iij [Wij(
Rij

WijU iCj
− 1)Cj ] +

αk − 1
U i

− 1/βk (22)

∂L

∂Cj
=

m∑

i=1

Iij [Wij(
Rij

WijU iCj
− 1)U i] +

αk − 1
Cj

− 1/βk (23)

Equation (16) can be used to make predictions until the optimal procedure
get convergence.
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4 Experimental Analysis

4.1 Description of Datasets

We use part of the datasets kindly provide by [4]. Since Twitter status mes-
sages support the inclusion of geo-tags (latitude/longitude) as well as support
third-party location sharing services like Foursquare and Gowalla, the spatial
coordinates data is crawled using Twitter’s API, and the other data was from
Foursquare, the detailed data gathering method can be found in [4]. Foursquare
is a large-scale location based social network sites. It allows users to check-in at
different locations writing textual comments with time stamps and spatial infor-
mation. In practice, users’ check-in behavior may not always rely on temporal,
spatial and content influence. For example, some people may go on a business
trip and the destination may be very far away from their common active area. In
order to clean up the data and remove the outliers which rarely occur, we filter
the users who made less than 10 check-ins, and require that each POI should be
visited 10 times at least. Moreover, we also constrain that an user should visit
each POI at least 3 times. In practice, a large scale POI can have slightly differ-
ent geographical coordinates. In our experiment, POIs are truncated according
to their unique identifier. We get 3373 unique users and 9333 unique POIs after
pruning. The pruned dataset contain 31727 check-in records. The density of the
user-POI check-in matrix is 0.1008 %.

4.2 Metrics

In our experiments, we split the dataset into two parts : training (80%) and
testing datasets (20%). We use 3 metrics for evaluating the performance: Nor-
malized Mean Absolute Error (NMAE) , Normalized Root Mean Square Error
(NRMSE) [14] and Precision@K. Precision@K is a metric designed for top-K
POI recommendation. They are defined as:

NMAE =
∑N

r=1 | (Rr − R̂r)/Rr |
N

NRMSE =

√
√
√
√ 1

N

N∑

r=1

[(Rr − R̂r)/Rr]
2

Precision@K =
∑

u | R(u) ∩ T (u) |
K

where N is the total number of predictions, Rr is the real rating of an item and
R̂r is the corresponding predicted rating. R(u) is the list of top-K recommended
POIs and T (u) are the visited locations of user u. Precision@K w.r.t each user
represents what percentage of POIs among the top-K recommended locations
has actually been visited.
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4.3 Impact of Spatial Information, Content and Temporal Influence

Since predictions are made in each subgroup independently, we can know how
the models perform in each subgroup exactly. However, we do not know the
overall performance with all the data in general. In light of this, after all the
independent training and testing procedures in all the subgroups, we compute the
metrics with all the testing datasets of all the subgroups as overall performance
of the models. Take the metric NMAE as an example, symbol N is the total
number of predictions in all the subgroups not only one single subgroup. Other
symbols can be derived in the same manner. Experimental results in Sect. 4.3
are the overall performance of the 2 proposed models.

We use grid search and fivefold cross validation to find the optimal parame-
ters of Gamma distribution that achieve best overall experimental performance.
The shape parameter of Gamma distribution α = 100, and the scale parameter
β = 0.05. The bigger β is, the wider numeric range will the Gamma distribution
generate. In our experiment, we find that big β can hurt the model performance.

Parameters a and b are important because they determine to what extent
do the textual contents and spatial influence affect the accuracy of prediction.
Figures 2 and 3 show 3D-plots of predictive performance of our 2 models. The
content parameter a balances the weight of textual contents: the bigger a is,
the more we use textual content to make predictions. The spatial parameter b
balances the effect of geographical influence, and the bigger b is, the more we
take distance into consideration when making recommendation. We can see a
clear decreasing trend from Fig. 3, the reason is that a and b affect the weighted
matrix W in the exponential form. Although exponential form may generate big
values generally, the performance on metric Precision@K is still great. Taking
all metrics into consideration, our methods gain the best predictive accuracy
when a = 10, b = 0.2 for TGTM-1 whereas a = 9, b = 0.3 for TGTM-2. We also
observe that the performance is more sensitive to spatial influence, slight change
of parameter b can make the performance with regard to NMAE and NRMSE
fluctuate. This indicates that both textual contents and spatial influence con-
tribute to model performance, but the spatial information affect more. So the
geographical attractiveness of POI plays a more important role in making travel
decisions.

In our experiment, we find that although the performance with regards to
NMAE and NRMSE may be poor, the metric Precision@K is still relatively
good (see Figs. 2 and 3). This is reasonable. Intuitively, in the POI recom-
mendation scenario, because the check-in frequencies are in different order of
magnitude, we care more about rank of recommendation results other than the
accurate missing entry values. This phenomenon also demonstrates the effective-
ness that we model the entries in the weighted matrix in exponential manner.
Although this strategy may generate relatively big or small predictions, expo-
nential strategy can distinguish users’ wide range of check in frequency behavior
well. However, this can not be simply applied to traditional rating prediction
situation. Since in that situation, the numeric range of rating is fixed in 1–5,
which is far more smaller than the range of check-in frequency.
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(a) NMAE (b) NRMSE (c) Precision@3

Fig. 2. Performance of TGTM-1 by varying content a and spatial b influence (Color
figure online)

Then, we study the effect of temporal influence on our proposed model. In
our proposed model, we subgroup the original user-POI check-in matrix into
4 submatrices according to time stamps (i.e., day-of-week and hour-of-day). In
order to learn the temporal effect, we conducted the following experiment: using
same spatial and textual parameter configuration, compare our complete model
(TGTM-1 and TGTM-2) with comparisons (GTM-1 and GTM-2) regardless of
the temporal influence. That means the comparisons making predictions using
the original matrix without subgrouping strategy. In this experiment, using the
above results, we set a = 10, b = 0.2 for TGTM-1 and GTM-1. We set a = 9,
b = 0.3 for TGTM-2 and GTM-2. We can see from Fig. 4 that the temporal
influence indeed affects the model performance a lot. Compared to the models
without considering temporal influence, TGTM-2 and TGTM-1 improve the
performance nearly 10 %. The Gamma priors taking time into consideration
achieve better predictive performance. This result shows the effectiveness of time-
based user-POI subgrouping.

4.4 Comparisons

In this subsection, we present the performance comparison between our models
and some state-of-the-art POI recommendation algorithms.

BasicMF: predicts missing values according to P ≈ UT C, which only use
the user-POI check-in matrix without any other auxiliary information (e.g.,
geographical, temporal information and textual contents). This one is used as
baseline.

(a) NMAE (b) NRMSE (c) Precesion@3

Fig. 3. Performance of TGTM-2 by varying content a and spatial b influence
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Fig. 4. Effect of temporal influence on our model

GeoCF: [20] takes into account of the spatial influence by assuming a power-law
distribution and jointly integrates a user-based collaborative filtering algorithm.
The recommendation is a linear combination of the spatial information and user
preference.

UPT: [13] takes temporal and geographical influence into consideration, and
integrates the auxiliary information into a matrix factorization model. In this
approach, time stamps are also used for the purpose of subgrouping.

TLA: [12] incorporates item contents and spatial information into a matrix fac-
torization model, thus it makes predictions based on item contents, spatial influ-
ence and check-in frequencies. In this model, spatial information is considered
by using a regional level popularity factor rather than geographical coordinates.

TGTM-1 TGTM-2: [Sect. 3.4] use time stamps to do user-POI sub-grouping.
In the subgroups, they makes predictions involving check-in frequencies, textual
contents and spatial information into a probabilistic matrix factorization model.
The user and POI latent feature matrices of TGTM-1 are assumed conforming
to Gaussian priors, while the matrices of TGTM-2 are assumed conforming to
Gamma priors.

In this experiment, we set a = 10, b = 0.2 for TGTM-1 and a = 9, b = 0.3 for
TGTM-2. From Table 1 and Fig. 5, we can see that TGTM-2 which is applied
Gamma prior indeed outperforms TGTM-1 with Gaussian prior. Table 1 also
show that UPT, TGTM-1 and TGTM-2 perform different in each subgroup.
The reason is that topic interests and geographical distance affect human mobile
behavior slightly different when the time scenario change, especially that peo-
ple tend to visit POIs which match their interests better on weekend in the
expense of long distance. Because Basic MF, GeoCF and TLA do not take time
information into consideration, we use their overall performance to represent
the performance in each subgroup. We can also see that the performance with
regard to metric Precision@K is relatively high, the reason is that our data
preprocessing procedure filter out the data with little relevance and all the users
in testing part do not have too many check-ins. We leave large-scale comparative
experiments as our future work. Although all the comparisons perform accept-
able, our TGTM-2 model still improve the performance of baseline more than
30% when K = 1.
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Table 1. Performance comparison (Dimensionality = 10, K=3)

Subgroups Metrics BasicMF GeoCF UPT TLA TGTM-1 TGTM-2

Weekday work time NMAE 1.2715 0.9289 1.2834 1.2649 0.9709 0.8542

NRMSE 3.1386 1.7517 2.6651 3.0738 1.1714 0.9107

Precision@3 30.09% 35.24% 45.53% 40.16% 47.69% 48.75%

Weekday leisure time NMAE 1.2715 0.9289 1.2946 1.2649 0.9869 0.8714

NRMSE 3.1386 1.7517 2.6874 3.0738 1.1869 0.9139

Precision@3 30.09% 35.24% 44.53% 40.16% 47.67% 48.72%

Weekend work time NMAE 1.2715 0.9289 1.2982 1.2649 0.9846 0.87

NRMSE 3.1386 1.7517 2.673 3.0738 1.1929 0.9288

Precision@3 30.09% 35.24% 42.6% 40.16% 46.18% 47.71%

Weekend leisure time NMAE 1.2715 0.9289 1.3006 1.2649 0.9804 0.8646

NRMSE 3.1386 1.7517 2.6885 3.0738 1.1896 0.9189

Precision@3 30.09% 35.24% 43.88% 40.16% 45.67% 46.70%

BasicMF achieves the lowest accuracy and precision, because this general
model does not take any auxiliary information into consideration. For the GeoCF
model, because there is no social relationship information in our experimental
data, we only take the user-based collaborative filtering factor and spatial influ-
ence factor into account. We found GeoCF obtain best performance when spatial
influence counts 70%, whereas user-based collaborative filtering factor counts
30%. This means that spatial information plays a dominating role in the POI
recommendation scenario. GeoCF performs better than BasicMF model, but it
is still less accurate than our methods. The reason is that although GeoCF
considers more relevant data using collaborative filtering approach and take
geographical influence into account, some potential important factors for POI
recommendation are still lost. For example, textual content information explic-
itly shows whether target POI match user’s interests. Moreover, temporal infor-
mation intuitively explains why the user’s active range is bigger on weekend.
UPT utilizes temporal information to classify original data into 4 subgroups,
and integrates spatial influence into matrix factorization model. The experimen-
tal results demonstrate the benefits of combining the temporal and geographical
influence jointly. TLA takes advantage of textual and spatial information to
make POI recommendation. UPT outperforms TLA and GeoCF, which means
that the temporal information contributes more to the user’s behavior than
explicit textual information and inexplicit user preferences inferred using user
collaborative filtering method. The probable reason is that, most people work
regularly on weekday, and weekday counts more time than weekend. So the topic
interest show relatively poor influence.

Table 1 and Fig. 5 also show that our proposed 2 models consistently out-
perform the comparisons, demonstrating that jointly taking full advantage of
textual content, temporal and geographical information indeed improves the
performance of POI recommendation. Although some comparisons perform well
on NMAE and NRMSE, they still can not perform better than our 2 mod-
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Fig. 5. Precision@K performance with different size of recommendation list

els on Precision@K. Because they can not handle the big range of check in
frequency values suitably, which demonstrates that modeling the geographical
influence and content information in exponential form makes our models more
flexible for the big range of user-POI check-in frequencies.

5 Conclusions

In this paper, we have presented two probabilistic matrix factorization algo-
rithms to make POI recommendation. There are several advantages of the pro-
posed recommendation methods. First, time stamps are used to subgroup orig-
inal data for the purpose of deeply understanding users’ behavior patterns in
different temporal scenarios. Second, the models capture the spatial influence
which has been proven to be very important on user’s mobile behavior. Third,
deeply exploiting textual information meets the criteria of a truly personalized
recommender system which is recommending POIs that match users’ interests.
Last but not least, the proposed approaches model the textual and geograph-
ical influence in exponential form, which is suitable for the big range of users’
implicit check-in feedback data. Finally, extensive experiments on real data col-
lected through Twitter’s API validated the practical utility of our proposed
methods.

Our future work includes meeting the online real time needs and conducting
large scale comparative experiments to further evaluate the performance.
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Abstract. The pervasive employments of Location-based Social
Network call for precise and personalized Point-of-Interest (POI) rec-
ommendation to predict which places the users prefer. Modeling user
mobility, as an important component of understanding user preference,
plays an essential role in POI recommendation. However, existing meth-
ods mainly model user mobility through analyzing the check-in data and
formulating a distribution without considering why a user checks in at a
specific place from psychological perspective. In this paper, we propose
a POI recommendation algorithm modeling user mobility by considering
check-in data and geographical information. Specifically, with check-in
data, we propose a novel probabilistic latent factor model to formu-
late user psychological behavior from the perspective of utility theory,
which could help reveal the inner information underlying the compara-
tive choice behaviors of users. Geographical behavior of all the historical
check-ins captured by a power law distribution is then combined with
probabilistic latent factor model to form the POI recommendation algo-
rithm. Extensive evaluation experiments conducted on two real-world
datasets confirm the superiority of our approach over state-of-the-art
methods.

Keywords: Location-based social network · Point-of-Interest recom-
mendation · User psychological behavior · Geographical behavior · User
mobility

1 Introduction

With the prevalence of GPS-enabled portable devices, Location-based Social
Networks (LBSNs) have been sweeping the global world during recent years, such
as Gowalla, Yelp, Facebook Places, etc. Point-of-Interests (POIs) are places that
c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-32025-0 23
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a user may find useful information or tend to visit, e.g. restaurants or shopping
malls. As an important component of LBSNs, POI has facilitated an application
- POI recommendation. This interesting and useful application can not only
benefit merchants by increasing their revenue through virtual marketing but
also benefit customers by helping them filter out uninteresting places and reduce
their decision making time thus providing satisfactory user experiences [8].

In LBSN, users could check in at a place by sharing their experiences and
reviews with friends and online users. Through analyzing the check-in data,
researchers can acquire a user’s mobility by mining the historical check-in behav-
ior patterns thus giving predictions to her future potential visiting places. Gen-
erally, a specific distribution is adopted to formulate a user’s mobility, such
as multiple Gaussian distribution [1] and power-law distribution [17]. However,
such methods have an inherent flaw that they only model the user mobility from
the data perspective while without considering the intrinsic reason why a user
checks in at a specific place. We argue that user mobility is influenced by user
psychological and geographical behaviors. The user psychological behavior can
be described on two aspects. The one is when we are confronted with a series of
choices, we always compare the utility of these candidates, and are more willing
to choose a high utility place to visit [13]. The other is that individual differences
influence the user check-in behaviors. Detailedly, a user checked in at a place for
ten times and another user only visited the same place thrice. It could not indi-
cate the former prefers the place than the latter, as the former may be a person
who likes staying out or traveling and the latter may be a stay-at-home type.
Besides, geographical influence matters. We may prefer a nearby place rather
than a far one. Although, the distant one is a more popular and higher utility
place for us.

Based on the aforementioned summarizes, we give the following assumptions:

– Comparability: the user check-in behavior is a comparative process, where
a certain historical check-in place of a user is chosen after he compares the
utility of all alternatives rather than a random decision.

– Dissimilarity: the frequency data or the ratings could not give actual expres-
sion of user preference. For example, a user visited a place three times while
the average visiting time is 3.5, which indicates the preference to such POI is
below the average. However, supposing the same POI visited by another user
three times, the average is 2.5. It shows the user prefers the POI more than
others. Taking a relative view to address this problem, we adopt partial order
relationship deduced from frequency data rather than the frequency value of
users’ check-in history to learn the user preference.

– Localization: localization is embodied into two aspects. When users arrive at
a mart or city, it is believed that they just take the places in the mart or
city into account and make a decision. Hence, the candidates are localization,
and it motivates us take nearest K place as our inputs. More importantly, the
probability of visiting a POI is inversely proportional to the distance. From
an overall perspective, users prefer a nearby place than a distant one and the
check-in records are localization.
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In this paper, POI recommendations are made based on the aforementioned
assumptions. As demonstrated in Fig. 1, we delve into the mechanism behind
the user check-in patterns and propose a probabilistic latent factor model to
formulate the user psychological behavior by employing the utility theory of
economics which won the Nobel Prize in 2000 [13]. The utility theory conveys
that a consumer is more willing to choose those goods that have high utilities
to him or her. A power-law distribution is adopted to capture all historical
check-in geographical information, also called geographical behavior. To this
end, we propose a novel POI recommendation algorithm by combining the user
psychological and geographical behaviors to model the user mobility.

In summary, we have made several contributions in this paper:

– We propose a probabilistic latent factor model to mine users psychological
behavior from a novel psychological perspective. User mobility is modeling by
user psychological and geographical behaviors.

– We devise a stochastic gradient descent algorithm to learn the latent factors
of both users and POIs.

– We conduct extensive experiments on two real-world datasets to evaluate our
approach. The results demonstrate that our approach outperforms the state-
of-the-art methods.

Nearest K 

Nearest K

Nearest K

Geographical behavior

V1,V2?

V1 V2

User 
mobility

Psychological behavior

Utility 
theory

Power-
law

….

Fig. 1. The framework of the proposed algorithm.

The rest of the paper is organized as follows. We review the recent studies
in Sect. 2. The problem formulation and the proposed approach are discussed in
Sect. 3. Experiments are presented in Sect. 4. We conclude our work in Sect. 5.

2 Related Works

Traditional recommender systems mainly focus on exploiting explicit user-item
rating matrix (usually are not available in LBSNs) via employing memory-based
[9] or model-based collaborative filtering (CF) [6,7,11]. The premise behind
memory-based CF is to recommend items by like-minded users of a target user
and the intuition of model-based CF is to learn the latent factors e.g. by matrix
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factorization (MF) technology to make recommendations. Moreover, in [3,5],
the authors fuse their model with contextual information like social or trust
network to improve the prediction accuracy. Although explicit ratings for POIs
are not available in LBSNs, traditional CF method can be applied into this filed
by treating POIs as common items [16] via exploring user preference from user
check-in frequency data which implicitly reflect user preference. Besides, a wide
range of properties of LBSN have been extensively explored, such as geographi-
cal information [1,10,12,17,18], social connections [10,17], temporal information
[4,8,12] and user preference order [8].

As an effective and popular approach to uncover users’ preference, model-
ing user mobility plays an essential role in POI recommendation. Cheng et al.
[1] assume that users tend to check in around several centers and model the
distance between two locations by the same user as a Multi-center Gaussian
Model (MGM) to capture the geographical influence, which is then further into
MF for POI recommendation. Ye et al. [17] model user mobility by employing
a power-law distribution (PD), and propose a collaborative POI recommenda-
tion algorithm based on geographical influence via naive Bayesian. Zhang et al.
[18] consider that geographical influence on user mobility should be personal-
ized when LBSNs recommend POIs to users rather than a common distribution
for all users, and they model the geographical influence via using kernel den-
sity estimation (KDE). Noulas et al. [12] explore the predictive power offered
by user mobility features, global mobility features and temporal features, which
are finally combined in two supervised learning models. However, these works
model user mobility through analyzing the check-in data and formulating the
distribution without considering why a user checks in at a specific place from
psychological perspective. Intuitively, a certain historical check-in place of a user
is chosen under her rational choice to be granted a relatively high utility among
all the nearby places.

In this paper, user mobility is captured via geographical and user psychologi-
cal behaviors. Moreover, user psychological behavior is formulated by probabilis-
tic latent factor model derived from utility theory. In [8,15], the utility theory
of economics is adopted to explore the competitive process of user behaviors to
make recommendation. However, Li et al. [8] adopt user-POI rating matrix to
model choice behavior by adopting time window across recent visits to depict
user short-term memory, and Yang et al. [15] take missing values in rating matrix
as implicit feedbacks. Our approach simultaneously considers check-in frequency
data and geographical information, selecting nearest K places (both visited and
non-visited places) centered at each of users historical check-ins as our inputs.
To the best of our knowledge, this work is the first investigation of modeling
user mobility from psychological perspective in POI recommendation field.

3 The Proposed Approach

In this section, we discuss the problem formulation and propose a method
for POI recommendation by modeling the user mobility considering user
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psychological and geographical behaviors. Firstly, we discuss the problem for-
mulation. Then, we mine user psychological behavior using utility theory and
propose a probabilistic latent factor model. A stochastic descent algorithm is
devised to optimize our proposed model and then we incorporate this model
with geographical behavior to formulate user mobility.

To be specific, all the users’ check-in places are firstly clustered into several
regions according to the clustering phenomenon of Tolbers first law of geography
[2]. After that, subsets of each user’s historical check-ins are chosen randomly
favoring a wide coverage over all the clusters. We then randomly select the
nearest K places (both visited and non-visited places) of each member in the
subsets to form several collections which are the inputs of our model. Utility
theory is employed to generate the matching degree of the probabilistic latent
factors, by leveraging utility of a specific POI to the target user. Through the
stochastic gradient descent, we could learn the latent factors of both users and
POIs, which depicts the user psychological behavior. Geographical behavior of
the historical check-ins of a user is captured by a power-law distribution. Finally,
the information of both worlds, i.e. the psychological and geographical behaviors,
is then combined thus leading to a final preference score for the future visits. By
ranking those scores of a user’s un-visited places, we could make recommendation
from the top of the list.

3.1 Problem Formulation

Suppose that we have M users and N POIs, and let U = {u1, u2, ..., um} and
V = {v1, v2, ..., vn} be a set of users and POIs respectively. Each POI has a
location described by longitude and latitude. fu,v denotes the frequency that a
user u visited a POI v. All the frequency data form a user-POI check-in frequency
matrix F ∈ R

m×n, where 0 denotes non-visited places.
As aforementioned, the nearest K places of a POI vj (in a diversified subset

chosen from multiple clusters) visited by a user ui are chosen to form a col-
lection, termed as a latent POI collection. CL

ij denotes a latent POI collection,
which means nearest K places of POI vj visited by user ui. In the latent POI col-
lection, the key insight is why the user checked in at a specific place many times,
while only visited other places only once or even not visited. As aforementioned,
this situation is due to the user psychological behavior and higher frequency
indicates more satisfaction of a user to the specific POI. Hence, all POIs in a
latent POI collection can be ranged in a partial order relationship w.r.t. their
frequencies. It is believed that the partial order relationship implicitly reflects
the user psychological behavior.

Definition (POI Partial Order). A partial order in CL
ij is shown below:

�L
ij= {v̂1 � v̂2 � ...|fiv̂k

≥ fiv̂k+1 , v̂k ∈ �L
ij} (1)

where fiv̂k
represents the frequency the user ui visited POI v̂k. Figure 2 is a

demonstration of POI latent collection and POI partial order collection.
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Fig. 2. A demonstration of latent POI collection and POI partial order collection.

3.2 Modeling User Psychological Behavior

Generally speaking, it is difficult to quantify the value of a POI, instead, the
preference or the psychological behavior of users to the POI can be extracted
from the check-in data more readily. Luckily, utility theory defines a kind of
measurement of the users’ preference over a set of alternatives and could help
reveal the inner information underlying the comparative choice behavior of each
user [13]. Hence, we use utility theory to model the user psychological behavior
in our approach. In this paper, the check-in frequency data are depicted as the
utility.

In order to exploit utility theory to model user psychological behavior, we
define the utility function U(u, v) : v → R to depict the utility of POI v given by
user u in a collection CL. Naturally, high utility means more preference of a user
to a POI and thus a higher frequency should be granted to the POI. As afore-
mentioned, user psychological behavior implicitly reflected by the relationship
between POIs in Eq. (1) becomes meaningful and can be formalized with the-
ory utility. With the partial order in latent collection CL

ij , the following Eq. (2)
reveals user psychological behavior:

vj � vj′IIF U(ui, vj) ≥ U(ui, vj′) (2)

which means vj � vj′ if the utility of vj for ui is larger than that of vj′ .
According to [13], utility usually is decomposed into two parts based on

random utility model. Following that is the definition:

U(ui, vj) = V(ui, vj) + εij (3)

where the first part is the observed utility and the second part is some uncon-
trollable factors such as emotion, weather or even some occasional events. In
our paper, V(ui, vj) is depicted as the frequency counted in check-in data, i.e.,
V(ui, vj) = fij . In our approach, we use fij = UiV

T
j to parameterize the observed

utility [6], where Ui ∈ R
k, Vj ∈ R

k are low-rank determinable latent factors for
user ui and item vj respectively and k is the dimension of the latent factor.

The probability of user psychological behavior over alternatives can be
defined using the utility of choice [14]:

Pr(vj � vj′) = Pr(U(ui, vj) ≥ U(ui, vj′)) (4)
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Further, Substitute U with Eq. (3) and we get the following Eq. (5):

Pr(vj � vj′) =Pr(V(ui, vj) + εij ≥ V(ui, vj′) + εij′)
=Pr(εij′ ≤ εij + V(ui, vj) − V(ui, vj′))
=CDF (εij + V(ui, vj) − V(ui, vj′))

(5)

where CDF is cumulative density function, and the error term is assumed to
satisfy εij′ ∼ i.i.d extreme value, that is the double exponential format as
exp(−e−ε). The probability for a user psychological behavior over POIs in a
latent POI collection is deduced as follows:

Pr(vj � vj′) =
eV(ui,vj)

∑|CL|
j′ eV(ui,vj′ )

(6)

3.3 Probabilistic Latent Factor Model and Learning Algorithm

We formulate user psychological behavior for a certain historical check-in place
to be granted a relatively utility among all the nearby places and propose a prob-
abilistic latent factor model based on the utility theory. Each POI visited by a
user implies a latent collection, so we can easily formulate all users’ psychological
behaviors and get the probability of whole observation as follows:

Pr(�L) =
∏

u∈U

∏

vj∈V(u)

Pr(vj � vj′) =
∏

u∈U

∏

vj∈V(u)

eV(ui,vj)

∑|CL|
j′ eV(ui,vj′ )

(7)

As demonstrated above, we use fij = UiV
T
j to measure the observed utility,

thus assuming a spherical multivariate Gaussian prior on both U and V , that is

Pr(Ω|Θ) = N(Ω|0, σ2I) (8)

where Ω = {U, V }, and Θ denotes some hyper-parameters. Ωl is a component
of Ω.

By applying Bayesian theorem, the probabilistic latent factor model can be
defined based on the Eqs. (7) and (8).

Pr(U, V | �) ∝ Pr(�L |U, V )Pr(U |Θ)Pr(V |Θ) (9)

Given a latent POI collection, to estimate the latent factors, the model can be
learned by maximum the posterior (Eq. (9)). For ease of mathematical treatment,
we optimize the model using the following equivalent objective function.

Ω = arg min
Ω

−[log Pr(�L |Ω) + log Pr(Ω|Θ)] (10)

where log Pr(Ω|Θ)can be deemed as regularizer R(Ω) to alleviate overfitting
problem. Here, R(Ω) corresponds to L2 norm regularization.

To learn U and V of the probabilistic latent factor model, a stochastic gradi-
ent descent (SGD) algorithm is devised. We can carry out the gradient of above
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object function into two parts respectively, and the first part can be deduced
using Eq. (7).

−
∏

u∈U

∏

vj∈V(u)

∂log(vj � vj′)
∂Ωl

=
∏

u∈U

∏

vj∈V(u)

∂[log(
∑|CL|

j′ eV(ui,vj′ )) − V(ui, vj)]
∂Ωl

(11)
The second part can be viewed as:

∂logPr(Ω|Θ)
∂Ωl

=
∂R(Ω)
∂Ωl

= βΩl (12)

where β is regularization parameter.
Using fij = UiV

T
j to qualify the observed utility, the derivation of U and V

can be computed as:

∇Ui =

∑|CL|
j′ (eUiV

T
j′ · Vj′)

∑|CL|
j′ e

UiV T
j′

− Vj + βUi (13)

∇Vj =
(eUiV

T
j · Ui)

∑|CL|
j′ e

UiV T
j′

− Ui + βVj (14)

Given a point, the model parameters are updated by Ωl ← Ωl − α∇Ωl and α is
learning rate. Note that we only draw a batch of �L to embed into our learning
algorithm.

Now, we have U and V at hand after the optimization is completed above.
Hence, the observe utility of a POI vj given by a target user ui can be estimated.
Recall the definition of utility, it is a mathematical representation of user psy-
chological behavior, and the predicted utility of a POI vj given by user ui can
be denoted:

Pr[U(ij)] = Pr(V(ij) + εij) = V(ij) + Pr(εij) = UiV
T
j + C (15)

where C is a constant.

3.4 Proposed Algorithm

We propose a POI recommendation algorithm by modeling user mobility via user
psychological and geographical behaviors. As aforementioned, user psychologi-
cal behavior is captured by utility theory. The geographical behavior measures
the probability of whether a user visits a POI under the historical check-in geo-
graphical information. In our approach, a power-law distribution is adopted to
formulate the geographical behavior [17]. We then formulate the user mobility
by fusing the utility with the geographical behavior:

yij ∝ Pr[U(ij)] · Pr(vj |Vi) (16)



372 Y. Chen et al.

Fig. 3. The graphical representation of the proposed model.

where the Pr(vj |Vi) is the likelihood probability for the user ui to check at the
POI vj . Pr(vj |Vi) is defined as:

Pr(vj |Vi) =
∏

vy∈Vi

Pr[d(vj , vy)] (17)

where d(vj , vy) denotes the distance between POI vj to vy and Vi is the historical
check-in places of user ui and Pr[d(vj , vy)] = a × d(vj , vy)b.

The graphical model is demonstrated in Fig. 3. The dark circle is the obser-
vation variable which denotes the partial order of all POI collections. σU and σV

denote hyper-parameters which are placed on U and V . M and N is the size of
users and POIs respectively. The blank circle of vector Ui and Vj are unknown
parameters that are learnt by probabilistic latent factor model. After obtaining
Ui and Vj , we can estimate the utility of POI vj given by user ui. With the
utility of Uij and geographical influence d, the preference of user ui to POI vj

can be obtained, which is depicted as yij .
As aforementioned, the proposed algorithm can be shown in Algorithm1.

Algorithm 1. MUG: Modeling User Mobility via User Psychological and
Geographical Behaviors towards Point of-Interest Recommendation
Input: �L, d(vj , vy), K, β,C
Output: yui

compute a, b; //power-law
compute Pr(vj |Vi);
for step = 1 to Max Step do

random choose ui from user set U;
random choose vj from the user check-in set Vi;
select latent POI collections of vj ; // nearest K
vj = max(�L

ij);
Ui = Ui − β∇Ui;
Vj = Vj − β∇Vj ;

return U , V ;

compute yij = (UiV
T
j + C) · Pr(vj |Vi)
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4 Experiments

In this section, we compare our model with several state-of-the-art recommen-
dation methods in terms of Information Retrieval (IR) metrics by conducting
extensive experiments on two real datasets. We analyze the accuracy of predic-
tion in our POI recommendations. To be specific, we mainly address the following
questions: (1) How can we compare our proposed method with existing methods?
(2) How the size of latent POI collections influences the results of the proposed
method? (3) What are the performances on the cold start problem?

Table 1. Statistics of the two extracted datasets

Datasets Statistics User POI

Gowalla Max. Num of check-ins 206 308

Avg. Num of check-ins 17.03 20.19

Brightkite Max. Num of check-ins 140 839

Avg. Num of check-ins 7.963 16.41

4.1 Datasets and Metrics

The proposed approach is evaluated on Gowalla1 and Brightkite2 datasets.
Gowalla and Brightkite are location-based social networking service providers
where users share their locations, activities and travel lines etc. by checking-in.
We randomly extract 3000 users and 2530 POIs with 50724 check-in frequency
records from the Gowalla dataset and the density of the extracted dataset is
6.68 × 10−3. We randomly extract 5000 users and 2425 POIs with 39815 check-
in frequency records from the Brightkite dataset and the density of the extracted
dataset is 3.28×10−3. The statistics of the two datasets are described in Table 1.

POI recommendation aims to recommend personalized top-N POIs for users,
which are obtained after sorting all candidate places in ascending order according
to the predicted preference. We use the following three metrics to measure the
performance of all models, which are widely adopted in Information Retrieval
and Document Classification.
Precision@N and Recall@N: the precision and recall of personalized top-N
recommend places for a target user is defined as below:

Precision@N =
|rec@N

⋂
rel|

N
(18)

Recall@N =
|rec@N

⋂
rel|

|rel| (19)

where rec@N denotes the top-N recommended POIs and rel is the true visited
POIs in the test data.
1 http://snap.stanford.edu/data/loc-gowalla.html.
2 http://snap.stanford.edu/data/loc-brightkite.html.

http://snap.stanford.edu/data/loc-gowalla.html
http://snap.stanford.edu/data/loc-brightkite.html
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MAP: Mean Average Precision (MAP), which for a test collection is the arith-
metic mean of average precision values for individual user. The definition is:

MAP =
1
N

M∑

u=1

(
1

rel

|rel|∑

l=1

Precisionu@l) (20)

where Precisionu@l denotes the precision for user u when l relevant POIs are
retrieved and M is the total number of users.

4.2 Baseline and Comparison

We compare our model with the following four existing methods:

• MF: It is adopted in [6], which captures the user preference by factorizing
the user-rating matrix to get latent factors.

• PMF: It is proposed in [11] and also places a spherical multivariate Gaussian
prior multivariate Gaussian prior on both Uand V .

• NMF: This method is aimed to find the non-negative matrix factors U and
V [7].

• MGM: This algorithm models user check-in behavior via employing Multi-
center Gaussian distribution in [1].

• MUG: This is our modeling user mobility via user psychological and geo-
graphical behaviors algorithm.

We randomly divide the two extracted datasets into training (80 %) and
testing (20 %) data. The latent dimension is set as 10 for MF, PMF, NMF and our
proposed algorithm, following [10]. α and β are tuned using 5 fold cross-validation
grid search for all algorithms to obtain the best results. K is set as 20 and 15 for
Gowalla dataset and Brightkite dataset respectively in our proposed approach.
The comparative experiments repeated by three times, Tables 2, 3 and 4 report
the average results of the top 5, top 10 and top 15 POIs on the ranking list,
respectively. We can observe that our method outperforms all baseline methods
on three metrics. PMF and MGM perform much better than MF and PMF.
Moreover,the results are coincident with [10]. Note that the values of precision
in Table 2 are low, because the accuracy of POI recommendation is not high on
account of sparse datasets. The results are shown detailedly that:

• Compared to the best factor model NMF which does not consider geographical
behavior: for instance on top 10, for Gowalla extracted dataset, our method
improves the results by 33.20% w.r.t. precision, 48.59% w.r.t. recall and
28.74% w.r.t. MAP. As to Brightkite extracted dataset, our method improves
the results by 13.12% w.r.t. precision, 16.84% w.r.t. recall and 16.47%
w.r.t. MAP. It indicates that geographical behavior plays an important role
in POI recommendation.

• Compared to the MGM which does not model user mobility from psychological
perspective: on top 10, for Gowalla extracted dataset, our method improves
the results by 82.09% on precision, and improves the results by 62.47% and



Modeling User Mobility via User Psychological and Geographical Behaviors 375

60.55% on recall and MAP respectively. For Brightkite extracted dataset,
our method improves the results by 181.29% w.r.t. precision, 40.98% w.r.t.
recall and 93.82% w.r.t. MAP. MGM considers users tend to check-in around
several centers and the historical check-ins follow a Gaussian distribution in
every center. However, as the sparse datasets we adopted, the historical check-
ins may not act up to a multi-center Gaussian distribution. Moreover, MGM
is not considering latent factors of user psychological behavior. As a result,
our method performs much better than MGM model.

• The results of Gowalla extracted dataset outperform Brightkite extracted
dataset because Brightkite extracted dataset is sparser than Gowalla extracted
dataset. There is no exception, our proposed algorithm suffers the data spar-
sity problem, which is one of the most challenging problems in POI recom-
mendations.

Obviously, the proposed approach outperforms the four comparative meth-
ods. We attribute the results to the effectiveness of user mobility formulated by
user psychological and geographical behaviors in POI recommendation. Besides,
the estimated metrics we adopt emphasize the ranking problem which is coin-
cided well with the learning process of our proposed probabilistic latent model.
The partial order learning mechanism adopted in our approach works well with
the chosen metrics as well, thus making our algorithm superior to state-of-the-art
methods.

Table 2. The results of metric precision

Datasets Pre MF PMF NMF MGM MUG

Gowalla @5 0.01659 0.01055 0.04892 0.02641 0.05289

@10 0.01627 0.00887 0.03467 0.02536 0.04618

@15 0.01088 0.00844 0.03281 0.02283 0.03903

Brightkite @5 0.00740 0.00715 0.03580 0.01138 0.04709

@10 0.00742 0.00459 0.03178 0.01278 0.03595

@15 0.00820 0.00348 0.02362 0.01218 0.03028

4.3 The Cold Start Problem

The cold start problem is a potential problem in POI recommendation. It may
cause the inaccuracy of prediction, as it does not gather abundant information
of users or POIs, e.g. new users. To compare our method with comparative
algorithms on user cold start problem, we first divide the two datasets into
training (10 %) and testing (90 %) data and then measure the performances of
all models in terms of recall and MAP on top 5, top 10 and top 15. The results are
shown in Fig. 4. It is obvious that the performances are different from the results
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Table 3. The results of metric Recall

Datasets Rec MF PMF NMF MGM MUG

Gowalla @5 0.02863 0.01107 0.12630 0.08190 0.14775

@10 0.03815 0.01637 0.16384 0.14984 0.24346

@15 0.03904 0.02893 0.21476 0.19796 0.25066

Brightkite @5 0.07724 0.02350 0.08910 0.04752 0.10289

@10 0.07815 0.02122 0.12511 0.10369 0.14619

@15 0.07962 0.02922 0.16398 0.13883 0.19025

Table 4. The results of metric MAP

Datasets MAP MF PMF NMF MGM MUG

Gowalla @5 0.02144 0.01041 0.07811 0.06477 0.11536

@10 0.02239 0.01252 0.10387 0.08329 0.13373

@15 0.01857 0.01407 0.10893 0.09210 0.11119

Brightkite @5 0.03913 0.02002 0.06572 0.03751 0.10690

@10 0.03783 0.02122 0.08765 0.05267 0.10209

@15 0.03968 0.02922 0.07998 0.05554 0.11597

(a) Recall on cold start problem (b) MAP on cold start problem

(c) Recall on cold start problem (d) MAP on cold start problem

Fig. 4. Recall and MAP metrics on user cold start problem of both two datasets.
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Fig. 5. The size of latent POI collections analysis.

of datasets divided into 80 % and 20 %. In most cases, our algorithm is superior
to baseline algorithms. Moreover, MGM performs better than MF, PMF and
NMF, and the results coincide with [1]. From the Fig. 4(a) and (b), on Gowalla
datasets, when the check-in records are small and even many users do not have
records, we observe that our MUG algorithm outperforms all baseline methods
of user cold start problem on both two metrics. As to Brightkite dataset, from
the Fig. 4(c) and (d), our MUG algorithm is nearly neck and neck with MGM
algorithm on top 5. Luckily, on top 10 and top 15 POIs on the ranking list,
MUG algorithm performs better than baseline algorithms. The reason for the
good results may lie in user mobility formulated from a psychological perspective.
As a whole, our MUG algorithm can improve the accuracy of recommendation
on user cold start problem at a certain extent.

4.4 The Size of Latent POI Collection Analysis

Here, we analyze the influence of the size of latent POI collections. We analyze
the accuracy of top 10 case on both two datasets. α and β are set as 0.08 and
0.01 for Gowalla and Brightkite datasets. From the Fig. 5(a), (b) and (c), we can
observe several peaks on the line chart which show that our method is sensitive
to the size of latent POI collections. For Gowalla dataset, it suggests that when
K ∈ [10, 35], our algorithm performs quite well. As to Brightkite dataset, it
shows the superiority of K ∈ [15, 40] over other numerical value intervals. The
results reveal these K may be fit well to the size of our datasets we adopted.

4.5 Impact α and β

In our algorithm, the learning rate α controls how quickly the objective function
descent and the regularization parameter β determines how much the regular-
ization terms should be integrated. From the Fig. 6(a), the results demonstrate
that precision negatively correlates with α and achieves the peak when α = 10−5

on Gowalla and Brightkite extracted datasets. From the Fig. 6(d), as to β, the
results of precision firstly increase with smaller and smaller β, and they decay
when β surpasses a certain value, i.e. 10−4 on our both two datasets. From
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Fig. 6(b), (c), (e) and (f), the results of recall and MAP have the same tendency
with the results of precision in terms of α and β on the two datasets we used.
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Fig. 6. Impact of parameter α and β on three metrics.

5 Conclusion and Future Work

In this paper, user psychological and geographical behaviors are combined to
model user mobility for POI recommendation. The Proposed probabilistic latent
factor model by adopting utility theory is used to formulate user psychological
behavior and geographical behavior is captured by adopting a power-law distri-
bution. Besides, a stochastic gradient descent algorithm is devised to learn the
probabilistic latent factor model. Our approach is compared with some state-
of-the-art POI recommendation algorithms on two real-world datasets and the
results demonstrate that our approach achieves better recommendation perfor-
mance.

For now, we only exploit information from check-in frequency data and geo-
graphical information. And data sparsity problem, which is one of the most
challenging problems in real-world recommendation scenarios, also inevitably
influences the performance of our method. Hence in our future work, there are
two directions worthy to study: (1) How to handle with the data sparsity problem
such as extremely sparse frequency data? (2) How to fuse leaving information
like social networks, temporal information into our model? For future work, it
is interesting to incorporate other information, e.g., temporal information, into
our model to capture the user interest drift.
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Abstract. Item recommendation helps people to discover their
potentially interested items among large numbers of items. One most
common application is to recommend items on implicit feedback datasets
(e.g., listening history, watching history or visiting history). In this paper,
we assume that the implicit feedback matrix has local property, where the
original matrix is not globally low-rank but some sub-matrices are low-
rank. In this paper, we propose Local Weighted Matrix Factorization for
implicit feedback (LWMF ) by employing the kernel function to intensify
local property and the weight function to model user preferences. The
problem of sparsity can also be relieved by sub-matrix factorization in
LWMF, since the density of sub-matrices is much higher than the original
matrix. We propose a heuristic method DCGASC to select sub-matrices
which approximate the original matrix well. The greedy algorithm has
approximation guarantee of factor 1 − 1

e
to get a near-optimal solution.

The experimental results on two real datasets show that the recommen-
dation precision and recall of LWMF are both improved more than 30 %
comparing with the best case of WMF.

Keywords: Recommendation systems · Local matrix factorization ·
Implicit feedback · Weighted matrix factorization

1 Introduction

In daily life, more and more people are going shopping online, enjoying music
online and searching for restaurants’ reviews before eating out. But online data
are too large for people to find items that they want. So personalization rec-
ommendation can help people discover potentially interested items by analyzing
user behaviors. Since they do not explicitly express user preferences. For exam-
ple, ratings are explicit feedbacks which indicate users’ preference, while visiting
and buying history do not show users’ preference directly so they are implicit
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 381–395, 2016.
DOI: 10.1007/978-3-319-32025-0 24
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feedbacks. User discovers the item if her behaviors are implicit feedbacks, such
as listened, watched or visited the item. Otherwise, user is unaware of the item.
Different from the explicit feedback, the numerical value to describe implicit
feedback is non-negative and very likely to be noisy [10].

Therefore, we assume that the implicit feedback matrix is not globally low-
rank but some sub-matrices are low-rank. We call this important characteris-
tic local property. Instead of decomposing the original matrix, we decompose
the sub-matrix intuitively. We propose Local Weighted Matrix Factorization
(LWMF), integrating LLORMA [7] with WMF [10] in recommending by employ-
ing the kernel function to intensify local property and the weight function to
intensify modeling user preference. The problem of sparsity can also be relieved
by sub-matrix factorization in LWMF, since the density of sub-matrices is much
higher than the original matrix.

The main contributions can be summarized as follows:

– We propose LWMF which integrates LLORMA with WMF to recommend
items on implicit feedback datasets. LWMF utilizes the local property to
model the matrix by dividing the original matrix into sub-matrices and relieves
the sparsity problem.

– Based on kernel function, we propose DCGASC (Discounted Cumulative Gain
Anchor Point Set Cover) to select the sub-matrices in order to approximate
the original matrix better. At the same time, we conduct the theoretical sub-
modularity analysis of the DCGASC objective function.

– Extensive experiments on real datasets are conducted to compare LWMF with
state-of-the-art WMF algorithm. The experimental results demonstrate the
effectiveness of our proposed solutions.

The rest of the paper is organized as follows. Section 2 reviews related work
and Sect. 3 presents some preliminaries about MF (Matrix factorization), WMF
and LLORMA. Then we describe LWMF in Sect. 4. Section 5 illustrates the
heuristic method DCGASC to select sub-matrices. Experimental evaluations
using real datasets are given in Sect. 6. Conclusion and future work are followed
in Sect. 7.

2 Related Work

In this section, we review some previous work on recommendation systems,
including K-Nearest Neighbor (KNN), Matrix Factorization (MF), local ensem-
ble methods, personalized ranking method and some other recommendation sys-
tems for special scenarios recommender.

One of the most traditional and popular way for recommender systems is
KNN [1]. Item-based KNN uses the similarity techniques (e.g., cosine similar-
ity, Jaccard similarity and Pearson correlation) between items to recommend
the similar items. Then, MF [2–4] methods play an important role in model-
based CF methods, which aim to learn latent factors on user-item matrix. MF
usually gets better performance than KNN -based methods especially on rating
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prediction. Recently some work focuses on ensembles of sub-matrix for better
approximation, such as DFC [5], RBBDF [6], LLORMA [7,8] and ACCAMS
[9]. However, such methods focus on explicit feedback datasets while most of the
feedbacks are implicit, such as listening times, click times and check-ins. The
implicit datasets do not need users to rate the items. So Hu et al. [10] and Pan
et al. [11,12] propose Weighted Matrix Factorization (WMF) to model implicit
feedback with Alternative Least Square (ALS). Our work in this paper integrates
LLORMA with WMF and proposes a heuristic method to select sub-matrices.
Other related work on implicit feedback datasets are ranking methods, such as
BPR [13] and Pairwise Learning [14]. With the explosion of size of the training
data, the ranking methods need use some efficient sampling techniques to reduce
complexity. Finally, there are several special scenarios, such as recommending
music [15], News [16], TV show [17] and POI [18,19], utilizing the additional
information (e.g., POI recommender considers the geographical information) to
improve prediction performance.

3 Preliminary

In this section, we present some preliminaries about MF, WMF and LLORMA.

3.1 Matrix Factorization

MF is a dimensionality reduction technique, which has been widely used in
recommendation system especially for the rating prediction [3,4]. Due to their
attractive accuracy and scalability, MF plays a vital role in recent recommenda-
tion system competitions, such as Netflix Prize1, KDD Cup 2011 Recommending
Music Items2, Alibaba Big Data Competitions3 and so on. Given a sparse matrix
R ∈ R

N×M with indicator matrix I, and latent factor number F � min{N,M}.
The aim of MF is:

min
P,Q

N∑

u=1

M∑

m=1

Ium(Rum − R̂um)2 (1)

In order to avoid over-fitting, regularization terms are usually added to the
objective function to modify the squared error. So the task is to minimize∑N

u=1

∑M
m=1 Ium(Rum − R̂um)2 + λ‖P‖2F + λ‖Q‖2F . The parameter λ is used

to control the magnitudes of the latent feature matrices, P and Q. Stochastic
gradient descent is often used to learn the parameters [4].

3.2 Weighted Matrix Factorization

[10] argues that original MF is always used on explicit feedback datasets,
especially for rating prediction. So Hu et al. [10] and Pan et al. [11,12] pro-
pose Weighted Matrix Factorization (WMF) to handle the cases with implicit
1 http://www.netflixprize.com/.
2 http://www.kdd.org/kdd2011/kddcup.shtml.
3 https://102.alibaba.com/competition/addDiscovery/index.htm.

http://www.netflixprize.com/
http://www.kdd.org/kdd2011/kddcup.shtml
https://102.alibaba.com/competition/addDiscovery/index.htm
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feedback. Recently, WMF has been widely used in TV show, music and POI
(Point-of-Interests) recommendation. To utilize the undiscovered items and to
distinguish between discovered and undiscovered items, a weight is added to
the MF :

Wum = 1 + log(1 + Rum × 10ε) (2)

where the constant ε is used to control the rate of increment. Considering the
weights of implicit feedback, the optimization function is reformulated as follows:

min
P,Q

N∑

u=1

M∑

m=1

Wum(Cum − PuQT
m)2 + λ‖P‖2F + λ‖Q‖2F (3)

where each entry Cum in the 0/1 matrix C indicates whether the user u has

discovered the item m, which can be defined as Cum =

{
1 Rum > 0
0 Rum = 0.

3.3 Low-Rank Matrix Approximation

LLORMA [7,8] is under the assumption of locally low rank instead of globally
low rank. That is, limited to certain types of similar users and items, the entire
rating matrix R is not low-rank but a sub-matrix Rs is low-rank. It is to say
that the entire matrix R is composed by a set of low-rank sub-matrices Rs =
{R1, R2, ..., RH} with weight matrix set T = {T 1, T 2, ..., TH} of sub-matrices,
where Th

ij indicates the sub-matrix weight of Rh
ij in Rh:

Rum =
1

Zum

H∑

h=1

Th
uhmh

Rh
uhmh

(4)

where Zum =
∑H

h=1 Th
uhmh

. LLORMA uses the MF introduced in Sect. 3.1 to
approximate the sub-matrix Rh. If the matrix has local property, we can achieve
good accuracy in predicting ratings.

4 Local Weighted Matrix Factorization

In this section, we introduce our method LWMF for implicit datasets. Follow-
ing the LLORMA, we first select sub-matrices from the original matrix, then
each sub-matrix is decomposed by WMF methods as shown in Fig. 1. We pro-
pose LWMF which integrates LLORMA with WMF to recommend top-N items
on implicit datasets. We estimate each sub-matrix Rh by WMF in Sect. 3.2 as
follows:

min
Ph,Qh

Nh∑

uh=1

Mh∑

mh=1

Th
uhmh

Wuhmh(Rh
uhmh

− Ph
uh

T
Qh

mh
)2 + λ1‖Ph‖2

F + λ2‖Qh‖2
F (5)
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So the original Matrix R can be approximated by the set of approximated sub-
matrices R̂s = {R̂1, R̂2, ..., R̂H}:

Rum ≈ 1
Zum

H∑

h=1

Th
uhmh

R̂h
uhmh

(6)

where R̂h = PhT
Qh. So there are mainly two problems: (1) How to calculate

the weight matrix Th? (2) How to select the sub-matrix set Rs? LLORMA
uses the kernel methods4 to solve these two problems. LLORMA employs three
popular smoothing kernels (i.e., the uniform kernel, the triangular kernel and
the Epanechnikov kernel) to calculate the relationship between users or items.
Then it randomly chooses some user-item pairs5 from training data as the anchor
point set. Each anchor point ah = (uh,mh) is related to other pairs (ui,mi) of
which the kernel is greater than 0. So the related pairs and the anchor point ah

make up a sub-matrix Rh while the kernel matrix acts as the weight matrix Th.

Sub-Matrices Selection Sub-Matrices Factorization

Fig. 1. Local matrix factorization

In this paper, we use the Epanechnikov kernel to calculate the relationship
between two pairs (uh,mh) and (uj ,mj). It is computed as the product of user
Epanechnikov kernel (Ebu (uh, uh)) and item Epanechnikov kernel (Ebm (mj ,mj))
as follows:

E (ah, aj) = Ebu (uh, uj) × Ebm (mh,mj) (7)

where

Ebu (uh, uj) ∝ (1 − d(uh, uj)2)1{d(uh,uj)≤bu}
Ebm (mh,mj) ∝ (1 − d(mh,mj)2)1{d(mh,mj)≤bm}

4 https://en.wikipedia.org/wiki/Kernel (statistics).
5 Pair (u, m) means that the user u discovered the item m.

https://en.wikipedia.org/wiki/Kernel_(statistics)
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where bu, bm are the bandwidth parameters of kernel. Distance between two
users or two items is the distance between two row vectors (for user kernel) or
column vectors (for item kernel). The initial user latent factor and item latent
factor are learned by WMF. Accordingly, the distance between users ui and uj

is d(ui, uj) = arccos(
Pui

·Puj

‖Pui
‖·‖Puj

‖ ), where Pui
, Puj

are the ith and jth rows of P .
The distance between items is computed in the same way.

Different from LLORMA, all kernel weights are set to the same value (i.e.,
Th = Ih) in this paper. That is to say, the weights of all user-item pairs to the
anchor point in the sub-matrix are identical. The intuition behind the setting is
that:

1. In LWMF, we aim to find sub-matrices. So we just use the Epanechnikov
kernel to get one sub-matrix by selecting an anchor point and do not care
much about the weight;

2. Due to the weight matrix W and preference matrix C settings, the preference
matrix C is not sparse so that stochastic gradient descent is not applied.
WMF employs Alternative Least Square (ALS) to optimize this objective
function. The iterative formulas are Pu = (QWuQT + λI)−1QWuCu and
Qm = (PWmPT +λI)−1PWmCm where for user u, Wu is a diagonal M ×M
matrix and Wu

mm = Wum, and Cu is the vector of the preferences Cum by user
u. So the meaning of Wm and Cm for item m is as same. The total running
time of naive calculation for all users is O(F 2NM). [10] devises a nice trick by
using the fact that QWuQT = QQT +Q(Wu −I)QT . So the running time for
each iteration is reduced to O(F 2N +F 3N), where N =

∑N
u=1

∑
m=1 Ium. It

is to say that its time complexity is in proportion to the total number of non-
zero entries in the matrix R. So if we treat all weights of sub-matrices all the
same, the iterative of WMF for sub-matrices is O(F 2

s N∫ +F 3
s Ns). Otherwise,

the running time is O(F 2
s NsMs). Considering the training data reduction of

each sub-matrix, the running time of each one can be much faster than the
original matrix.

3. We do some extensive experiments and find that the results of LWMF are
almost the same whether considering kernel weight or not.

Each anchor point stands for a sub-matrix. Selecting the sub-matrix set Rs

is in fact to select a set of anchor points. The details of selecting anchor point
set is discussed in the next section.

5 Anchor Point Set Selection

Intuitively, the sub-matrix set Rs = {R1, R2, ..., RH} should cover the original
matrix R, that is R = ∪Rh∈Rs

Rh, so these sub-matrix sets Rs can approximate
the original matrix R better than the set that does not cover. So the anchor
points selection problem can be reduced to the set cover problem. Given the
candidate anchor point set A = {a1, a2, ..., an} while every candidate point ai can
cover itself several other candidate points denoted by Ai = {ai, ai1, ai2, ..., aih} ⊂
A, we propose the naive anchor points cover method:
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Anchor Point Set Cover (ASC): returns an anchor point set S ⊂ A such
that

max f(S) = | ∪i∈S Ai|
s.t.|S| = K (8)

Here, we use all pairs (u,m) in training data as the candidate anchor points.
Obviously, the ASC problem is submodular and monotone. So the greedy algo-
rithm has 1 − 1

e approximation of optimization.
However, covering all training data only once in ASC is not enough. Although

performance is improved by increasing cover times, the gain is discounted, which
is similar to the situation in ranking quality measures NDCG (Normalized Dis-
counted Cumulative Gain) [23] and ERR (Expected Reciprocal Rank) [22] in
IR(Information Retrial). So we propose a heuristic method to model this situa-
tion as follows.

Discounted Cumulative Gain Anchor Point Set Cover (DCGASC):
returns an anchor point set S ⊂ A such that

max f(S) =
∑

al∈∪ai∈SAi

Ol∑

ol=1

αol−1 =
|S|∑

z=1

∑

al∈Aiz

αolz−1

s.t.|S| = K (9)

where Ol denotes the covered time of al by itself or other selected anchor points.
Below we prove that f(·) is also submodular and monotone.

Theorem 1. DCGASC function is submodular and also monotone non-
decreasing.

Proof. Let S ⊆ V ⊆ A and Ah ∈ A\V . We have that

f(S ∪ {Ah}) − f(S) =
|S∪{Ah}|∑

z=1

∑

al∈Aiz

αolz−1 −
|S|∑

z=1

∑

al∈Aiz

αolz−1

=
|S|∑

z=1

∑

al∈Aiz

αolz−1 +
∑

al∈Ah

αoS
lz−1 −

|S|∑

z=1

∑

al∈Alz

αolz−1

=
∑

al∈Ah

αoS
lz−1 ≥ 0 (10)

and

f(S ∪ {Ah}) − f(S) − (f(V ∪ {Ah}) − f(V )) =
∑

al∈Ah

αoS
lz−1 −

∑

al∈Ah

αoV
lz−1

=
∑

al∈Ah

(αoS
lz−1 − αoV

lz−1) =
∑

al∈Ah

αoS
lz−1(1 − αoS

lz−oV
lz ). (11)
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Algorithm 1. DCGASC Greedy Algorithm

Input : Set of anchors A, anchor number K, DCGASC function f and sets Ai

covered by each anchor ai

Output: S ⊆ A with |S| = k

1 S ← {arg maxal∈A |Al|};
2 while |S| < K do
3 l ← arg maxa′

l
∈A\S f(S ∪ {a′

l}) − f(S)

4 S ← S ∪ {al}
5 end
6 return S

Because the number of anchor points covered satisfies that oS
lz � oV

lz and discount
parameter α ∈ [0, 1), we know that f(S∪{Ah})−f(S)−(f(V ∪{Ah})−f(V )) ≥ 0.
Therefore, it is proved that the DCGASC function is monotone and submodular.

Due to the monotonicity and submodularity of DCGASC function, the greedy
Algorithm 1 can provide a theoretical approximation guarantee of factor 1 − 1

e
as described in [24].

6 Experiments

In this section, we evaluate the method proposed in this paper using real
datasets. We first introduce the datasets and experimental settings. Then we
compare our method with WMF under specific parameter settings. We also
compare results with different anchor numbers and three anchor points selec-
tion methods.

6.1 Dataset

We choose two datasets. One is the Gowalla from [20], one of the most popular
online LBSNs datasets. Another is YES [21], which is a playlist dataset crawled
by using the web based API6.

The experimental dataset is chosen from Gowalla dataset within the range of
latitude from 32.4892 to 41.7695 and longitude from −124.3685 to −114.5028,
where locate in California and Nevada. We consider users who check in more
than 10 distinct POIs and the POIs which are visited by more than 10 users. So
it contains 205,509 check-ins made by 5,086 users at 7,030 locations. Finally the
density of is 4.68 × 10−3 and very sparse.

YES [21] consists of radio playlists.7 There are 431,367 playlists and 3,168
songs. A playlist corresponds to a user. Similarly, we consider users who listen
in more than 10 distinct songs and the songs which are listened by more than

6 http://api.yes.com.
7 www.cs.cornell.edu/∼shuochen/lme/data page.html.

http://api.yes.com
www.cs.cornell.edu/~shuochen/lme/data_page.html
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Table 1. Detail information of Gowalla and YES

Gowalla

#user 5,086

#locations 7,030

#check-ins 167,404

avg.#users per loc. 23.81

avg. #loc. per user 32.91

max #users per loc. 1,644

max #loc. per user 762

YES

#user 40,465

#songs 2,563

#listens 735,367

avg. #user per song 286.92

avg. #songs per user 18.17

max #users per song 4,217

max #songs per user 134

10 users. So the dataset contains 40,465 users and 2,563 songs. The density is
about 7.09 × 10−3.

More details about two datasets are showed in the Table 1. We randomly
select 80 % of each user’s visiting locations as the training set and the 20 % as
the testing set.

6.2 Setting

Next, we show the parameter values. The regularization λ is set to 0.01 and the
performance of recommendation is not sensitive to this parameter. The weight
parameter ε is set to 4. We set the bandwidth parameter in Epanechanikov
kernel as bu = bm = 0.8. The discount α of DCGASC is set to 0.7. We select
200 anchor points for Gowalla dataset and 100 anchor points for YES dataset.
In the experiments, we observe that if the number of anchor points is larger, the
performance is better. But the training time increases accordingly.

We employ the Precision@N and Recall@N to measure the performance. For
a user u, we set IP (u) as the predicted item list and IT (u) as the true list in
the testing dataset. So the Precision@N and Recall@N are:

Precision@N =
1

|U |
∑

u∈U

|IP (u)
⋂ IT (u)|
N

, Recall@N =
1

|U |
∑

u∈U

|IP (u)
⋂ IT (u)|

|IT (u)|

where |IP (u)| = N . In our base experiments, we choose top 5, 10, 20 and 30 as
evaluation metrics.

We compare two methods for implicit feedback datasets:

– WMF: This is the state-of-the-art method which is designed for implicit feed-
back [10].

– LWMF: This is our proposed method that takes account of two ideas of WMF
[10] and LLORMA [7].

Then we compare three anchor points selection methods to study the perfor-
mance of LWMF :

– Random: Sampling anchor points uniformly from training dataset as paper
[7] does.
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sim(m1,m2) is calculated by cos(m1,m2) = m1·m2
‖m1‖·‖m2‖ ; distance(m1,m2) is calculated

by Euclidean distance.

Fig. 2. Statistics of correlation between sim(m1, m2) and distance(m1, m2) on Gowalla

– Anchor Set Cover (ASC): Set cover method, which is submodular and
monotone, and the greedy algorithm can provide a theoretical approximation
guarantee of factor 1 − 1

e .
– Discounted Cumulative Gain Anchor Set Cover (DCGASC): Discounting

cumulative gain of covering the points which is also submodular and
monotone.

So LWMF can be expanded into three sub-methods LWMF Random,
LWMF ASC and LWMF DCGASC. By defualt, LWMF means LWMF
DCGASC. Each method is conducted 5 times independently. Therefore, the aver-
age score indicates the performance of the recommendation methods.

6.3 Results

In this section, we discuss the experimental results on Gowalla and YES
datasets.

6.3.1 Recommendation Methods Comparison
Tables 2 and 3 list the precision and recall of methods WMF and LWMF with
DCGASC. It shows the same result as [7] that LORMA outperforms SVD, and
LWMF always outperforms WMF. With the rank r increases, both LWMF and
WMF get better, but the improvements get less when r is 20 of WMF and 15
of LWMF. Noted that the results of LWMF with rank 3 are almost the same as
WMF with rank r = 20 on both datasets. For Gowalla dataset, LWMF with rank
r = 15 even improves the precision@5 by 35.37 % and the recall@5 by 31.37 %.
For YES dataset, LWMF improves the precision@5 by 7.92 % and the recall@5
11.21 %. More obvious improvements on Gowalla is due to the local property.
For example, there are some business districts in a city and business POIs are
geographically close to each other within each business district. And it shows that
the average cover rate of anchor points on Gowalla dataset is about 6.5 % while
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Table 2. Precision and recall comparison on Gowalla

Top-N Precision Recall

5 10 20 30 5 10 20 30

WMF rank5 0.0646 0.0489 0.0363 0.0302 0.0587 0.0848 0.1229 0.1502

WMF rank10 0.0752 0.0570 0.0432 0.0359 0.0676 0.0991 0.1457 0.1786

WMF rank15 0.0819 0.0628 0.0471 0.0393 0.0748 0.1096 0.1593 0.1955

WMF rank20 0.0862 0.0659 0.0494 0.0412 0.0797 0.1165 0.1659 0.2053

LWMF rank3 0.0872 0.0662 0.0495 0.0415 0.0801 0.1152 0.1650 0.2033

1.17% 0.34% 0.33% 0.73% 0.57% −1.12% −0.57% −0.96%

LWMF rank5 0.0986 0.0750 0.0548 0.0459 0.0899 0.1292 0.1827 0.2239

14.37% 13.67% 10.97% 11.18% 12.82% 10.93% 10.14% 9.11%

LWMF rank10 0.1101 0.0843 0.0614 0.0511 0.0992 0.1444 0.2045 0.2491

27.70% 27.81% 24.45% 23.89% 24.48% 23.94% 23.25% 21.34%

LWMF rank15 0.1167 0.0877 0.0638 0.0522 0.1047 0.1504 0.2131 0.2588

35.37% 33.03% 29.29% 26.49% 31.37% 29.12% 28.48% 26.08%

Table 3. Precision and recall comparison on YES

Top-N Precision Recall

5 10 20 30 5 10 20 30

WMF rank5 0.0793 0.0641 0.0487 0.0409 0.1030 0.2130 0.2506 0.3171

WMF rank10 0.1046 0.0842 0.0624 0.0501 0.1349 0.2765 0.3245 0.3913

WMF rank15 0.1104 0.0890 0.0655 0.0525 0.1421 0.2913 0.3393 0.4083

WMF rank20 0.1111 0.0895 0.0659 0.0530 0.1429 0.2931 0.3414 0.4118

LWMF rank3 0.1121 0.0899 0.0666 0.0542 0.1467 0.2935 0.3399 0.4116

0.88% 0.53% 1.11% 2.29% 2.68% 0.11% −0.45% −0.04%

LWMF rank5 0.1167 0.0919 0.0671 0.0538 0.1517 0.3009 0.3495 0.4218

5.02% 2.74% 1.90% 1.65% 6.18% 2.65% 2.36% 2.42%

LWMF rank10 0.1182 0.0923 0.0684 0.0545 0.1569 0.3082 0.3552 0.4245

6.36% 3.19% 3.79% 2.84% 9.84% 5.14% 4.04% 3.09%

LWMF rank15 0.1199 0.0938 0.0682 0.0545 0.1589 0.3118 0.3591 0.4282

7.92% 4.89% 3.49% 2.93% 11.21% 6.37% 5.17% 3.98%

it is about 11.6 % on YES dataset. To validate the local property in Gowalla,
we calculate the correlation between similarity of locations (sim(m1,m2)) and
their geographic distance (distance(m1,m2)), where m1 and m2 are each pair
of locations.

As shown in Fig. 2, we make statistics about correlation between similarity
and geographic distance among the locations. Correlation coefficient between
two locations is negative and the average is about −0.41. Therefore, two near
locations are more similar than two further locations. So the local property leads
that the user-location matrix is not globally low-rank but locally low-rank.
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6.3.2 Comparison with Different Discounts for DCGASC

Figure 3 shows the performance of LWMF with different anchor numbers. For
both datasets, the precision and recall of both LWMF and WMF improve while
r increases and LWMF performances better than WMF with rank r ≥ 3. For
Gowalla dataset, LWMF with rank r = 15 and anchor number K ≥ 20 outper-
forms WMF with rank r = 20. While the same performance on YES dataset
needs K ≥ 65 anchor points. We can see that as the number of anchor points
increases, the performance gets better. Although the training time increases, the
gap of running time of matrix factorization between LWMF and WMF is small.
Because the running time of WMF is O(F 2N + F 3N) and the sub-matrices of
LWMF are much smaller than the original matrix (i.e., in both datasets, each
sub-matrix is about 10 % of original matrix averagely). Only one sub-matrix
factorization is much faster than original matrix factorization. Despite all this,
LWMF costs more time on calculating the KDE between users and items and
selecting anchor points.

Fig. 3. Comparison with different discounts for DCGASC (Color figure online)

6.3.3 Anchor Point Set Selection Methods Comparison
Next, we compare the performance of LWMF Random, LWMF ASC and
LWMF DCGASC in Fig. 4. The discount parameter α is set 0.7. The method
ASC may cover all training data before selecting K anchor points. After cov-
ering all training data, we use Random method to select the remaining anchor
points. From Fig. 4, when the number of anchor points is small, LWMF DCGACS
and LWMF ACS perform better in precision and recall. When the number of
anchor points increases, the gap of performance among three gets less. Despite of
this, LWMF DCGACS and LWMF ACS outperform LWMF Random on both
datasets and LWMF DCGACS is the best.
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Fig. 4. Anchor point set selection methods comparison (Color figure online)

Fig. 5. Comparison with different discounts for DCGASC (Color figure online)

6.3.4 Comparison with Different Discounts for DCGASC

Finally, we study the performance of LWMF DCGACS with different discount
parameters. For each α, we explore results obtained by varying the parameter in
the range (0, 1] with decimal steps. Because the results with discount parameter
α ∈ [0.2, 0.8] are similar, we only plot the curves with α ∈ {0.1, 0.4, 0.7, 0.9}
in Fig. 5. The gap of performance with four discount parameters is small. The
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performance with discount parameter α = 0.1 or 0.9 is a little worse. In general,
the performance of LWMF is not sensitive to the discount parameter but mainly
depends on the number of anchor points.

7 Conclusion and Future Work

In this paper, we propose LWMF which selects sub-matrices to model the user
behavior better. LWMF relieves the sparsity problem by sub-matrix factoriza-
tion. Moreover, we propose DCGASC to select sub-matrix set which improves
the performance of LWMF. The extensive experiments on two real datasets
demonstrate the effectiveness of our approach compared with state-of-the-art
method WMF.

We want to study the three further directions: (1) To speed up selecting
sub-matrices; (2) In this paper, we first select the sub-matrix set by selecting
anchor points, then do the weighted matrix factorization for each sub-matrix.
So we need two steps to optimize the objective function. We can try to find
the methods to optimize the local matrix factorization in only one objective
function; (3) We can further leverage other special additional information into
LWMF in some special scenarios (such as, the geographical information in POI
recommender).
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Abstract. Recent years have witnessed the booming of event driven
SNS, which allow cyber strangers to get connected in physical world.
This new business model imposes challenges for event organizers to draw
event plan and predict attendance. Intuitively, these services rely on the
accurate estimation of users’ preferences. However, due to various moti-
vation of historical participation(i.e. attendance may not definitely indi-
cate interests), traditional recommender techniques may fail to reveal
the reliable user profiles. At the same time, motivated by the phenom-
enon that user may face to conflict of invitation (i.e. multiple invitations
received simultaneously, in which only a few could be accepted), we real-
ize that these choices may reflect real preference. Along this line, in this
paper, we develop a novel conflict-choice-based model to reconstruct the
decision-making process of users when facing to conflict. To be specific,
in the perspective of utility in choice model, we formulate users’ tendency
with integrating content, social and cost-based factors, thus topical inter-
ests as well as latent social interactions could be both captured. Further-
more, we transfer the choice of conflict-choice triples into the pairwise
ranking task, and a learning-to-rank based optimization scheme is intro-
duced to solve the problem. Comprehensive experiments on real-world
data set show that our framework could outperform the state-of-the-art
baselines with significant margin, which validates the hypothesis that
conflict and choice could better explain user’s real preference.

Keywords: Choice model · Conflict-Choice triples · Social event ·
Social network

1 Introduction

Nowadays, it is commonly seen that an offline social event is organized through
online social network services (SNS), in this way cyber and physical world could
be connected as online strangers will now communicate face-to-face in real world.
Thanks to the highly interactive experience, this new business model has become
popular and attractive for millions of users all around the world, e.g., more than
9,000 groups organize new event in local communities every day at Meetup.com1.
1 http://www.meetup.com/.
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This phenomenon raises new challenges for group leaders or event organizers to
draw the event plan and predict the attendance, and intuitively, these analyses
rely on the accurate estimation of users’ preferences. Though a large amount
of efforts have been made on summarizing users’ historic participation, which
follows the basic assumption that attendance may indicate preference. However,
they may fail to describe the various motivations of users, e.g., people may attend
some events only for killing leisure time, but it doesn’t necessarily mean they
indeed enjoy these events. Thus, new approach considering more comprehensive
factors for user profiling is urgently required.

When analyzing historical event participation records, we realize that users
may face to the situation of invitation conflicts, i.e., sometimes people may
receive multiple invitation simultaneously, however, owing to the limitation, they
could only select parts of them, while the rest should be rejected. Intuitively,
these final decisions among conflicting invitations may better reflect users’ real
preference, e.g., from Meetup.com we found a programmer chose to attend a
single party just on the same day with periodic iOS developing discussion, which
indicates that he may be more inclined to attend such social activities. Indeed,
the above example might not be occasional, and similar phenomenon could also
be found in many other fields, like the alternative list in online shopping platform
[10], or rating one another as “hot or not” in Facemash.com [16]. Motivated by
this phenomenon, if we could precisely extract and analyze these Conflict-
Choice Triples, i.e., pairwise conflicting choices (invitations) to be selected for
one user, we could better understand users’ real preference, and then effectively
support related application, e.g., prediction or recommendation task.

Along this line, in this paper, we develop a novel conflict-choice-based model
to reconstruct the decision-making process of users when facing pairwise invita-
tions. To be specific, following the basic idea of choice model [18], we formulate
users’ tendency in the perspective of utility [20] with integrating users’ pref-
erences of event topics, social interaction and cost factors, thus comprehensive
impacts have been captured. Furthermore, we transfer the choice of conflict-
choice triples into the pairwise ranking task, thus a learning-to-rank based opti-
mization scheme is introduced to learn users’ preference. To the best of our
knowledge, we are the first to discuss conflicting choice phenomenon in social
event participation analysis and introduce the perspective of choice modeling for
user profiling.

We conduct comprehensive experiments on real-world data set. The results
show that our framework could outperform the state-of-the-art baselines with
significant margin. Furthermore, to ensure the robustness and computational
efficiency of our framework, we conduct parameter sensitiveness experiments
and design an algorithm for optimizing model training time, which outcomes
validate the hypothesis that conflicting choice could better explain user’s real
preference, and also confirm the application potential of our framework on social
event participation analysis.
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2 Conflict-Choices Model Formulation and Framework

In this section, we will introduce our novel conflict-choice-based model to recon-
struct the decision-making process. According to our assumption, final decisions
on conflicting choice triples could indicate users’ real preference. Along this line,
we first formally define the conflicting choice problem with related preliminaries,
then, the conflict-choices model will be proposed with detailed technical solution.
Finally, the two-stage framework will be illustrated.

2.1 Problem Statement

In this paper, we focus on the choice under conflicting invitation, which may
indicate users’ real preference. Specifically, we define and extract Conflict-Choice
Triples (CCT) as follows:

Definition 1 (Conflict-Choice Triples (CCT)). We define two events with
corresponding user as a CCT if only when the following two conditions are sat-
isfied simultaneously: (1) two invitation have been received within T days, and
(2) two social events will be held within T days, where T is the periodic threshold
to filter the triples. Finally, all the CCTs for a target user u is defined as Ru.

Intuitively, users’ real preference could be reflected by the contrast between
every event-pair from Ru. To measure the contrast, we introduce the perspective
of Choice Utility from choice model, then the problem of event participation
can be defined as follows:

Definition 2 (Problem Statement). Given a target user u and the set of u’s
conflict-choice triples Ru = {ri}, in which we use choice utility Pu,ek to mea-
sure u’s preference for each event ek ∈ ri. The problem of events participation
prediction is to learn u’s real preference by the contrast between pairwise events’
choice utility from Ru, and then utilize the real preference to analyse u’s future
participation decisions.

In this paper, the choice utility Pu,ek consists of content-based utility Cu,ek ,
social-based utility Su,ek and cost-based utility Du,ek , the technical details of
which will be introduced in Sect. 3.1. To define the notation of social connec-
tions, we construct social networks in which wuv indicates the social influence
strength from user u to user v. What should be noted is that the social influ-
ence strength wuv will be trained in modeling. To describe topics distribution
for each user, we exploit a vector tu that will be learnt in training stage to indi-
cate the preferences of user u, in which each dimension denotes the preference
level on a specific aspect. Correspondingly, we have a vector ak for each event
ek to indicate the attributes distribution, in which each dimension reflects the
attribute on a specific aspect corresponding to tu. The mathematical notations
used throughout this paper are summarized in Table 1.
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Table 1. Mathematical Notations.

Symbol Description

u the target user

T the periodic threshold

E = {ek} the set of events

Ru = {ri} the set of u’s conflict-choice triple

Nu the set of u’s total neighbors in the network

Nu,k the set of u’s neighbors in ek

tu the profile vector for u

ak the attributes vector for ek

wuv social connection strength from user u to user v

Cu,ek u’s content-based utility for ek

Su,ek u’s social-based utility for ek

Du,ek u’s cost-based utility for ek

Pu,ek u’s choice utility for ek

2.2 Loss Function for Conflicting Choices

Now we turn to formulate the events participation prediction task. As mentioned
above, the contrast between pairwise events’ choice utility could reveal the actual
preference of users, thus, we could intuitively treat this decision-making process
as a pairwise ranking problem, i.e., rank the utility of two events in each con-
flicting event-pair. More specifically, we assume that users choosing one event
of the conflicting event-pair is due to the pairwise ranking of choice utility, i.e.,
Pu,ey > Pu,en . With the assumption above, we realize that correcting the partial
ordering relation of choice utility in conflicting event-pairs will lead to optimal
ranking results. Thus, the task of learning choice utility will be summarized as
a pairwise ranking problem as follows:

Ranking Objective. By correcting the partial ordering relation of choice utility
in conflicting event-pairs, we will get the appropriate choice utility Pu,ek . To
deal with this task, we formulate the loss function of pairwise ranking problem
as follows:

min
w,tu

F (w, tu) =
∑

ri∈Ru

∑

ey,en∈ri

h(Pu,en − Pu,ey ), (1)

where h(x) is a loss function to assign a non-negative penalty according to the
difference of choice utility Pu,en − Pu,ey . Usually, we have the penalty h(x) = 0
when Pu,en ≤ Pu,ey . While for Pu,en > Pu,ey , we have h(x) > 0 as loss. To ease
the computation, here we utilize the squared loss function as follow:

h(x) = max{x, ε}2, (2)

where ε presents the margin allowed for choice utility loss. To ensure accuracy
of the results we set ε = 0, so h(x) could also be rewrote as:
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Fig. 1. Overview of our framework for event participation prediction.

∑

ey,en∈ri

h(Pu,en − Pu,ey ) =
∑

ey,en:Pu,en>Pu,ey

(Pu,en − Pu,ey )2. (3)

With this formulation, we could optimize the loss function to estimate social
connection strength wuv and users’ profile vector tu. Simultaneously, such train-
ing stage would highlight the difference between the two events, which may be
the real preference contributing to the final choice.

2.3 Two-Stage Framework

Based on the above preliminaries, now we can formally present the overview of
the two-stage framework for event participation prediction. Specifically, Fig. 1
demonstrates the overview of our framework.

Training Stage. Given a target user u and his/her historical events Etrain =
{ek}, in which participation record (attendance/absence) sorted by time for each
ek are pre-known, so we could extract the set of u’s conflict-choice triple, namely
Ru. Also, we have the event attributes ak for each ek and the connection between
u and his/her neighbors, while the strength {wuv} are unknown. In this stage,
we aim at inferring the choice utility Pu,ek for each ek of u, as well as learning
the connections strength {wuv} and users’ profile vector tu.

Test Stage. After obtaining the social connections strength {wuv} and users’
profile vector tu in the training stage, in the test stage, given a target user and
a set of event Etest with attributes ak and the corresponding social network
neighbors, we aim at predicting event participation for all ek in Etest.

3 Technical Details for Prediction of Event Participation

In this section, we introduce the technical details for event participation predic-
tion, including the detailed technical solutions for choice utility and optimization
task of our framework.
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3.1 Choice Utility

Here, we first introduce how to simulate a user’s choice utility to an event.
Intuitively, the user’s choice utility should be the combination of content-based
utility (Cu,ek), social-based utility (Su,ek) and cost-based utility (Du,ek), so we
choose to multiply them to formulate the user’s choice utility in decision-making
process. To be specific, the choice utility of u to ek will be estimated as follows:

Pu,ek = Cu,ek · Su,ek · Du,ek . (4)

What should be noted is that we have not set weight for each factor, but in fact
the weight for each factor would redistribute spontaneously during the parame-
ters learning in the training stage of our framework.

Content-Based Utility. Intuitively, event’s description is usually an impor-
tant factor of users to attend an event or not. To measure users’ tendency to the
events’ topic, we borrow the classic Cosine similarity between user profile vec-
tor and event description vector to indicate the content-based utility, as users’
biography and events’ descriptions could be easily normalized and presented in
vectors. To be specific, content-based utility will be estimated as follows:

Cu,ek = cosine(tu,ak) =
tu • ak

‖tu‖‖ak‖ , (5)

where tu is the profile vector for u that will be learnt in training stage and ak
is the attributes vector for ek learnt by LDA model in our framework.

Social-Based Utility. Second, the “word-of-mouth” effect is verified that could
strongly affect the decision-making process of social event participation, and
at least 10 %–30 % of human movement could be explained by social factors
[5,22,23]. So it is reasonable to investigate the social impact on social event par-
ticipation, and further, the effects during conflicting choice process. To formulate
the encouragement, we borrow and adapt the classic Independent Cascade (IC)
model [8] for simulating the interactional influence within users, which is widely
used and its effectiveness has been well proved. To be specific, social-based utility
will be estimated as follows:

Su,ek = 1 −
∏

v∈Nu,k

(1 − wvu), (6)

where Nu,k is the set of neighbors of u who attend ek.

Cost-Based Utility. Finally, the experimental results in [11,21] inspire us to
study the influence of cost-based utility on an individual user’s event partici-
pation prediction. We apply a general nonparametric technique, known as the
kernel density estimation [17] (KDE), which is widely used to estimate a proba-
bility density function of an unknown variable based on a known sample. In our
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case, Xu is the known sample and y is denoted as the unknown variable. The
probability density function of variable y using sample Xu is given by:

Du,ek =
1

|Xu|σ
∑

x∈Xu

K(
y − x

σ
), (7)

where |Xu| is the number of sample points in Xu, σ is a smoothing parameter
called bandwidth and K(·) is the kernel function. To ease the modeling, we apply
the normal kernel, which has been widely used in related studies.

3.2 Optimization Task

As all the formulations established, finally we could discuss about the opti-
mization task of loss function Eq. 1. To be specific, we first approach the social
connection strength w by deriving the gradient of F (·) with respect to wuv and
approach the users’ profile vector tu by deriving the gradient of F (·) with respect
to tmu , and then use a gradient based optimization method to find proper w and
tu that minimize F (·). Specially, as defining γeney = Pu,en −Pu,ey , then we have
the derivative as follow:

∂F (w, tu)
∂wvu

=
∑

ey,en:Pu,en>Pu,ey

∂h(γeney )
∂γeney

(
∂Pu,en

∂wvu
− ∂Pu,ey

∂wvu
), (8)

∂F (w, tu)
∂tmu

=
∑

ey,en:Pu,en>Pu,ey

∂h(γeney )
∂γeney

(
∂Pu,en

∂tmu
− ∂Pu,ey

∂tmu
), (9)

where tmu is the mth dimension of tu and h′(γeney ) could be easily achieved as
derivation of square function:

∂h(γeney )
∂γeney

= 2 · (Pu,en − Pu,ey ). (10)

For the social connection strength w and users’ profile vector tu, we have:

∂Pu,ek

∂wvu
= Cu,ek ·

∏

x∈Nu,k,x �=v

(1 − wxu) · Du,ek , (11)

∂Pu,ek

∂tmu
=

am
k · ‖tu‖2 − tmu · tu • ak

‖tu‖3‖ak‖ · Su,ek · Du,ek , (12)

where after each iterative round tu will be normalized. To deal with the opti-
mization task, the gradient descent methods could be exploited.

4 Experiments and Discussions

To verify our hypothesis that the choice utility affects the decision making
process of potential event participants, in this section, we conduct experiments
on a real-world data set to measure the event participation predicting perfor-
mance with conflict-choice model. Furthermore, some representative case studies
and discussion will be presented.



Exploring the Choice Under Conflict for Social Event Participation 403

4.1 Experimental Setup

Data Set Pre-processing. Our experiments were conducted on the real-world
data set crawled via official APIs of Meetup.com. Specially, we crawled event
logs totally includes 625 groups, 50,719 social events and 99,854 related users.
For details, event descriptions (e.g., location and time), participation records
(attendance/absence) and user profiles are extracted.

To describe the events’ attributes, we exploited the key words in the group
descriptions and user profiles. 2,856 key words (or terms) with unique ID (defined
by Meetup) were collected in the dictionary in total, and Latent Dirichlet Allo-
cation (LDA) model [2] was introduced to learn the topics. Specifically, we select
20 latent topics, as Meetup system defines 34 categories of events, and majority
of events focus on around 20 types which is reflected by the data set. Finally, all
descriptions are presented as a 20-dimensional attribute vectors.

In offline social event scenario, we intuitively assume the distance between
user’s home and event location as a geographical cost factor. What should be
noted is that cost-based utility has the potential of integrating more cost factors,
e.g., weather and road condition information, by introducing multivariate kernel
density estimator.

Evaluation Baselines. For more comprehensive comparisons, several state-of-
the-art baselines based on different assumption are selected as follows.

(1) Discrete Choice Model (DCM) [20]. Discrete Choice Model (DCM) is
used to predict choices between multiple discrete alternatives in economics.
We utilize the DCM method as baseline, which integrates the same content
and cost factors, while we utilize the number of co-occurrence members as
social feature.

(2) RankNet (RKN) [3]. RankNet is a widely used pairwise learning-to-rank
(LTR) algorithm using neural network to model underlying ranking function,
which utilizes gradient descent methods for learning ranking probabilistic
cost functions. As our conflict-choice model is intrinsically a pairwise ranking
problem, we use RankNet as a baseline, in which we use same features with
DCM.

(3) LambdaMART (LAM) [4]. LambdaMART is the boosted tree version of
LambdaRank, which defines the gradient of the loss function in order to solve
the problem that sorting loss function could hardly be optimized. We select
it as baseline since it is among the best learning-to-rank (LTR) algorithms,
in which we use same features with DCM.

(4) Information Spreading [8]. As we try to reveal latent social interactions
to describe users’ real preference in conflicting choices, to better validate
this assumption, we conduct social-spread-based model to study whether
attendance is indeed the result of “word-of-mouth” effect. Since Meetup.com
ignores point-to-point connection, we construct the social connections fol-
lowing the common used heuristic method like in [11] that edges could be
added if two people have attended the same event, and two widely stud-
ied heuristic methods are selected to set the connection strength wuv as
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Table 2. Overall performance of each approach.

CCT DCM RKN LAM ISO ISN

MAP 0.8513 0.7683 0.8069 0.8299 0.6980 0.6699

Improvement(%) - 10.788 5.5003 2.5826 21.968 27.066

P-Value - 0.0000 0.0091 0.0387 0.0000 0.0000

F1 score 0.8016 0.7530 0.6885 0.7050 0.6249 0.5996

Improvement(%) - 6.4542 17.873 15.130 29.859 35.283

P-Value - 0.0000 0.0000 0.0000 0.0000 0.0000

(1) the co-occurrence frequency (ISO), and (2) the Jaccard Index of com-
mon neighbors (ISN). Then, classic Independent Cascade (IC) model [8] will
be conducted to simulate the spread process. To ensure the stable results,
we repeat experiments for 500 times for each test.

4.2 Experiment Results

Due to the group-based scheme of Meetup, we treat user-group pair as the unit
of our experiments. To be specific, for one target user in a target group, we will
conduct a set of experiments, and the average results are presented as the finals.

Since we face to the severe sparse data that only less than 20 % users attended
at least 5 events in a group, we assign 80 % events within one group as training
samples to ensure the quality of training, while the rest 20 % are test samples.
The samples are processed in time order to keep the rule of social group evolution.

As mentioned in test stage, to predict the participation, we indeed have two
tasks, i.e., ranking the attendance probability with respect to their choice utility
and then binary classifying to distinguish attendance/absence of participation.
For each task, related metrics will be selected to measure the performance. For
the ranking task, similar with the state-of-the-art learn to rank problems, MAP
[19] is selected. For the binary classification task, typically, we select the common
used F1 score for validation, which is a measure that combines precision and
recall, namely the harmonic mean of precision and recall.

Comparison of Overall Performance. First of all, we show the overall pre-
diction performance of our approach comparing with different baselines and the
results are shown in Table 2. According to the results, we can find that our app-
roach outperforms the other baselines with dramatic margin in MAP and F1
score, even 35 % better in some experiments. The performance highly supports
our assumption that with introducing the conflicting choice utility, we could
better estimate the event participation.

As expected, DCM methods performs better for binary classification, while
RKN and LAM methods performs better in ranking task, which is determined
by the algorithm internal mechanism. At the same time, it seems that the overall
results of the DCM, RKN and LAM methods are worse than CCT. These baseline
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methods just make use of some statistics metrics, i.e., |Nu,k| and distance, but
ignore the latent social interactions as well as probability density function of
cost factors. Further, users’ profile vector tu are learned by LDA for these three
baseline methods, which might not be enough because most people would not
record all their interests in the home page. However we could train tu in our
CCT framework, which might be another reason.

(a) (b)

Fig. 2. Parameter Sensitiveness. (a) Prediction performance with different T (b) Pre-
diction F1 score with different partition of training samples.

Finally, we surprisingly find that the baseline with information spreading
methods, i.e., ISO and ISN, achieves the worst performance. Indeed, though pref-
erence factors are integrated between pairwise users, the information spreading
methods still follows the essentially different assumption with the other three
algorithms. Specifically, information spreading methods assumes the participa-
tion is mainly affected by the friends or opinion leaders’ spread but not their
own preference, which might not be reasonable enough. Information spreading
methods ignoring content-based utility might be another reason. Also, the cold-
start problem, which leads to insufficient pairwise interactions and sparse social
network, may further impair the performance.

Evaluation on Parameter Sensitiveness. As the performance has been val-
idated, in this subsection, we conduct the experiments for evaluating the para-
meter sensitiveness of our approach. In this task, there are two parameters con-
cerned in our approach, i.e., the periodic threshold T , as well as the sample
allocation ratio.

For the periodic threshold T , as mentioned in Sect. 2.1, we utilize T to
describe the conflicting choice situation, thus a lower T might be better for
approximation, because users face to sharper conflicting events. However, as
Fig. 2(a) shows that performance achieves the peak when T is around 7 to 10
days, but not the lower the better. The reason of this phenomenon not only
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might be lower T restricts the number of conflict choice triples that covers user
actual utility, but also might be the persistence of users’ preference, namely users
would not change their preference significantly in a short time. So even when
they do not face to very sharp conflict-choice events, they also prefer to attend
the events with high choice utility but reject the events with low choice util-
ity. And this phenomenon might further indicate that most active users attend
events not more than once a week.

(a) (b)

Fig. 3. Performance of Network Pruning. (a) MAP (b) F1 score.

Then, we discuss about whether the partition of training samples will influ-
ence the results, which is summarized in Fig. 2(b). We find that our framework
performance improves rapidly when the partition of training samples increases,
which indicates that our model is sensitive to the number of training triples.
The reasons might be that we aim at predicting the events participation using
social connections strength, thus it is required that most important connections
strength have been trained. The methods that depend on connections strength,
i.e., ISO and ISN, are sensitive to the train samples ratio for the same reason,
too. On the contrary, the DCM, RKN and LAM methods keep in stable level
during the train samples ratio change, since they just make use of some social
statistics metrics.

Network Pruning to Optimize Training Time. As mentioned in Sect. 3.2,
we use gradient descent methods to deal with the optimization task in model
training stage. Specifically, we approach the social connection strength wuv by
first deriving the gradient of F (·) with respect to wuv, and then use a gradient
based optimization method to find proper w that minimize F (·), which is a time-
consuming process, because the loss function iterates rounds to convergence and
traverses all the connections in every round.

It is common to see that a user would not recognize all the members of every
event she/he has ever attended, and the inactive neighbors of social network,
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Table 3. Examples for Case Study

Precision Sample A Sample B Sample C Sample D

100 % 100 % 100 % 55 %

Participation Attend Absent Attend Absent Attend Absent Attend Absent

Topic Sim 0.388 0.193 0.351 0.407 0.702 0.766 0.791 0.818

Members 16.50 17.50 7.750 2.750 11.57 11.67 51.25 45.22

Distance 5.376 5.381 11.06 10.98 1.889 5.112 18.56 11.42

such as freshers or social inactive members, are usually useless in the predic-
tion process. So we design an algorithm for optimizing model training time by
deleting the inactive neighbors of the social network. More specifically, we choose
some appropriate metrics to ranking nodes in the social network, and then prune
the marginal nodes. In network analysis, metrics of centrality identify the most
influential persons in a social network, so we use some centrality metrics to sim-
plify the social network by pruning nodes performing worse centrality. Here we
select the widely used centrality metrics such as Degree, Betweenness, Closeness
and Degeneracy centrality [1,7,14,15].

Finally, we discuss about whether the network pruning algorithm will signifi-
cantly decrease the train time and how it influences the participation prediction,
which is summarized in Fig. 3, in which solid symbols with solid line mean pre-
diction performance, while hollow symbols with imaginary line mean training
time. To be fair, the train time of network simplification algorithm is the sum
of sorting nodes time and model training time. From the figure, we can clearly
find that social network pruning could successfully improve the efficiency, while
at the same time maintain relatively acceptable accuracy. And prediction per-
formance does not degenerate when further simplify the network, the reason is
that usually the actual important friends of a user are not much. Besides, we
find that Closeness centrality preforms most significantly in improving efficiency.

4.3 Case Study

To better understand the performance, i.e., how the conflicting choice could
reveal users’ real preference, we randomly select four users as examples. Corre-
spondingly, related social metrics of their attendance/absentee are listed. Details
are shown in Table 3. Two key issues should be studied here: (1) whether conflict-
choice-based model keeps working well for users with different types of utility,
and (2) how the social-based utility could be summarized.

For the first issue, three types of potential participators should be carefully
observed, namely the users who pay more attention to the three kinds of factors
respectively. For the former three users, namely user A, B and C, we realize that
user A pay more attention to content-based factors because this user prefer to
attend events with higher topic similarity, and user B is a sociable user who
chooses to attend events which more people attend, while user C is more likely
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to attend the nearby events. Besides, we find that these three typical users’
participation prediction precision are 100 %, which is an intuitional evidence
that our conflict-choice model is widely available.

On the contrary, for Sample D who suffers poor precision, we find that the
group usually host large-scale events. With deep looking into the data, we real-
ized that this group suffer “cold-start” problem, i.e., former members quitting
and new ones coming, so social connection strength learned in training stage
could not be used in participation prediction process. This phenomenon implies
that stable group with strongly connections will lead to better prediction, which
also supports our hypothesis of social effects.

Secondly, we discuss about the type of social-based influence. In our analy-
sis, we set the reciprocal of attenders’ amount as threshold, i.e., if connection
strength passes the threshold, we treat the neighbor as “close friend”. We find
two typically types of social-based influence, i.e., authority influence and group
influence. Authority influence is the phenomenon that the target user is mostly
influenced by one active member, such as event organizer. Group influence is the
phenomenon that the target user is influenced by a group of people, e.g., we find
a user and his 9 friends form to small community in the group, members in this
community prefer to attend events with each other.

Finally, we discuss the derivative application of case studying. By illustrating
the representative users above, we could find some typical patterns of all the
users and events organizers can attract the right attendants and predict the
attendance according to it. For instance, for users in a small community of the
group, if a certain proportion members in the community accept the RSVP, we
recognize that the rest of members in the community prefer to attend the event.
By introducing such rules above, we could decrease predicting process time and
revise the prediction results.

5 Related Work

In this section, we briefly introduce the related works of our study. In general,
the related works can be mainly grouped into two categories.

The first category related to this paper is the social event recommenda-
tion, which is different with the traditional items recommendation. Specifi-
cally, some researchers focused on the conformity between users’ profiles and
event attributes. For example, [9] proposed a hybrid event recommender that is
enriched with linked open data and content information. Furthermore, a method
for recommendation by collaborative ranking of future events based on users’
preferences for past events is describe in [13]. And some works focus on recom-
mendation to a group of members, [12] proposed a personal impact topic model
to enhance the group preference profile by considering the personal preferences
and personal impacts of group members. Finally, there are some related works
focused on other practical problems. For example, a smartphone application
developed by [6] recommend events according to the users Facebook profiles.

The second category is about conflicting choice utility. In this paper, we
deeply analyze events participation prediction with considering conflict choice
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and choice utility. Indeed, plenty efforts have been made on understanding
choice model which usually predict choices between two or more discrete alter-
natives [18] and have been widely examined in many fields, e.g., in economics
peoples choose which product to buy in online shopping platform [10]. The other
topic closely related to this category is choice utility, which is a representation
of preference over a set of alternatives [20]. Choice utility also usually be intro-
duced to model the situation that users face to competitive choice, e.g., authors
explored the conflicting choosing process of user behavior when facing with rec-
ommendations by adopting utility theory in [24]. However, although the works
mentioned above can reappear the process of people choosing and making deci-
sion, they still may suffer some defects due to they ignore the mutual influences
among people.

6 Conclusion

In this paper, we investigate how people make decisions when facing to conflict-
ing invitations, which may reflect users’ real preference. Following this assump-
tion, we propose a novel conflict-choice-based model for better reconstructing
users’ decision. To be specific, we formulate users’ tendency with integrating
content-based utility, social-based utility and cost-based utility in the perspec-
tive of choice utility, and then transfer the choice of conflict-choice triples into
the pairwise ranking task to learn the model, thus the optimization goal is for-
mulated and solved as a ranking-based loss function. At the same time, the latent
social interactions within potential attenders and their topical interests will also
be revealed. Comprehensive experiments on real-world data set show that our
framework could outperform the state-of-the-art baselines with significant mar-
gin, which validates the hypothesis that conflict and choice could better explain
user’s real preference.

Though significant performance has been achieved, as the social parameters
learned might be rough to reveal latent interactions, in the future, we will tar-
get at designing more complicated scheme to describe the social-based utility,
especially to extend the point-to-point interaction to the superimposed effect
of multiple attenders or even little community. Also, we would like to exploit
more applications of the proposed method instead of only social event participa-
tion analysis, which may further validates the applicable potential of our novel
framework.

Acknowledgments. This research was partially supported by grants from the
National Science Foundation for Distinguished Young Scholars of China (Grant
No. 61325010), the National High Technology Research and Development Program
of China (Grant No. 2014AA015203), the Natural Science Foundation of China
(Grant No. 61403358), the Anhui Provincial Natural Science Foundation (Grant No.
1408085QF110) and the MOE-Microsoft Key Laboratory of USTC. Qi Liu gratefully
acknowledges the support of the CCF-Tencent Open Research Fund.



410 X. Zhao et al.

References

1. Bader, G.D., Hogue, C.W.: An automated method for finding molecular complexes
in large protein interaction networks. BMC Bioinformatics 4(1), 2 (2003)

2. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet allocation. J. Mach. Learn.
Res. 3, 993–1022 (2003)

3. Burges, C., Shaked, T., Renshaw, E., Lazier, A., Deeds, M., Hamilton, N.,
Hullender, G.: Learning to rank using gradient descent. In: Proceedings of the
22nd International Conference on Machine Learning, pp. 89–96. ACM (2005)

4. Burges, C.J.: From ranknet to lambdarank to lambdamart: an overview. Learning
11, 23–581 (2010)

5. Cho, E., Myers, S.A., Leskovec, J.: Friendship and mobility: user movement in
location-based social networks. In: Proceedings of the 17th ACM SIGKDD Inter-
national Conference on Knowledge Discovery and Data Mining, pp. 1082–1090.
ACM (2011)

6. De Pessemier, T., Minnaert, J., Vanhecke, K., Dooms, S., Martens, L.: Social rec-
ommendations for events. In: RSWeb@ RecSys (2013)

7. Freeman, L.C.: A set of measures of centrality based on betweenness. Sociometry
pp. 35–41 (1977)
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Abstract. The vigorous development of semantic web has enabled the
creation of a growing number of large-scale knowledge bases across vari-
ous domains. As different knowledge-bases contain overlapping and com-
plementary information, automatically integrating these knowledge bases
by aligning their classes and instances can improve the quality and cov-
erage of the knowledge bases. Existing knowledge-base alignment algo-
rithms have some limitations: (1) not scalable, (2) poor quality, (3)
not fully automatic. To address these limitations, we develop a scalable
partition-and-blocking based alignment framework, named Pba, which
can automatically align knowledge bases with tens of millions of instances
efficiently. Pba contains three steps. (1) Partition: we propose a new hier-
archical agglomerative co-clustering algorithm to partition the class hier-
archy of the knowledge base into multiple class partitions. (2) Blocking:
we judiciously divide the instances in the same class partition into small
blocks to further improve the performance. (3) Alignment: we compute
the similarity of the instances in each block using a vector space model
and align the instances with large similarities. Experimental results on
real and synthetic datasets show that our algorithm significantly outper-
forms state-of-art approaches in efficiency, even by an order of magnitude,
while keeping high alignment quality.

1 Introduction

With the rapid development of semantic web in the last decade, especially the
promotion from the Link Open Data (LoD ) project [4], semantic-web data has
reached a considerable scale. A growing number of large-scale knowledge bases
have been created across different domains (e.g., movies1, publications2, Bio-
medical Sciences3), thanks to the semantic web. Knowledge bases have many
real-world applications, such as question answering [8], machine reading [15],
knowledge support [2] and semantic search [1].

1 http://www.douban.com/.
2 http://dblp.uni-trier.de/db/.
3 http://geneontology.org/.
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There are many knowledge bases, e.g., DBPedia [12], Freebase [5], YAGO
[20], generated from different organizations, and they contain overlapping and
complementary information. It is important to integrate different knowledge
bases to improve the quality and coverage of knowledge bases. There have
been extensive studies in integrating them by aligning their common elements
[9,10,13,19]. We can broadly classify existing studies into two categories. (1)
Class Alignment. Traditional knowledge base alignment approaches focus on
finding correspondences between classes, e.g., location and region, movie and
film. (2) Instance Alignment. As the number of instances grows rapidly with the
development of LoD project, the instance alignment attracts increasing atten-
tion, which finds correspondences between instances, e.g., Beijing and Peking,
Napoleon Bonaparte and Napoleon I. As the number of instances (usually tens
of millions) is usually larger than that of classes (usually several thousands),
instance alignment is more challenging than class alignment, and recent studies
focus on instance alignment. In this paper, we also study the instance alignment
problem.

However, existing instance alignment methods have three limitations. (1) Not
Scalable. As modern knowledge bases are becoming larger and larger, it calls for
scalable algorithms. (2) Poor Quality. The integration quality is an important
factor that needs to be considered in algorithm design, and efficient algorithms
cannot be designed at the expense of precision and recall. (3) Not Automatic.
A fully automatic algorithm is more attractive to handle large-scale knowledge
bases.

To address these challenges, we propose a scalable knowledge bases alignment
framework, named Pba. It digs out the main features from knowledge bases and
utilizes them to enable high-quality matchings in three levels—partitions the
classes into moderate size clusters, blocks the instances in each clusters by their
properties, and aligns the instances in the same block. Our approach can address
the three limitations and have major advantages. Firstly, Pba is scalable and
can support large-scale datasets, because we only need to consider the data in
the same blocks and prune those in different blocks, which significantly reduce
the computation cost. Secondly, Pba has good quality, as the data that can be
aligned are usually assigned into the same block. Lastly, our method is a fully
automatic method.

To summarize, we make the following contributions. (1) We propose a scal-
able alignment framework that can automatically align millions of instances
in knowledge bases. (2) We propose a new partition algorithm to divide large
knowledge bases into small ones, which reduces the alignment scale and improves
the performance significantly. (3) We design an efficient blocking algorithm to
divide instances into different blocks. (4) We devise an alignment algorithm
which aligns the data with large similarities. (5) We have conducted extensive
experiments on real and synthetic datasets. Experimental results show that our
algorithm significantly outperforms existing methods in efficiency, even by an
order of magnitude, while keeping high alignment quality.

The rest of this paper is organized as follows. In Sect. 2, we introduce pre-
liminaries and then present the overview of our Pba framework in Sect. 3.
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Sections 4, 5 and 6 discuss the partition, blocking and alignment algorithms.
Experimental results are illustrated in Sect. 7. Finally, we conclude the paper in
Sect. 8.

2 Preliminaries

2.1 Problem Formulation

We use the Resource Description Framework Schema (RDFS 4), which is the W3C
standard for knowledge representation, to define knowledge bases. In the RDFS

model, a fact in a knowledge base is a RDF triple consisting of three components:
subject, predicate, object (abbreviated as SPO ). The subject is an instance which
is represented by a uniform resource identifier (URI ) to denote a real-world entity
or a class which is a category of instances with the same type. The object is a
class, instance, or literal which denotes (1) the category the subject belongs to,
(2) the related real-world object, or (3) a string, date or number to describe the
subject. The predicate is a property or relation which is a binary relation that
holds between two instances or an instance and a literal. Different classes can
be connected by subclass relation which denote one class is a subset of another.
The subclass relations can construct a hierarchy structure. Formally, a knowledge
base can be modeled as an octuple, defined as below.

Definition 1 (Knowledge Base). A Knowledge Base (KB) is an octuple
(C, I,L,R,P, FR,FP,H) where C, I,L,R,P are sets of classes, instances, lit-
erals, relations and properties respectively. FR ⊆ I × R × I is a SPO triple set
of relation-facts where the object is another instance called objectype property
value, and FP ⊆ I × P × L is a SPO triple set of property-facts where the object
is a literal called datatype property value. H ⊂ C×C denotes the subclass relation
between two classes.

Example 1. Figure 1 is a toy example with two KBs. The circle and rec-
tangle nodes represent instances and classes respectively. KB2 contains a SPO

〈Robert Downey,bornIn,USA〉 which describes subject instance Robert Downey

and object literal USA have a relationship bornIn. Subject instance Robert

Downey and object instance The Avengers II have a relationship actedIn.
Triple 〈Robert Downey,typeof,Actor〉 describes instance Robert Downey belongs
to class Actor. The subclassof relation between classes depicts the hierarchical
structure of classes.

Because of the diversity and heterogeneity of KBs , two instances from dif-
ferent KBsmay refer to the same real-world object. The KB alignment process
is to find the matched instance pairs across KBs . We formalized the process as
follows.

4 http://www.w3.org/TR/rdf-primer/.

http://www.w3.org/TR/rdf-primer/
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Fig. 1. A motivation example.

Definition 2 (KB Alignment). Given two knowledge bases KB1, KB2 and a set
of matched object pairs Γ , a KB alignment process is to find the corresponding
instance pairs in KB1 and KB2 with certain confidence. The matching results can
be represented as:

AI(KB1, KB2, Γ ) = {(I1, I2, φ)|I1 ∈ KB1, I2 ∈ KB2, Sim(I1, I2) > φ, φ ∈ (0, 1]}
where I1 and I2 are the instances from KB1 and KB2, Γ is defined as prior
alignment data generated by KB1 and KB2 automatically, φ is the similarity score
as the alignment confidence, and the higher the value is, the more reliable the
alignment is.

2.2 Related Work

Traditional KB alignment approaches focused mostly on aligning the classes, such
as Rimom [13], COMA++ [7] and Falcon [9]. Different from our method, these
approaches can only align classes and do not consider the alignment of instances.

There have been several approaches dealing with large-scale instance align-
ment problem of KB in recent years. Sigma [10] is an iterative propagation
algorithm which leverages both the relations and properties between instances
to align KB in a greedy way, which collectively and jointly aligns the instances
rather than independently. However, Sigma needs to manually select the related
relationships and properties and thus is a semi-automatic method. Vmi [14]
directly uses the vector space model to generate multiple vectors for different
kinds of information contained in the instances, and uses a set of inverted indexes
based rules to get the primary matching candidates. The similarities of matching
candidates are computed as the integration of all the vector distances. However,
the better result can be achieved when all the matching properties and the
ways of fetching values are specified by users. Aria [11] designs an asymmetry-
resistant instance alignment framework which uses a two-phase blocking method
considering concept and feature asymmetries, with a novel similarity measure
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overcoming structure asymmetry. Whereas, the problem is: (1) The class pair
produced by the concept-based blocking is incomplete because of the different
granularity in different KBs . (2) The feature-based blocking algorithm is not
efficient enough for very large KBs . Paris [19] provides a holistic probabilistic
solution to align large-scale KBs . It computes alignments not only for instances,
but also for classes and relations. However, it has poor efficiency and scalability.
Different from existing methods, our algorithm is fully automatic and scalable
while achieving high quality.

3 The PBA Framework

To address the three limitations, we should focus on the following aspects.

Scale Reduction: It is expensive to enumerate every instance pairs, especially
for large knowledge bases. If we can prune most of dissimilar matching pairs, the
alignment process will be accelerated greatly. To this end, we should make full use
of all possible information from KBs . In the partition step, to meaningfully divide
the classes into smaller partitions, we can use the class relations(subclassof
or typeof ) and instance identification information(e.g. RDFS:label property,
foaf:name property or URI ) to calculate the similarity between classes, and prune
the dissimilar instances that fall in different classes. In the blocking step, to pro-
duce blocks of similar instances, we can choose datatype property values or
objectype property values to block the instances with identical property val-
ues. In the alignment step, to compute the similarity between instances, we can
combine the datatype property, objectype property and instance identification
information together to produce the result. We will discuss how to implement
the three steps later.

Matching Quality: There are several cases which prevent us to achieve better
matching quality in KB alignment: (1) the same instances have different names,
(2) different instances have the same name, (3) instances have different gran-
ularities, (4) the same properties have different discriminative power, and (5)
entities with the same type have different number of properties. Besides, format,
unit, case sensitivity, space, abbreviation and typo error etc. will all throw sand
in the matching process. Our methods should consider these problems and find
a perfect solution.

Prior Alignment Data: By looking through the information provided within
KBs prior alignment data can be obtained in the following ways: (1) URI . If
two instances have the same URI , we can take them as the same entity. (2)
Owl:sameAs. This term is defined as: two URI references actually refer to the
same thing. We can directly take an instance pair with owl:sameAs relation
as a prior match. (3) Exact-string. This is done by looking for entities with
the same string representation (with minimal standardization such as remov-
ing capitalization and punctuation). (4) Owl:InverseFunctionalProperty. IFP is
the most discriminative properties which can uniquely determine its subject
instance with respect to the object value in a fact, and two different instances



420 Y. Zhuang et al.

with the same value in the IFP can be inferred to be the same entity. (5) IFP .
Many KBs do not identify IFP explicitly. However, we can acquire IFP by the
inference according to its definition.There may be absence of URI , Owl:sameAs,
or Owl:InverseFunctionalProperty in KBs , but every KB can calculate its exact
matching and IFP with each other. Therefore we can always obtain a number of
prior alignment data. How to get enough prior data with high quality and max-
imize the value of these prior data to improve the matching process is another
challenge. Note that prior data can be only used as initial aligned data but not
the ground truth.

Fig. 2. Overview of the Pba framework. (The circles in the partition box represent
classes and the blocks in the blocking box represent the instances belonging to the
classes)

Based on these aspects, we propose a partition-and-blocking based alignment
framework. The process of Pba is shown in Fig. 2.

Step 1 - Class Partition: It takes the classes of two KBs as inputs, and outputs
a set of matched partition pairs. The process calculates the prior alignment
data and applies them to divide the classes into a set of partitions, so that the
similar classes are in the same partition, while classes in different partitions are
dissimilar, and it also reduces the influence of name property in matching quality
problems.

Step 2 - Instance Blocking: It takes the instances belonging to the same
partitions derived from step 1 as inputs, and outputs a set of matched instances
pairs. The process iteratively enumerates the matched property values generated
by the prior alignment data to block the input instances. The blocking method
can minimize the impact of the properties with different discriminative power,
and mitigate the influence of different number of properties in two KBs .

Step 3 - Instance Alignment: It takes the instances in each block generated
in step 2 as inputs, and outputs a set of matched instance pairs with confidence.
The process prunes the redundant properties and relations, and designs an elab-
orate algorithm comprehensively considering name, properties and relations of
an instance to compute the final similarity score.

Our framework divides the alignment process into three parts, which makes
full use of the information in KB to make the alignment more efficient. The detail
of the algorithm will be discussed in the following sections.
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4 The Partition Algorithm

Traditional class partition methods compute the similarity between classes by
textual similarity (e.g., edit distance functions of name descriptions), or struc-
ture similarity (e.g., the hierarchical structure of the classes), or the combination
of the two with different weights. However, for two heterogeneous KBs, the struc-
tures and the names may be totally different, and thus existing methods will lose
their power. In our partition process, we use the prior alignment data to address
these problems. We first define the similarity measure between any two classes
from different KBs .

Definition 3 (Class similarity). Given two classes C1 and C2 from two
KBsrespectively, we denote the number of their matched instances as NI(C1, C2),
denote the number of instances in C1 as |C1|. We use Jaccard to evaluate their
similarity as:

sim(C1, C2) =
NI(C1, C2)

|C1| + |C2| − NI(C1, C2)
. (1)

The class partition method considers the correlation of classes in two KB

according to the class similarity, and partitions the classes mutually to achieve
high cohesiveness within the same partitions and low relevancy between different
partitions. After partitioning, instances from different partitions will be pruned
and thus this method can improve the performance.

The class partition problem can be converted into weighted bipartite graph
division problem. We first introduce the definition of weighted bipartite graph
of KB .

Definition 4 (Weighted bipartite graph). Given two knowledge bases KB1
and KB2, the weighted bipartite graph of KB is represented as BG = (X, Y, E,W),
where X, Y are two sets of nodes where classes in KB1 are the nodes in X and
classes in KB2 are the nodes in Y, X ∩ Y = ∅. E = {(vi, vj)|vi ∈ X, vj ∈ Y } is a
set of edges between class nodes. W is a weighted edge matrix, where wij is the
class similarity between two class nodes vi and vj calculated by Definition 3.

The objective of BG division is to partition the graph into a number of sub-
graphs which maximizes the edge weight in each subgraph and minimizes the
edge weight between subgraphs. This is similar with the goal of class partition.
Hence, the method of weighted bipartite graph division can be used to solve the
class partition problems.

Example 2. The left part of Fig. 3 is a BG before partitioning derived from
the motivation example. The classes film, person, location and etc. in the
rectangle represent the nodes of BG. The gray rectangles are the nodes in X, and
the white rectangles are the nodes in Y. The connection between the nodes is the
edge of BG, and the thickness represents the weight. If we can divide the BG into
several parts as the right part of Fig. 3 we will get the partitions of the classes.
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Fig. 3. A class partition example.

The BG division problem is NP-hard, and there have been several methods
to solve it [3,6,18]. However, most of them have high computational complexity.
As our goal is not to match each class pair, it is unnecessary to strictly follow
the rule of high cohesiveness and low coupling. The conditions are met when
similar classes can be found in one partition. Therefore, the partition process
can be simplified. We propose a simple but scalable hierarchical agglomerative
co-clustering algorithm, named Hacc, based on the traditional Hac algorithm
in a bottom-up fashion. We extend it for BG division problem with bi-directional
hierarchical clustering in the same time. The data structure of a partition used
in this algorithm is described as a quadruple (id, first, second, totalvalue) where
id is a identifier of this partition; first is a set to save the classes in this partition;
second is a map recording the related partitions in another KB whose keys are the
class identifiers belonging to the related partitions and values are the similarity
score; totalvalue is the sum of all the values of second. As shown in Algorithm 1,
the proposed Hacc algorithm proceeds in three stages:

Initialization: The algorithm accepts the classes of KB1 and KB2 and generates
a similarity matrix by the prior alignment data (line 2). This stage starts from
initializing a priority queue to cache the class partitions ordered by the total-
value in a descending order. The partition can be generated by the BG , and the
initialization stage constructs the bottom level of the partition hierarchy. Each
node represents its own partition which produces n partitions in the priority
queue (line 3).

Hierarchical co-clustering: This is the main stage of the Hacc algorithm and
is designed to mutually cluster the partition hierarchy. The algorithm iteratively
merges the partitions from the priority queue according to the similarity measure
θ. The process will terminate until either the number of partitions in the queue
reaches 1 or there is no possibility to merge more partitions (lines 4–7).

Partition pairs generation: The final stage generates the matching partition
pairs according to the merging result (line 8). As many instances in a partition
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Algorithm 1. Hacc(C1, C2, Γ, θ, τ)
Input: C1, C2 : Classes for matching; Γ : Prior alignment data; θ : Similarity

Threshold; τ : Partition size threshold
Output: P : Set of matched partition pairs

1 begin
2 W = GenerateClassSimMatrix(Γ ); BG = GenerateBG(C1, C2,W );
3 Q1

lower = GenerateQueue(BG, C1); Q2
lower = GenerateQueue(BG, C2);

4 while Q1
lower.size() > 1 and Q2

lower.size() > 1 do
5 MergeClasses(Q1

lower, Q
2
lower, θ); MergeClasses(Q2

lower, Q
1
lower, θ);

6 if Q1
lower and Q2

lower do not change then
7 Break;

8 P = P⋃GeneratePartitionPairs(Q1
lower, Q

2
lower);

9 for each partition pair < P1, P2 >∈ P do
10 if P1.getInstance.size() ≥ τ or P2.getInstance.size() ≥ τ then
11 θ = θ × σ; P \ 〈P1, P2〉;
12 Hacc(P1, P2, E , θ, τ);

will lead to higher computation costs in the following steps, these partitions will
repeat the partition process in a recursive way until the size of each partition is
less than the specified threshold (lines 9–12). After these steps, the final set of
partition pairs will be returned.

The computational complexity is linear with the number of classes. The com-
plexity analysis and the details of the algorithm are provided in our technical
report5.

5 The Blocking Algorithm

The partition algorithm can effectively reduce the matching scale. However, it
is still too expensive to make pairwise comparisons among all instances in the
partition of very large KBs . Blocking is a common method of grouping similar
instances into blocks to reduce the number of comparison. Traditionally, records
are grouped together by shared properties, called blocking keys. Similarly, in
KBs alignment problems, the instances from different KBs are grouped into blocks
by shared values of properties or relations which indicate possible matching.
These values or their variants are called blocking key values (BKVs ). Appropriate
BKVs will benefit the blocking process. However, it is hard to choose any fixed
collection of values of properties or relations beforehand, especially when dealing
with very large KBs . Thus, an elaborate and scalable blocking method should
be introduced into the large-scale alignment problems.

We extend the dynamic blocking algorithm [11,16] to overcome the difficulties
by dynamically adjusting the BKVs at execution time rather than fixing them.

5 http://dbgroup.cs.tsinghua.edu.cn/ligl/pba.pdf.

http://dbgroup.cs.tsinghua.edu.cn/ligl/pba.pdf
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Algorithm 2. DynamicBlock(〈I1, I2〉, Γ ′, key, t)
Input: I1, I2: Instance sets from partitions; Γ ′: Set of prior alignment pairs;

key : Set of selected blocking key values; t : Block size threshold
Output: B: Set of blocking pairs

1 begin
2 Initialize(J );
3 for each feature f ∈ Γ ′ do
4 〈J1, J2〉 = GenerateBlockWithBKV( f );
5 if |J1| = 0 or |J2| = 0 then Γ ′ = Γ ′ \ { f } ;
6 else J = J ∪ { 〈f, 〈J1, J2〉〉 } ;

7 for each element ele ∈ J do
8 if ele.f /∈ key then
9 if |J1| > t or |J2| > t then

10 key = key ∪ { f };
11 DynamicBlock(〈J1, J2〉, Γ ′, key, t)
12 key = key \ { f };

13 else B = B ∪ (J1 × J2) ;

The basic idea is to dynamically select different BKVs shared by two KBs to pro-
duce blocks until the size of each block is less than a specified value. Traditional
dynamic blocking algorithm either requires a total order of properties or arbi-
trarily enumerates all possible combinations of BKVs to iteratively block the
instances to a proper size in a recursive way. Nevertheless, in large-scale KBs , it
is hard to get a total order of properties beforehand, and it is also intractable to
enumerate all possible combinations of BKVs because of the high computation
complexity of recursive processes. To address these limitations, we proposed a
modified dynamic blocking algorithm as shown in Algorithm2.

The algorithm first initializes an empty set J to store the map which uses
BKV as key and the block generated by this BKV as value (line 2). Subsequently,
a block is generated by each feature in the set of prior alignment pairs (lines
3–4). If the feature is not related to the instance, we will filter the feature from
the prior alignment pairs (lines 5–6). Otherwise, the feature together with the
block it generates will be recorded in the set J (lines 7–8). Then, for each BKV

and block pairs in J , if the number of instances is larger than a threshold we will
recursively call the dynamic blocking process with the blocking pairs and prior
data generated before (lines 9–14). Finally, the blocking pairs are recorded to
produce the set of blocking pairs as output (lines 15–16). In our implementation,
the irrelevant BKVs will be deleted and the BKV with its block will be stored
before each recursion. As the number of possible BKVs decreases significantly
along with the blocking progress, the computation complexity will be greatly
reduced.
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6 The Alignment Algorithm

The vector space model (Vsm) [17] can be used to align the instances in the
same block [14]. However, we can not apply it directly because: (1) The number
of properties of an instance in one KB may be much larger (or smaller) than that
in another KB , which will lead to mismatching when we match instances with
quite different number of properties. (2) The Vsm model uses dot product to
compute the vector similarity which ignores the relative order, whereas different
properties with the same value can not be arbitrary regarded as being matched
in instance alignment. For example, the birthplace of a person is same to the
deathplace of another person can not be used as matching evidence. Some state-
of-art methods solve the problem with human-computer interaction while we
provide an automatic way based on a modified Vsm method. Before introducing
the details, we first give the definition of relation similarity as follows:

Definition 5 (relation similarity). Given two relation sets R1 and R2 from
KB1 and KB2 respectively. We denote the SPO triples in KB1 as r1(x, y) where
r1 ∈ R1 and x is the subject of r1 and y is the object of r1, and the SPO triples
in KB2 as r2(x′, y′) which r2 ∈ R2 and x′ is the subject of r2 and y′ is the object
of r2. We still use Jaccard to define the relation similarity:

sim(r1, r2) =

N(r1(x, y) ∩
x=x’,y=y’

r2(x
′, y′))

N(r1(x, y) ∪ r2(x′, y′))
. (2)

The numerator equals to the number of the intersection of triples from two
KBswhere both the subjects and objects are matched simultaneously according
to relations r1 and r2. The matched subjects and objects can be directly calcu-
lated by the prior alignment data, and the matched relation pairs can be chosen
by finding the maximum relation similarity in the KB with less relations. Simi-
larly, if we change the object into literals with exact matching, we can define the
property similarity and the matched property pairs. The relation/property pairs
can be used to overcome the shortcomings of Vsm, and the detailed process of
the instance alignment in our framework can be represented as follows.

Relation/Property Selection. Calculate the relation and property similarity
and get the relation and property pairs through prior alignment data and exact
matching literals.

Vector Construction. Build three vectors to represent the instances in each
block. Name vector, denoted as V name, consists of terms segmented from the
instance identification information and eliminates the stop words. Property vec-
tor, denoted as V prop, consists of datatype properties according to the property
pairs calculated by the property similarity. Relation vector, denoted as V rela,
consists of the objectype properties according to the relation pairs calculated by
the relation similarity.

Weight Calculation. To evaluate the significance of terms in a vector, the
prevalent tf-idf (term frequency - inverse document frequency) measure is used
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in this method to assign each vector component a weight according to their
importance.

Candidate Selection. To reduce the computation cost, three inverted lists are
used to prune dissimilar pairs.

Similarity Computation. According to the Cosine similarity measure,
the similarity of name vector from two KBs is Sim(V 1

name,V
2
name) =

1
W1W2

∑n
t=1 w1t · w2t. Where w1t and w2t are the weight of the components

of the name vector, and W1 =
√∑n

t=1 w2
1t, W2 =

√∑n
t=1 w2

2t. Similarly, we can
compute the similarity of property vector Sim(V 1

prop,V
2
prop) and the similarity

of relation vector Sim(V 1
rela,V

2
rela). The final similarity consists of two parts.

One is the similarity of the instance itself which is called static similarity. It is
defined as Simstatic = (1−α)Sim(V 1

name,V
2
name)+αSim(V 1

prop,V
2
prop), where

α ∈ [0, 1] is a tuning coefficient between the name vector and property vector.
The other is the similarity of its neighbors Simneighbor = Sim(V 1

rela,V
2
rela).

Therefore, the final similarity between instances in each blocks can be repre-
sented as Sim = (1 − β)Simstatic + βSimneighbor, where β ∈ [0, 1] is a tuning
coefficient between the static similarity and the neighbor similarity. The final
similarity shows how much we trust the matching result.

7 Experiments

In this section, we report experimental results. To evaluate the performance of
our approach, we conducted two set of experiments utilizing synthetic and real-
world datasets with different sizes. We compared the state-of-the-art algorithm
Paris. We also compared with exact-matching which calculated the similarity
based on instance names.

7.1 Experiment Setup

Experimental Environment: All the programs were implemented in Java 8
and the experiments were run on the Ubuntu machine with Intel(R) Xeon(R)
CPU E5-2670 2.60 GHz processors and 128 GB memory.

Datasets: We compare the quality of different methods using the standard
metrics of precision, recall, and f-measure which can be computed based on
the returned results to the ground truth. We choose the iimb benchmark of
Oaei6 and the large-scale Yago-DBPedia dataset7. The iimb benchmark pro-
vides OWL/RDF data about films, actors, and locations. YAGO and DBPedia
are two famous large-scale KBswith a rich schema structure. Both YAGO [20]
and DBPedia [12] are available as lists of triples from their respective websites.
Table 1 presents the statistics information of the two datasets.

6 http://oaei.ontologymatching.org/.
7 http://webdam.inria.fr/paris/.

http://oaei.ontologymatching.org/
http://webdam.inria.fr/paris/
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Table 1. Datasets

Dataset � Instance � Classes � Properties

YAGO 3.03M 360K 70
DBPedia 2.49M 0.32K 1.2K
IIMB 12.6K 0.2K 24

Table 2. Matching results (minutes for time).

Dataset System Precision Recall F-measure Time

IIMB PBA 98.3 92.5 95.3 0.03
PARIS 99.6 91.6 95.4 0.06
Exact 100 25.2 40 0.01

Yago- PBA (Single) 95 72.3 82.1 48
DBPedia PBA (Four) 95 72.3 82.1 23

PARIS (Single) 93.6 71.7 81.2 748
PARIS (Four) 93.5 72.5 81.6 499
Exact 95.5 56.2 70.8 <1

Parameter Setting: Unless stated explicitly, parameters were set as follows
by default: The prior alignment data comes from IFP method. The similarity
threshold in the partition process θ = 0.01, and the partition size threshold τ =
500k. The block size threshold in the blocking process t = 1000. The coefficient in
the alignment process α = 0.25 and β = 0.25. The experiments in the parameter
analysis section will discuss how to set the parameters.

7.2 Benchmark Test

We first run experiments on iimb dataset. The matching result is shown in
Table 2. In this experiment, the exact-matching method achieves an f-measure
of 40% in 1 s, and Paris converges after just 3 iterations in 4 s which achieves
an f-measure of 95%. Whereas our method achieves an f-measure of 95% in 2 s.
The results show that Pba generates considerable matching results compared
with Paris but less time consuming and gets much better results than exact-
matching method on the benchmark test. Note that Pba gets a slightly lower
precision than the other two methods. By analyzing the false matchings in the
results, we find out that some instances with few descriptions and neighboring
information are modified quite a lot in their properties and relations by the
Oaei, which produces more impact on the local collective approach used in our
alignment process than the multiple rounds iteration algorithm in Paris.

7.3 Real-World Dataset

Our design objective is to align comprehensive large-scale KBs in an efficient and
automatic way. Yago and DBPedia which are located at the core position in
LoD project can give full play to our algorithm’s performance. We compare Pba
with Paris in single thread version and four-threads version, and run Paris
for 4 iterations until convergence. The precision of the instance matching is
simply determined by comparing the URIs of the entities. To compute recall,
we count the number of instances that the two KBs have in common. As the
result, the two resources share more than 1.42 million entities, and Paris can
map them with a precision of 93.6% and a recall of 71.7% in 748 min in single
thread version, while Pba achieves a precision of 95% and a recall of 72.3%
in 48 min. Compared to Paris method, Pba increased precision by 1.4% and
recall by 1.6%, and decreased processing time by more than 15 times. Similarly,
in four-thread version, Pba also outperformed Paris in precision and recall while
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achieving 20 times faster. Examining the few remaining alignment errors revealed
the following reasons: (1) Most errors were caused by very close related instances.
Taking the mismatching Liborio Romero to Perro Aguayo Jr as an example, both
of them are Mexican boxers born on the same day while Pba matches them by
mistake. (2) Some errors were caused by the instances of different granularities
in different KBs . Such as Voorderweert and Sint Amands which are the province
and municipality in the same area of Belgium. Pba matches them even if they
are different in URI . (3) Some errors were caused by the redirection references
of Wikipedia. By crawling the website of Wikipedia, we get more than 16 K
redirection references which ought to be correct indeed.

7.4 Tuning Parameters

Each process of Pba has a set of parameters. We analyze the performance of
Pba in different parameters settings. The following analysis is made on the Yago-
DBPedia dataset. Except the discussed parameter, the rest parameters are set
to the default value.

Prior Data Switch Variable. First, we check the performance of Pba with
different type of prior data computation. The result is shown in Figs. 4(a) and
5(a). It is obvious that the best one is URI . However, because every instance has
a URI in our datasets and we use them as the matching standard, URI can not
be used in our method. We notice that the precision of URI is not 100%. That
is because Pba can recognize redirection pairs as a match, while they are not be
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Table 3. The tradeoff coefficient.

Parameter Precision Recall f-measure

β = 0, α = 0 93.5 67.9 78.6

β = 0, α = 1 89.4 66.6 76.3

β = 1 91.7 66.4 77

Table 4. Evaluation for partition and
blocking.

Dataset RR PC f-measure

IIMB 99.9 97.2 98.5

YAGO-DBPedia 99.9 89.1 94.2

included in the gold standard. Although IFP takes several minutes longer than
exact-string, the alignment quality is much better than it. This is because in
the large-scale real-world datasets, there are so many instances with duplicated
names. Therefore, we adopt IFP as the default setting.

Similarity Threshold θ. From Fig. 4(b), we find that the matching quality is
quite similar with the parameter varying from one thousandth to five percent,
whereas the elapsed time is quite different in Fig. 5(b). Too small similarity
threshold will lead to more class merging process and large similarity threshold
will lose more useful information for matching. Both situations will cause higher
computation cost. Therefore, This parameter is used to control the computa-
tional complexity, and the elapsed time should be the main consideration when
choosing the value of this parameter.

Block Size Threshold t. Similar to the similarity threshold θ in the partition
process, block size threshold t is another important parameter which is used to
control the computational complexity in the partition blocking period according
to Figs. 4(c) and 5(c). Too small block size will lead to more iteration times in
the blocking algorithm, whereas larger block size will reduce the recall. We chose
1000 as the default value for the Yago-DBPedia dataset.

Tradeoff Coefficient α and β. According to Table 3, it will lead to a decline in
both precision and recall when we only consider name similarity (β = 0, α = 0),
property similarity (β = 0, α = 1), or relation similarity (β = 1) respectively. It
is convinced that all three vectors constructed in the instance alignment process
are very important in finding alignment pairs. The precision does not drop as
much as recall because each block contains very limited amount of instances,
and they are quite similar after the partition and blocking processes.

7.5 Evaluation for Partition and Blocking

We evaluate the efficiency and effectiveness of partition and blocking process. Here
we use reduction ratio (RR) and pairs completeness (PC ) as evaluating indicators.
The reduction ratio measures the relative reduction in the comparison space of
the partition and blocking process. Pairs completeness corresponds to the upper
bound of recall. The blocking size threshold t in iimb test is set to 50, while in
YAGO-DBPedia, 500. As shown in Table 4, our partition and blocking methods
show nearly perfect RR in both datasets. PC is relatively low in YAGO-DBPedia
test, and this is because of the complexity of the class structure as well as properties
and relations in the large-scale KB . This also explains the low recall of our Pba
framework. To further improve the recall is one of our research directions.
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7.6 Discussions

The experiments show that compared to Paris, the proposed method obtains
a comparable matching quality but more efficiency on the Oaei benchmark
datasets and the real-world KBswith millions of entities. Because larger KB can
be partitioned into proper size with negligible costs in the partition process (the
partition process only take up to 2% of the total time), the scalability is also
very good especially in the parallel computation mode. As we mentioned above,
the blocking process is the most time consuming part of the whole process (it will
take up to 85% of the total time). The complexity of Pba approximately can be
deemed as equaling to the number of the block pairs because the computation
in each block will be a constant value if we choose a fixed and small enough
block size.

8 Conclusion

In this paper we present a scalable framework Pba for the alignment of large-
scale knowledge bases. Pba takes full use of the prior alignment data and
utilizes the comprehensive information of the KB to achieve high-performance
matching. It reduces the matching space with elaborate partition and block-
ing algorithms. The experimental results on synthetic datasets from Oaei and
large-scale datasets from real-world prove that our method outperforms state-of-
art approaches and is very suitable as a powerful alignment tool for large-scale
knowledge bases.
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Abstract. Knowledge graphs are playing an increasingly important role
for many search tasks such as entity search, question answering, etc.
Although there are millions of entities and thousands of relations in
many existing knowledge graphs such as Freebase and DBpedia, they
are still far from complete. Previous approaches to complete knowledge
graphs are either factor decomposition based methods or machine learn-
ing based ones. We propose a complementary approach that estimates
the likelihood of a triple existing based on similarity measure of enti-
ties and some common semantic patterns of the entities. Such a way of
triple estimation is very effective which exploits the semantic contexts of
entities. Experimental results demonstrate that our model achieves sig-
nificant improvements on knowledge graph completion compared with
the state-of-art techniques.

Keywords: Knowledge graph completion · Entity semantic similarity ·
Knowledge graph

1 Introduction

In recent years, a number of large-scale knowledge graphs such as DBPedia [1],
Freebase [2] and YAGO2 [22] have been created. Some (e.g., Googles Knowl-
edge Graph and Microsoft Bings Satori) have been applied in search engines
to support important search tasks such as entity search and question answer-
ing. Facts in those knowledge graphs are usually expressed in the form of triple
< subject, predicate, object > (denoted as < s, p, o > in short). Although many
of these open domain knowledge graphs are very huge in terms of massive enti-
ties and relations contained, they are still incomplete on both entities and their
relations. For example, 75 % persons in Freebase lack nationality information [4].
This somehow affects the wide and effective applications of knowledge graphs.
Therefore, the study on knowledge graph completion is important and necessary.

Knowledge graph completion can be generally described as to estimate the
probability of a triple < s, p, o > which do not appear in a knowledge graph,
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given s, p, and o existing individually in the knowledge graph. Traditionally, peo-
ple address this problem by building models to predict a triple using the whole
facts of the knowledge graph. A number of tensor-based methods have been
recently proposed [5,6,9,17,18] in which the knowledge graph is modeled as a
tensor. Triple prediction is then achieved through the factorization of adjacent
tensor. Existing triples in knowledge graphs are treated as positive examples, and
those non-existing triples are treated as negative ones according to closed-world
assumption. However, it is observed [9] that the closed-world assumption is inap-
propriate. Krompass et al. [9] therefore propose a local closed-world assumption
which improves the prediction accuracy.

Another fold of approaches for knowledge graph completion is to convert
both entities and relations of the knowledge graph into low-dimensional vectors
[3,11,12,21,25]. Since TransE does not work well for 1-to-N, N-to-1 and N-to-N
relations , other methods such as TransH [25], TransR [12] and PTransE [11] are
also proposed in this stream of work. However, both tensor-based approaches
and vector-based approaches rely on the training data that may be hard to
achieve (for negatives). Moreover, the implicit nature of such approaches makes
it hard to debug why they do not work well for entities and relations of particular
domains.

In this paper, we propose a model to effectively estimate the likelihood of a
triple < s, p, o > according to the semantic contexts of s and o. The intuition
of the proposed solution is “If s is similar with s′ and < s′, p, o > exists, then
it is likely that < s, p, o > may also exist. Similarly, if o is similar with o′ and
< s, p, o′ > exists, then it is likely that < s, p, o > may also exist.” The problem
is then how to effectively define the similarity between entities based on their
semantic contexts, and how to estimate a triple based on the similarity measures
of entities. The main contributions of the paper can be summarized as follows:

– We propose a similarity measure of two entities based on their semantic con-
texts.

– We design an effective model to estimate the likelihood of a missing triple.
– We conduct extensive experiments on two public datasets. The results show

that the proposed model significantly outperforms the state-of-the-art tech-
niques.

The rest of the paper is organized as follows: Sect. 2 gives a related work
study. Section 3 introduces the solution. Experimental study is given in Sect. 4,
followed by the conclusion given in Sect. 5.

2 Related Work

There are three typical representation models for knowledge graphs: graph based
model, tensor based model and low-dimension vector model. The first one sim-
ply treat the whole knowledge graph as a graph. The intuition of our model is
inspired by SimRank [8]. However, SimRank does not take semantic contexts into
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account when evaluating the similarities of entities. It merely computes the sim-
ilarity score between two objects based on the topology structure of the graph.
Moreover, the computational complexity of SimRank is quite expensive. Tong
et al. [24] propose an efficient algorithm for SimRank. However, the relations
among entities are still ignored. There are also some related studies considering
the labels of edges/paths when evaluating the similarity of entities [7,13,23]. For
example, Sun et al. [23] propose a measure named PathSim to evaluate the simi-
larity between two entities under a certain semantic path. However, users should
specify the paths in advance which is not suitable for knowledge graph with
the abundant types of relations and entities. Another work PRA [10] employs
relation paths for inference on knowledge graphs. It has beed applied in Knowl-
edgeVault [4].

Tensor based model regard a knowledge graph as a tensor. A score for none
existing triples in a given knowledge graph could be obtained through the tensor
factorization algorithms in [5,6,9,17,18]. Take RESCAL [17] as an example,
knowledge graph is modelled as a tensor. Two ways refer to the entities, the
other way to the relations. When a triple < s, p, o > holds in knowledge graph,
the value corresponding to s, p, o is 1, and 0 otherwise. RESCAL decompose
the tensor into a matrix and a low-dimension core tensor. They can be used to
do link prediction. Unfortunately, the computational cost is too high and the
memory requirements are also high especially for knowledge graph with millions
of entities and thousands of relations.

Recently, with the development of representation learning, a lot of works
[3,11,12,21,25] regard both entities and relations in knowledge graph as a low-
dimensional vector. All these work are inspired by [14]. Take TransE [3] as an
example. The learning score function of TransE is

f(s, p, o) = ||s + p − o||22 (1)

To learn vector representation for the entities and relations in knowledge graph,
TransE minimize f(s, p, o) if the triple < s, p, o > exists, and maximize otherwise.
The relations could be classified into four classes. A given relation is 1-to-1 if
a subject entity can map to at most one object, such as capital, spouse. 1-to-
N means a subject could map to many objects. N-to-1 means many subjects
could map to the same one object, such as birthplace. N-to-N means many
subjects could map to many objects, such as starring. TransE works well to
1-to-1 relations but is not suitable for 1-to-N, N-to-1 and N-to-N relations. The
reason is that replacing subject or object to generate negative examples is valid
only for 1-to-1 relations.

Both tensor-based approaches and vector-based approaches need to construct
a model using the whole graph, which becomes very expensive once the graph
reaches certain size. What is more, some work such as [21] requires to build a
model for each relation. Moreover, the interpretability of these methods are not
strong since all the reasoning mechanism is implicit.

Another family of knowledge graph completion solutions are based on induc-
tive logic programming. Various inductive logic programming methods such as
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FOIL [19], Progol [16] and Claudien [20] can be applied. For example, FOIL
learns Horn clauses which cover all positive examples but none negative ones.
Due to the huge search space, the computational complexity is extremely high.

3 Our Model

3.1 The Basic Idea

An knowledge graph is a directed edge-labeled graph denoted as K =
{E,U,L, τ}, where (1) E is an entity set, (2) U ⊆ E × E is a set of directed
edges, (3) L is a set of edge labels (predicates), and (4) τ : U → L is a mapping
function defines the mappings from the edges to the labels. Each label represents
a relation between two entities. For example, τ(s, e) → l (also can be represented
as an triple < s, l, e >), where s ∈ E, e ∈ E, l ∈ L, < s, e >∈ U , means that
there is a relation, the predicate l, between entities s and e. We use l−1 to repre-
sent the reverse relation of the label l. For example, a triple < s, l, e > can also
be represented as another triple < e, l−1, s >.

To evaluate the likelihood of a triple < s, p, o >, the basic idea is to use local
semantic contexts determined by < s, p, o >. Specifically, to evaluate whether s
satisfies a pattern < x, p, o >, we will compute the similarity of entities satisfying
pattern < x, p, o > with the entity s. The higher the similarity, the more likelihood
that the fact < s, p, o > holds. Similarly, to evaluate whether o satisfies a pattern
< s, p, x >, we will compute the similarity of entities satisfying pattern < s, p, x >
with the entity o. To be more specific, in the running example of Fig. 1, to estimate
the probability of fact < Catch Me If Y ou Can, starring, Tom Hanks >, we
compare the similarities between Catch Me If Y ou Can and the other movies
where Tom Hanks played in. On the other way, we also compare Tom Hanks
with other actors played in Catch Me If Y ou Can. The greater the similarity,
the more likely Tom Hanks played in Catch Me If Y ou Can.

Fig. 1. A running example

To facilitate the introduction of our solution, we first give some relevant
definitions as follows.
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3.2 Definitions of Common Semantic Pattern

Given two entities, if they are similar, there must be a few of common features
shared between them. For example, Forrest Gump and The Terminal, we say
they are similar because they are films in which Tom Hanks played. We apply
the concept semantic pattern to define such common features.

Definition 1 (Semantic Pattern). A semantic pattern in a knowledge graph
K is composed of an anchor entity node ea, and a predicate p. It is denoted as
π = ea : p.

A semantic pattern (SP) is used to represent a set of target entities (defined
in the Definition 2) having the relation p with the same anchor entity ea. For
example, to express the movies where Tom Hanks played a role, we can utilize
the semantic pattern π1 = Tom Hanks : starring−1, where Tom Hanks is the
anchor entity, and the predicate starring−1 is the relation between the target
entities of π1 and the anchor entity Tom Hanks. Note that −1 indicates the
direction of relation (predicate) where the anchor entity serves as an object.
Another semantic pattern π2 = Movie : type−1 means a set of entities whose
type is Movie. A semantic pattern exhibits the common feature of the target
entities.

Definition 2 (Target entity). If an entity e has a relation p with the anchor
entity ea. We say e is a target entity of π = ea : p which is denoted as e |= π.

The set of target entities of a semantic pattern π = ea : p is denoted as
E(π) = {e|e |= π}. For example, the set E(π1)={Catch Me If Y ou Can,
Saving Private Ryan, Forrest Gump} in the running example of Fig. 1.

Actually, each entity in knowledge graphs may satisfy many semantic pat-
terns. For example, in the Fig. 1, Tom Hanks |= π3, Tom Hanks |= π4,
Tom Hanks |= π5, Tom Hanks |= π6, Tom Hanks |= π7 where π3 =
Forrest Gump : starring, π4 = Actor : type−1, π5 = United States :
birthplace−1, π6 = The Terminal : starring, π7 = Saving Private Ryan :
starring. We use Φ(e) to represent the set of semantic patterns where the entity
e satisifies and Φ(Tom Hanks) = {π3, π4, π5, π6, π7}.

If two entities satisfy the same semantic pattern, they will be similar
with each other to some extent. However, if they do not have any common
semantic pattern, they may also be similar with each other. For example,
Steven Spielberg and Robert Zemeckis are similar because Robert Zemeckis
directed Forrest Gump and Steven Spielberg directed The Terminal, and the
two movies have the same actor Tom Hanks. That is to say, Forrest Gump and
The Terminal are similar and the similarity propagate to Steven Spielberg and
Robert Zemeckis.

With the above definitions, an important issue is then how to define the sim-
ilarity between entities, based on the semantic contexts determined by common
semantic patterns.

To facilitate the understanding of the concepts and solution, we show some
frequently used notations in Table 1.
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Table 1. Frequently used notations

Notation Description

K = {E, U, L, τ} A knowledge graph

π = ea : p A semantic pattern where ea is an anchor entity and p is a
(directed) predicate

E(π) = {e|e |= π} The set of target entities satisfying the semantic pattern π

Φ(e) The set of semantic patterns where the entity e satisifies

P (e) The set of predicates of the entity e

sims(a, b) The direct similarity score of two entities determined by SP

simp(a, b) The propagated similarity score of two entities

3.3 Similarity of Entities

The semantic similarity of two entities consists of two parts: one is acquired by
their common semantic patterns denoted as sims(a, b); and the other is propa-
gated through the same relation from the similar entities denoted as simp(a, b).

With respect to sims(a, b), the more common semantic patterns shared by
entity a and b, the more similarity they will have. However, the weight of each
common semantic pattern is different. Borrowing the idea of inverse document
frequency in information retrieval, we term it as inverse semantic pattern fre-
quency. The idea is that general semantic patterns are not as useful as non-
frequent semantic patterns in computing the similarities of entities. We define
the weight of an semantic pattern π as 1

log(1+|E(π)|) where |E(π)| is the number
of target entities of π. Note that for each semantic patterns π in the knowledge
graphs, |E(π)| > 1.

sims(a, b) =

∑

π∈(Φ(a)∩Φ(b))

1
log(1+|E(π)|)

√|Φ(a)||Φ(b)| (2)

Besides the direct similarity determined by local semantic contexts of entities,
we need also measure the propagated similarity of entities, which is defined as:

simp(a, b) =
∑

p∈(P (a)∩P (b))

∑

a′|=a:p

∑

b′|=b:p

sims(a′, b′)

|E(a : p)||E(b : p)| (3)

where P (a) and P (b) are sets of predicates of a and b respectively. According to
the definition, the propagated similarity is aggregated from pairs of entities that
share the same predicate to the two entities a and b.

Finally, the similarity between two entities is evaluated as the weighted sum
of the two parts:

sim(a, b) = α · sims(a, b) + (1 − α) · simp(a, b) (4)

where α is the parameter tuning the weight.
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3.4 The Overall Solution

Our goal is to obtain the likelihood of a triple < s, p, o >. The intuition of our
method is to calculate the similarity between entity s and other entities s′ who
has a relation p with o, which means s′ |= o : p−1. We also take into account
of the similarity between o and o′ which has a relation p with s, which means
o′ |= s : p. Finally, we define the probability from two directions of a triple,
by considering the likelihood of s |= o : p−1, as well as that of o |= s : p. For
evaluating the probability score of a triple < s, p, o >, we optimistically choose
the maximal similarity score computed from the two directions.

score(< s, p, o >) = β · max
o′∈E(s:p)

sim(o′, o) + (1 − β) · max
s′∈E(o:p−1)

sim(s′, s) (5)

which is also a weighted sum (determined by the parameter β) of the two parts.
Note that the likelihood of a triplet is not normalized, which does not affect the
effectiveness of triple prediction because it is a relative measure. We denote our
method as LSCS for short.

4 Experiments

Our model is evaluated on two widely used knowledge graphs: WordNet [15] and
Freebase [2]. We adopt three datasets (their statistics are given in Table 2) and
conduct three tasks to evaluate our model.

Table 2. Statistics of the data sets

Dataset #Relation #Entities #Train #Test

FB15K 1,345 14,951 483,142 59,071

FB13 13 75,043 316,232 23,733

WN11 11 38,696 112,581 10,544

4.1 Experimental Setup

Data Sets Description

Wordnet. This knowledge graph can be seen as a combination of dictionary and
thesaurus. The entities (called synsets) correspond to word senses, and the rela-
tions between entities represent lexical relations between them, such as hyper-
nym, hyponym and meronym. We utilize WN11 used in [12,21] which contains
11 relation types.

Freebase. Freebase is a large and growing collaborative knowledge base
which provides general facts of the world. There are currently around 3.1
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billion facts (triplets) and more than 80 million entities. For instance, <
albert einstein, spouse,mileva maric > means the relation between entity
albert einstein and entity mileva maric is spouse. We apply FB13 used in
[12,21] and FB15K used in [3,11,12] as two data sets. For FB13, all the subjects
are from people domain and 13 relations are extracted while only 7 appear in
the testing data.

Baselines

We apply 5 baselines for comparison with our model. Among them, we use the
code provided by the authors for TransR, TransE and PTransE. All of them
consider the knowledge graph as a continuous vector space meanwhile the rela-
tions and entities are transformed into low-dimension vectors. We utilize the
best configuration supplied by the paper [3,11,12]. Simultaneously, we compare
with other entity similarity model including SimRank [8] and PathSim [23]. For
SimRank we use a decay factor C = 0.8 and for PathSim we explore all possible
paths.

Metrics

The metrics adopted for evaluation include: accuracy for the triple classification
task, the mean rank and hits@10 for entity prediction. We consider hits@1 for
relation prediction since hits@10 for approaches exceeds 95%. All these metrics
are also used in [3,11,12,21].

For each test triplet, the subject of the triplet is replaced by other entities
with predicate in triplet and rank these entities in descending order of scores
calculated by score function in Eq. 5. We also apply the same procedure for the
object of the triplet. We exhibit the mean of those predicted ranks and the
hits@10 which is the proportion of correct entities ranked in the top 10. Country
to expectation, the above metrics may under-estimate when some triplets already
exist in the knowledge graph. In this case, before ranking we may filter out those
triplets because they are true. We denote the first setting as “Raw” and the latter
one as “Filter”

4.2 Experimental Results

Triple Classification
Our goal of this task is to choose the correct triple in the form of (s, p, t) in the
testing set. In the testing sets of WN11 and FB13, there are triple pairs with the
same subject and predicate and different objects. For each pair, the first one is
positive while the other is negative. This is a binary classification task which has
been investigated in [3,12,25]. All algorithms compute a score for each triple,
the score could be used to determine the likelihood of each possible triple. For
each pair, if the first one’s score is greater, then we deem it as the positive one.
The metric adopted for evaluation is accuracy.

Evaluation results on both WN11 and FB13 are displayed in Table 3. From
the table we observe that: (1) Overall, the results on WN11 is better than FB13.
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Table 3. Evaluation results of triple classification(%)

Dataset WN11 FB13

TransE 80.24 81.09

PTransE 79.24 73.32

TransR 80.12 80.20

SimRank 98.86 82.65

PathSim 98.99 80.65

LSCS 99.02 88.17

This is because of the characteristics of data sets. Since all the subjects in FB13
are from people domain, we can not obtain the similarity between objects from
other contexts. For instance, Paris and Marseilles are similar because both of
them are the cities of France. Unfortunately, we could not obtain this infor-
mation in FB13. In contrast, the knowledge is more comprehensive in WN11.
(2) None of TransE, TransR and PTransE can outperform the other kind of
methods based on entity similarity such as Pathsim on the WN11 data set. The
reason behind the phenomenon maybe that methods based on entity similarity
only consider the local knowledge of a triple are more precise than the model
learned from the whole knowledge graph. (3) On FB13, our model significantly
outperforms baseline methods. There are two reasons for this result. Firstly,
local knowledge of a triple is more powerful. Secondly, our entity semantic simi-
larity metric is more effective than SimRank and Pathsim. We not only take into
account their common semantic patterns, but consider their different weights.

Figure 2 shows the accuracy of different relations on FB13 of our model. The
accuracy ranges from 70.86% (gender) to 97.94 % (nationality). We observe
that using local knowledge about subjects and objects based on semantic context
similarity is difficult to predict the gender even though there are only two values
for gender. It is difficult to infer the gender from a person’s local information
(such as nationality, cause of death, profession, ethnicity) in intuition.

Table 4. Results of entity prediction

Metric Mean rank Hits@10(%)

Raw Filter Raw Filter

TransE 147 48 52.80 74.40

PTransE 168 18 53.29 91.44

TransR 178 81 52.14 79.72

SimRank 114 90 55.29 70.35

PathSim 157 90 51.59 77.96

LSCS 154 16 59.74 92.21
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Fig. 2. Comparison of accuracy of different relations on FB13. The number in the
bracket means the size of possible answer set

Entity Prediction

The goal of entity prediction is to predict the missing subject or object for a triple
< s, p, o > which employed in [3,11,12]. This task requires a set of candidate
entities from the knowledge graph for the position of subject or object which is
missing rather than only giving one best result.

In this paper, we utilize the FB15K dataset for this task because of the
abundant relations contained by FB15K. In the testing phase, for each test
triple < s, p, o >, we replace the subject and object entity by those which
have the predicate p but not all entities in the knowledge graph. For exam-
ple, to predict < Catch Me If Y ou Can, starring, Tom Hanks >, we replace
the subject Catch Me If Y ou Can with those subject entities who have a pred-
icate starring, such as, Saving Private Ryan, The Terminal, Forrest Gump,
we do not use such as United States to replace Catch Me If Y ou Can because
United States does not have a relation starring with any entity. Rank all gener-
ated triples in descending order by the prediction scores. We follow [3,11,12] and
use two measures as our evaluation metric: mean rank and hits@10. As described
in [3], the metrics are affected by the triples in knowledge graph. In other word,
we also calculate a score for triples that already exist in the knowledge graph.
The metrics will be under-estimated. Therefore, we filter out all those triples
already hold in knowledge graph before rank and named as “Filter“. The other
one is “Raw”. We calculate the metrics individually.

Table 4 shows the results of entity prediction. According to the results, we
can observe that our model outperforms the other baselines. It implies that local
information provides adequate evidences to infer a triple while the semantic
context similarity is also effective.
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Relation Prediction

Relation prediction aims to predict the relation between two entities. We also
conduct experiment on the FB15K dataset for evaluation. We replace all of
the predicates in the knowledge graph for the given two entities and then rank
them. We adopt mean rank and hits@1 as measures to compare the algorithms.
Experimental results of relation prediction are shown in Table 5.

Table 5. Results of relation prediction

Metric Mean rank Hits@1(%)

Raw Filter Raw Filter

TransE 85 85 47.82 58.60

PTransE 2.38 2.13 68.42 93.92

TransR 101 100 34.71 42.35

SimRank 28 7 49.48 53.27

PathSim 31 10 52.77 59.54

LSCS 1.86 1.77 70.42 90.31

Generally, relation prediction is easier than entity prediction because the
number of possible relations is less. Compared with the results of entity predic-
tion in Table 4, the results of relation prediction in Table 5 are better. From the
result we observe that: both PTransE and our model performs the best. Because
the local knowledge plays an import role for prediction and the entities similarity
metric also works of our model. Meanwhile the performance of PTransE is also
very good. That is because PTransE takes into account different paths play a
role for triple prediction.

Parameters Impact of LSCS

LSCS has two parameters that may affect its performance on knowledge graph
completion. One is the parameter α used to balance the weight of common
semantic patterns and the similarity conveyed from neighbors. Intuitively, the
contribution of common semantic pattern is even greater. The other is the para-
meter β used to represent different weight of two directions which means one
direction is to compare s with s′ when < s′, p, o > exists in knowledge graph,
the other is to compare o and o′ when < s, p, o′ > holds in knowledge graph.
We test the impacts of these two parameters on triple classification task on both
WN11 and FB13 dataset. According to the results in Figs. 3 and 4, we may
observe that the parameter α and β affects the performance on the two datasets
differently. This is also reasonable because the characteristics are different for
the two datasets.

In Fig. 3, when α = 0.95 the performance reaches the best on FB13. When
α = 1, we notice that the performance is worse than α = 0.95. This prove that
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Fig. 3. The impacts of the parameter α Fig. 4. The impacts of the parameter β

the similarity conveyed from the similar neighbors also plays a little role. For
WN11 Dataset, the value of α has little influence on the performance.

From the Fig. 4, we observe that the larger of β the performance is better
for FB13 dataset. Since the subject entities in FB13 are only from people domain,
and all the predicates are about people, such as gender, nationality,
cause of death. The contribution of similarity between s and s′ when < s′, p, o >
holds is more important. For WN11 dataset, the value of β has little influence
on the performance. Generally speaking, two directions are essential to the per-
formance while the direction weight distribution has little effect. To sum up, the
weight of two directions is equal, that is β = 0.5.

4.3 Example of Reasoning

We have observed that our model achieves good performance for knowledge
graph completion through the experiments. In this part, we exhibit one example
of our model.

Fig. 5. A reasoning example in FB13
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As shown in Fig. 5, to predict < Albert einstein, nationality, Switzerland >,
we notice that mileva maric whose nationality is switzerland has a strong
similarity with albert einstein which increase the likelihood of the triple. We
can regard mileva maric as an evidence to infer the likelihood of the triple
< Albert einstein, nationality, Switzerland > exists in knowledge graph. The
more similar between albert einstein and mileva maric, the more likelihood of
the triple.

5 Conclusion

In this paper, we propose an approach to complete knowledge graphs, which only
considers the local knowledge related to the subjects and objects in the knowl-
edge graph. Unlike existing methods, our model is based on the similarity deter-
mined by the semantic contexts between entities to infer the likelihood of a triple.
In experiments, we evaluate our models on three tasks including triple classifica-
tion, entity prediction and relation prediction. Experiment results demonstrate
that our model achieves significant improvements compared to TransE, TransR
and PTransE as well as other entity similarity measures such as SimRank and
Pathsim.
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Abstract. Entity typing is an essential task for constructing a
knowledge base. However, many non-English knowledge bases fail to type
their entities due to the absence of a reasonable local hierarchical taxon-
omy. Since constructing a widely accepted taxonomy is a hard problem,
we propose to type these non-English entities with some widely accepted
taxonomies in English, such as DBpedia, Yago and Freebase. We define
this problem as cross-lingual type inference. In this paper, we present
CUTE to type Chinese entities with DBpedia types. First we exploit the
cross-lingual entity linking between Chinese and English entities to con-
struct the training data. Then we propose a multi-label hierarchical clas-
sification algorithm to type these Chinese entities. Experimental results
show the effectiveness and efficiency of our method.

1 Introduction

With the boost of Web applications, WWW has been flooded with informa-
tion on an unprecedented scale, most of which is readable only by human but
not by machine. To make the machine understand the Web, great efforts have
been dedicated to harvesting knowledge from the online encyclopedias, such as
Wikipedia. A variety of knowledge graphs or knowledge bases thus have been
constructed, such as Yago [21], DBpedia [2] and Freebase [3]. These knowledge
bases contain different semantic relationships between entities and concepts (also
known as types or categories).

A fundamental semantic information about entities is their types. The rela-
tionships between an entity and its types represent the instanceOf relation-
ships. For example, William Shakespeare has the types Person, Writer, Poet,
etc. Among these types, fine-grained types such as Writer and Poet are more
important than coarse-grained types such as Person because they characterize
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an entity more accurately. Characterizing an entity with types especially with
fine-grained types plays a more and more important role in many real appli-
cations, such as recommender systems [12], question answering [10], emerging
entities discovering [11], named entity disambiguation [24], etc. We refer to this
effort as Entity Typing. Different from traditional Named Entity Recognition
(NER) task, which tends to classify entities into a small set of coarse types,
such as Person, Location and Organization [17], Entity Typing task tends
to assign specific types to their entities.

A direct solution to type an entity is assigning it to the type that the entity
most likely belongs to. The likelihood can be estimated by the similarity between
the entity and the entities already with the type. Clearly, this näıve solution relies
on a conceptual hierarchy (which contains the instanceOf relation between enti-
ties and their categories) and the description about entities. However, for non-
English entities, typing them is still difficult due to the lack of well-structured
non-English knowledge bases, especially the instanceOf knowledge. Although
many non-English knowledge bases contain category information about entities,
it cannot serve as instanceOf knowledge for entity typing. We use Baidu Baike,
the largest Chinese knowledge repository, as an example to illustrate their weak-
nesses:

– First, categories1 in non-English knowledge bases such as Baidu Baike are
actually entities’ tags/topics instead of the exact types. One of the categories
of entity AK47 in Baidu Baike is (en: Military), which is the topic of the
entity instead of its type.

– Second, some entities contain error categories. For example, one of the cate-
gories of entity AK47 in Baidu Baike is (en: Military Person), which
is wrong.

– Third, types in non-English knowledge bases can hardly be organized as a hier-
archy. Even though some categories are really types of entities, many desired
relationships among categories such as subClassOf are still sparse in non-
English knowledge bases. As a result, we are blind about the granularity of a
type as well as their subClassOf relationships, which makes the entity typing
with specific types difficult.

We notice that many English knowledge bases have been available and they
contain widely acknowledged instanceOf knowledge. Thus, we wonder whether
we can use the English knowledge bases to type an non-English entity. We refer
to this problem as cross-lingual type inference. In this paper, we focus on typing
Chinese entities with English DBpedia knowledge bases.

1 In this paper, we strictly differentiate “category” from “type”. “Category” always
refer to the part of the knowledge base such as Baidu Baike and Wikipedia named
as “category”. Most of these categories actually are only tags of an entity. Instead
“type” always refer to the class that an entity can be classified into.
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Motivation. We highlight that cross-lingual type inference is sufficiently
motivated:

– First, reuse of types in English knowledge bases ensures the high quality of
types. Many well-established knowledge bases are available in English, such as
DBpedia [2] and Yago [21]. These knowledge bases provide richer and cleaner
types, which are widely and successfully used in many real applications.

– Second, types from these well-established English knowledge bases form
a hierarchy consisting of subClassOf relations between types. It enables
specificity-aware entity typing, which has the flexibility to be adapted in dif-
ferent applications demanding types with different specificity.

– Third, cross-lingual type inference enables many cross-lingual search tasks. For
example, suppose we are looking for all birds from all over the world.
Since many birds may only appear in a local knowledge base, we need to
integrate the knowledge from different knowledge repositories. However, due
to knowledge bases in a specific language tend to name the type birds in its
own language, such as in Chinese. As a prerequisite, we need to type the
entities in different languages with a uniform type. In our example, to retrieve
all birds, we need to type the entities of birds in different local knowledge
bases to the same English type birds.

Weakness of Previous Approaches. Many solutions have been proposed
to type English entities with English Types. However, some of them [5,6,15]
are language-dependent, and cannot be used to solve the cross-lingual type
inference problem. Tipalo [5] uses natural language processing (NLP) tools to
extract types from the definition, and Yago [15,21] also finds WordNet types
from Wikipedia category names. For instance, they use NLP tools to find cat-
egory Michael Jackson albums belonging to WordNet type album, hence all
entities belonging to this category can be assigned to the type (album) in Word-
Net. However, with only English entities considered, it cannot be easily adapted
to other languages. SDType [13] is a state-of-the-art type inference method and
can be adopted to solve cross-lingual problem. However, they do not consider
the type taxonomy and predict type label independently (i.e. not aware of the
relationship between types), which in general will decrease the accuracy of some
fine-grained type classifiers.

Challenges and Contributions. A direct solution to determine whether an
entity belongs to a type is training a binary classifier for the type. However, this
naive solution in general is not applicable in our setting. We still need to solve
the following challenges:

– Construction of Training Data. To build the classifiers for each type, we
need a massive amount of training data. For Chinese entities, there exist no
DBpedia types. Manual labeling is costly and not applicable on a large scale
of training data. We address this challenge in Sect. 4 by exploiting the cross-
lingual linking between Chinese and English entities, and typing these Chinese
ones with the types of their corresponding English ones.
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– Efficient-yet-effective Typing Solutions. There exist hundreds of English
types in DBpedia and tens of millions of Chinese entities to type. Classifying
an entity using each classifier is obviously wasteful since an entity deserves a
very small number of types. Hence, how to use the relationships between types
to speed up the typing procedure while ensuring the accuracy of the typing
is a challenge. We address this challenge in Sect. 5 by building hierarchical
multi-label classifiers and designing a corresponding hierarchy-aware typing
algorithm.

– Sparseness of Types. Note that instanceOf relations in DBpedia are still
sparse. For example, Tom Cruise only has types Thing, Agent and Person in
DBpedia and many other types such as Artist and Actor are missing. As a
result, many types such as Artist in our example miss many members. The
classifier built for Artist can hardly be effective due to the sparsity of its
instances. To solve this problem, we first propose a type completion method
as a preprocessing step to find more types for DBpedia entities in Sect. 3.2.

The rest of this paper is organized as follows. In Sect. 2, we formally define
the problem of cross-lingual type inference and give an overview of our pro-
posed system. In Sect. 3, we introduce the features we use for Chinese knowledge
bases entities and the process of type completion of English DBpedia entities. In
Sect. 4, we describe the construction of training data. In Sect. 5, we propose our
multi-label hierarchical classification method. In Sect. 6, we present the experi-
mental results. In Sect. 7, we review the related work and highlight the differences
between our work and major existing methods. In Sect. 8, we conclude this work.

2 Overview

2.1 Problem Definition

In this section, we first formalize the cross-lingual type inference problem in Def-
inition 1. There are many well-established knowledge bases, which have different
taxonomy structures. For instance, the structure of DBpedia is a tree, while Yago
is a Directed Acyclic Graph (DAG). According to [18], solutions vary from struc-
ture to structure. In this paper, we focus on typing Chinese entities with types
in a tree-based taxonomy. Specifically, we type Chinese entities with DBpedia
types.

Definition 1 (Cross-Lingual Type Inference). Let T be the collection of
all types in English knowledge base’s taxonomy, and E be the collection of non-
English knowledge base entities. Our problem is typing each non-English entity
e ∈ E with a subset of types T (e) ⊂ T .

DBpedia taxonomy is a tree-based hierarchical type structure. Different from
DAG structure, a node can only have one parent node. As shown in Fig. 1, types
of DBpedia entities have three properties:

– First, entities have types with different granularities. For instance, William
Shakespeare is not only a Person, but also a Writer.
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rotcA teoPretirW

AdultActor VoiceActor

Fig. 1. Black solid square represents the types of entity William Shakespeare and
their hierarchical relations. AdultActor and VoiceActor are the sub-types of Actor,
but not the types of William Shakespeare.

– Second, entities may have multiple types at a certain granularity. For instance,
William Shakespeare belongs to the types Writer and Poet, both of which
are the sub-types of Person.

– Third, entities may not have the most specific types. For instance, William
Shakespeare belongs to the type Actor, but not to any of its sub-types
(AdultActor and VoiceActor).

Hence, typing Chinese entities with DBpedia types is a tree-based, multi-label,
non-mandatory leaf node, hierarchical classification problem.

2.2 System Architecture

We introduce CUTE, which is short for Cross-lingUal Type infErence method.
Figure 2 is the system architecture of CUTE. We first exploit the cross-lingual
entity linking between Chinese and English entities to construct the training
data. Then we propose a multi-label hierarchical classification algorithm to type
these Chinese entities.

Chinese Entity 
Types

Cross-lingual 
Entity Linking

Cross-lingual 
Entity Typing

Training Data Construction

Multi-Label Hierarchical 
ClassificationChinese KB

English 
DBpedia

Fig. 2. System architecture of CUTE
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3 Data

In this section, we first introduce the features used to characterize Chinese enti-
ties. Then we present the detail to find more types for DBpedia entities so that
the constructed training data (in Sect. 4) is more complete.

3.1 Feature Set

To make our solution general enough so that it can be applicable to type entities
in an arbitrary Chinese knowledge base, we only use features that exist in their
knowledge bases. We tend to use many features in the structured data of a
knowledge part (such as infobox templates, tags) instead of the features extracted
from free text such as part-of-speech tags, dependency parsing results, etc. More
formally, each entity e ∈ E is represented by an |F|-dimension vector:

e = (f1, f2, ...fj , ..., f|F|) (1)

where fj represents the j-th feature of entity e and F is the full feature set
we used. In this paper, each feature is a binary feature, that is we use 1 and
0 to represent the existence of the j-th feature in entity e. Next, we elaborate
the three types of features we used: entity category, entity attribute and entity
attribute-value pair:

Entity Category: Categories in encyclopedia websites are used to group sim-
ilar articles, which has been widely used in ontology/taxonomy construction
[16,21] and type inference [1]. For instance, Chinese entity (en: Andy
Lau) belongs to many categories, such as (en: Singer) and (en: Actors).
Using these features, we can easily infer its types.

Entity Attribute: Attributes (also called properties) of entities also play an
important role in inferring their types [7,13]. For instance, one may obtain the
types agent and person by (en: Andy Lau)’s attribute (en: Occu-
pation).

Entity Attribute-Value Pair: By using attribute features, one may get some
coarse-grained types. When using attribute-value pair features, we can discover
more fine-grained types. For instance, one can find the fine-grained type Actor
from the attribute-value pair (en: Occupation-Actor).

Note that some rare features might slow down the training phase and mislead
the classifiers. Hence, we only choose the features which are shared by at least
β entities. In our experiment, we set the value to 10.

3.2 Type Completion of English DBpedia Entities

Many types are missing for DBpedia entities. The absence will deteriorate the
quality of the training data, and in turn hurt the effectiveness of our typing
solution. In this subsection, we elaborate how we solve this problem.
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As we know, types of DBpedia entities are derived from their infobox tem-
plate names in Wikipedia [8]. However, many of them only have general infobox
templates, hence they may lack some fine-grained types. We refer to it as
Type Incompleteness problem. For instance, a number of entities, such as Tom
Cruise, only belong to Thing, Agent and Person in DBpedia, while more spe-
cific types such as Artist and Actor are missing. As a result of using existing
DBpedia types to construct the training data, many types such as Artist and
Actor in our example have quite few members. The classifiers of these types will
have bad performance. As a result, entity typing with these classifiers will lead
to errors.

To find more types for DBpedia entities, we exploit the category information
of entities in DBpedia to complete their types. Our basic idea is discovering the
subClassOf relationship between DBpedia categories and types. If a category
c is a subclass of type t, then all entities in category c would belong to type t.
Specifically, the type completion process consists of two steps. The first step is
to estimate the probability that category c is a subclass of type t (Pr(c ⊂ t)).
The second step is to compute the probability that the entity e belongs to type
t (Pr(e ∈ t)).

STEP 1: Pr(c ⊆ t). There are two state-of-the-art methods to estimate the
probability of Pr(c ⊆ t). One is Yago [21], and the other is PARIS [20]. We
employ both methods to estimate the probability.

We first determine the subClassOf relations by Yago. The procedure is as fol-
lows [21]: We first segment the pre-modifier, head compound and post-modifier
of the category name c. After stemming the head compound, we check whether
the concatenation of pre-modifier and head compound or the head compound
alone is a name of DBpedia type t. If true, we consider category c as a subclass
of t. For all categories and types, if category c is a subclass of type t, we set
the probability of Pr1(c ⊂ t) to 1. Otherwise, we set the probability to 0. Take
Wikipedia category History museums in Ohio as a example, its pre-modifier,
head compound and post-modifier are History, museums and in Ohio, respec-
tively. After stemming the head compound (i.e. museum), we find that museum
is a name of DBpedia type. Thus we set the probability that History museums
in Ohio belongs to type museum to 1.

Then we estimate the probabilistic subClassOf relations from PARIS. As
shown in Eq. 2 [20], the probability is proportional to the number of entities of
category c that belong to type t:

Pr2(c ⊆ t) =
#c ∩ t

#c
(2)

where #c is the number of entities of category c, and #c ∩ t is the number of
entities of category c that belong to type t.

Finally, we choose the greater one as the final probability. Because any indi-
vidual one is a strong signal to suggest the subClassOf relations among cate-
gories.

Pr(c ⊆ t) = max(Pr1(c ⊆ t), P r2(c ⊆ t)) (3)
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STEP 2: Pr(e ∈ t). Then, we use a Noisy-or model [19] to estimate the
probability that entity e belongs to type t in Eq. 4:

Pr(e ∈ t) = 1 −
∏

c∈C(e)

(1 − Pr(c ⊆ t)) (4)

where C(e) is the categories that entity e belongs to. If the probability of
Pr(e ∈ t) is greater than or equal to a threshold θ (0 ≤ θ ≤ 1), we assign
the type t to entity e.

4 Training Data Construction

To effectively learn the classifiers, we need a massive amount of labelled data.
For Chinese entities, there exist no English DBpedia types, and it is not practical
to use human labeling. Hence, we first link Chinese entities and English entities
and then use the types of English entities as the label of Chinese entities. In this
way, we have many Chinese entities as well as their English types as the training
data.

Cross-lingual entity linking in general is non-trivial [4,22,23]. Fortunately,
our goal is just linking entities across different languages to construct the train-
ing data instead of finding as more cross-lingual entity links as possible. Thus, we
are only concerned with the precision of the entity linking instead of recall. We
notice that some entities in English/Chinese knowledge base may have the same
Chinese label name. Hence, we only need to compare their Chinese label names
of Chinese and English entities. If they share the same label name, we estab-
lish a link between them. For example, Chinese entity and English
entity William Shakespeare share the same Chinese label name
and hence should be linked together. Given the linked entity pairs, we directly use
English entities’ types to label the corresponding Chinese entities. For instance,
William Shakespeare has 6 types which are used as the English types of cor-
responding Chinese entity

5 Multi-label Hierarchical Classification

To solve the multi-label hierarchical classification problem, we propose a local
classifier per node based approach [18]. Specifically, we first train a binary
classifier for each type in the hierarchy (except the root node) in the training
phase. Then we use a top-down search to type the entities.

5.1 Training Phase

We first define the set of positive and negative samples for each classifier. We
adopt the sibling policy proposed in [18] for this purpose. However, the
generic policy is designed for mandatory leaf node classification problem [18]
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and should be customized for our non-mandatory leaf node classification prob-
lem. More specifically, for each type classifier TC(t), we use all entities belonging
to type t as positive samples, and those entities belonging to the sibling or super-
type of t but not to type t as negative samples. For type VoiceActor in Fig. 1,
entities belonging to its sibling AdultActor or its super type Actor but not to
VoiceActor serve as negative samples. The rationality of sibling strategy is that
in our hierarchical classification, we determine the membership of an entity to
types from the root to specific types. That means when an entity e has been
typed with type t, we need to find the best subtypes that e belongs to. Thus,
we need samples from different subtypes to effectively classify entities into fine-
grained types.

Then we need to train all the classifiers. Each of them is a binary classifier.
We tested all possible binary classification models, such as Logistic Regression,
Random Forest, and SVM. We obtained almost the same performance results
by these models. As a result, considering the efficiency, we use the Logistic
Regression model implemented by scikit-learn [14].

5.2 Typing Phase

Finally, we propose a top-down multi-label hierarchical classification algorithm
to type Chinese entities with DBpedia types. The procedure is illustrated in
Algorithm 1. The algorithm searches in the DBpedia taxonomy in a top-down
manner. We use a queue data structure Q to store the candidate types of entities.
For each entity e, we first push all types at level 1 into Q, which are the sub-types
of root node of DBpedia taxonomy. Then for each candidate type t in Q, we run
the classifier of t to test whether entity e belongs to the type t or not. If the
result is true, we continue to search all its sub-types by appending its sub-types
into Q. The search process ends when no more candidate types to be processed.

6 Experiments

In this section, we present the experimental results. Specifically, we verify the
effectiveness of type completion and cross-lingual type inference.

6.1 Type Completion of English DBpedia Entities

We first justify type completion and determine the best threshold (θ) used for
type completion. We use DBpedia20142 as our dataset. Specifically, we use
DBpedia Ontology3, Entity Types4 and Entity Categories5 as input, and
return a set of new entity-type pairs. There are totally 4,191,094 entities with
14,993,020 types in DBpedia, with an average of 3.58 types per entity.
2 http://oldwiki.dbpedia.org/Downloads2014.
3 http://oldwiki.dbpedia.org/Downloads2014#dbpedia-ontology.
4 http://oldwiki.dbpedia.org/Downloads2014#mapping-based-types.
5 http://oldwiki.dbpedia.org/Downloads2014#articles-categories.

http://oldwiki.dbpedia.org/Downloads2014
http://oldwiki.dbpedia.org/Downloads2014#dbpedia-ontology
http://oldwiki.dbpedia.org/Downloads2014#mapping-based-types
http://oldwiki.dbpedia.org/Downloads2014#articles-categories
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Algorithm 1. The Hierarchical Classification Algorithm.
Input: the feature vector e = (f1, f2, ..., f|F|) of entity e, all types T in DBpedia
taxonomy and trained classifiers TC(t) for each type t ∈ T .
Output: a collection of types T (e) of entity e

1: Initialize Q to be a queue containing all types at level 1
2: while Q is not empty do
3: t ← Q.dequeue()
4: if TC(t|e) == true then
5: add t to T (e)
6: if t has sub-types then
7: add these sub-types to Q
8: end if
9: end if

10: end while

From Fig. 3(a), we can observe that the number of new entity-type pairs
discovered by our approach decreased with the threshold. We also estimate how
many newly extracted entity-type pairs are correct. Since no ground truth is
available, we resort to using human judgement to evaluate the precision. We
randomly select 1000 new entity-type pairs and ask volunteers to judge whether
they are correct. From Fig. 3(b), we can see that the precision increases with
the threshold. We notice that when the threshold is 0.9, our type completion
approach achieves the highest precision (0.923) and finds more new entity-type
pairs than threshold 1.0. Hence, we use 0.9 as the best threshold. Finally we
obtain 5,463,462 new entity-type pairs.

Fig. 3. Completion performance with different thresholds

6.2 Cross-Lingual Type Inference

Next we show the effectiveness and efficiency of our method. The Chinese
knowledge base is from Baidu Baike6 (the largest Chinese online encyclopedia)
6 http://baike.baidu.com/.

http://baike.baidu.com/
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articles which were crawled in January 2015. We obtain entity name, categories,
attributes and attribute-value pairs information from each article. The Eng-
lish DBpedia data is from DBpedia2014, including DBpedia Ontology, Entity
Types, and Entity Chinese label names7. Moreover, new entity-type pairs
from type completion process are also used. There are overall 9,223,450 Chinese
Baidu Baike entities and 4,191,094 English DBpedia entities. 344,576 of English
entities have Chinese label names. After cross-lingual entity linking, we obtain
English DBpedia types for 93,381 Chinese entities, which is large enough to train
our classifiers. To evaluate the performance, we randomly select 50,000 entities
for training, and 10,000 ones for test.

Metrics. Notice that our problem is hierarchical classification. Hence, we use
hierarchical precision (hP), hierarchical recall (hR) and hierarchical f1-measure
(hF) to evaluate the performances of our approach [18]. For an entity e ∈ E , we
denote the set of the ground truth types as te and the set of the types found by
our approach as pe. The metric we used for evaluation are defined as follows:

Hierarchical Precision (hP)

hP =
∑

e∈E |te ∩ pe|
∑

e∈E |pe| . (5)

Hierarchical Recall (hR)

hR =
∑

e∈E |te ∩ pe|
∑

e∈E |te| . (6)

Hierarchical F1-measure (hF)

hF =
2 ∗ hP ∗ hR

hP + hR
. (7)

Comparison with Baseline Methods. We compare our method with baseline
methods and the state-of-the-art methods on the test data. The competitors
include:

– SDType. SDType is a state-of-the-art method proposed by [13]. It uses the
same features described in Sect. 3.1.

– LR. Logistic Regression Model (LR) is a strong baseline for many tasks. In
this competitor, we does not consider the hierarchy structure of types, and
train LR models for each type independently. The features are the same as in
SDType.

– CUTE. The proposed method in this paper.

7 http://data.dws.informatik.uni-mannheim.de/dbpedia/2014/zh/labels en uris zh.
nt.bz2.

http://data.dws.informatik.uni-mannheim.de/dbpedia/2014/zh/labels_en_uris_zh.nt.bz2
http://data.dws.informatik.uni-mannheim.de/dbpedia/2014/zh/labels_en_uris_zh.nt.bz2
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Table 1. Comparison results on test data.

Method hP hR hF

SDType 0.81 0.69 0.75

LR 0.89 0.69 0.78

CUTE 0.88 0.71 0.79

Effectiveness. The comparison result is shown in Table 1, from which we can
see that our method CUTE performs sufficiently well on the test data, and achieves
an hierarchical f1-measure of 0.79. SDType method has the worst performance,
since it does not consider the hierarchical structure and has a poor prediction
performance when an entity has multiple types at a certain granularity. Our
method has a high recall and a comparable precision compared to LR. A closer
look at the results reveal that our higher recall can be attributed to the sibling
policy we used to define positive and negative samples. This policy helps dis-
cover more fine-grained types, leading to a higher recall. To see this, we give some
examples of fine-grained types for entities found by LR and CUTE in Table 2.

Table 2. Fine-grained types for entities found by LR and CUTE.

Table 3. Running time (seconds) of LR and CUTE. Predicting (1K) is the runtime to
type 1 K randomly selected entities. Predicting (10K) is the runtime to type all the
10 K entities in the test data set.

Method Training Predicting (1 K) Predicting (10 K)

LR 3,144 40 399

CUTE 745 10 94

Efficiency. We also compare the runtime of LR with that of CUTE on test data.
We only compare to LR because the above results show that it is a strong baseline.
As shown in Table 3, CUTE is more efficient than LR in both model training and
entity typing.
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6.3 Typing Chinese Entities

Finally, we use CUTE to type all the Chinese Baidu Baike entities. In total,
we get 22,725,365 types for 6,314,273 entities, with an average of 3.6 types per
entity. We also estimated the precision (by Eq. 5) by manual evaluation on a
sample of 1000 randomly selected entity-type pairs. The precision is 90.2 %.

Since we have typed Chinese entities with DBpedia types, it is possible to
compare type distribution of Baidu Baike entities and DBpedia entities. This
comparison gives us opportunities to study whether the content of a knowledge
base is independent with language used to describe the knowledge. Table 4 shows
the top-15 most frequent types of Baike entities. From the table we can see
that, the type distributions in Baidu Baike and DBpedia are quite different. For
instance, there are 1,056,106 books and 178,689 food entities in Baidu Baike,
while there are only 31,029 and 6,337 counterparts, respectively, in DBpedia.
This is because there are a large number of novels and food entities in Baidu
Baike. Most of them are only famous in China thus are absent in DBpedia.
Hence, many entities as well as their knowledge only exist in knowledge bases of
local language.

Table 4. Top-15 most frequent types in Baidu Baike, and the type distribution of
these types in both Baidu Baike and DBpedia.The percentage after the frequency is
the proportion of entities with the type.

Types Baike Frequency Rank DBpedia Frequency Rank

dbo:Work 2,529,054 (40.1 %) 1 411,295 (9.8 %) 7

dbo:Agent 2,004,923 (31.8 %) 2 1,688,264 (40.3 %) 1

dbo:Person 1,217,988 (19.3 %) 3 1,445,104 (34.5 %) 2

dbo:Place 1,197,263 (19.0 %) 4 735,062 (17.5 %) 3

dbo:WrittenWork 1,098,019 (17.4 %) 5 56,212 (1.3 %) 4

dbo:Book 1,056,106 (16.7 %) 6 31,029 (0.7 %) 41

dbo:Organisation 790,974 (12.5 %) 7 241,286 (5.8 %) 12

dbo:PopulatedPlace 616,022 (9.8 %) 8 478,351 (11.4 %) 5

dbo:ArchitecturalStructure 492,580 (7.8 %) 9 150,254 (3.6 %) 16

dbo:Settlement 462,082 (7.3 %) 10 449,479 (10.7 %) 6

dbo:Building 454,448 (7.2 %) 11 68,582 (1.6 %) 25

dbo:Company 417,010 (6.6 %) 12 58,400 (1.4 %) 27

dbo:Species 211,536 (3.4 %) 13 252,166 (6.0 %) 10

dbo:Eukaryote 207,771 (3.3 %) 14 247,208 (5.9 %) 11

dbo:Food 178,689 (2.8 %) 15 6,337 (0.2 %) 105
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7 Related Work

In this section, we review and summarize works that are most relevant to our
research. These include works in named entity recognition, fine-grained entity
mention recognition and fine-grained entity typing.

Named Entity Recognition. Named Entity Recognition (NER) is a widely
used approach for typing problem. However, most of them only support a small
set of coarse-grained types, such as Person, Location, and Organization [17].
However, our task focuses more on typing fine-grained types for entities.

Fine-Grained Entity Mention Recognition. One type of approaches for
fine-grained entity mention recognition is based on Named Entity Linking (NEL).
They first use NEL tools to link mentions to entities which exist in a knowledge
base. Then, their types are obtained from the corresponding entity types. How-
ever, their performance mainly relies on the linking entities which exist in the
knowledge base used [4]. In our setting, it is reported that there are only about
10 % (about 0.4 million) Chinese entities that have corresponding English enti-
ties [23]. Hence, it does not work to use this method alone. While in our work,
we just use it to construct our training data.

Other approaches for fine-grained entity mention recognition use some hand-
crafted features (such as part-of-speech tags, dependency parsing results) and
external resources (such as WordNet) to build a classifier to type mentions [9,
11,24]. However, most of their features are extracted from sentences, while our
work focuses on using entity-level features available in knowledge bases.

Fine-Grained Entity Typing. The state-of-the-art method for fine-grained
entity typing is SDType [13]. However, it does not consider the hierarchical
structure between types, and the weight value of features are fixed for all types,
which is not suitable for multi-label classification problem as we empirically
showed.

8 Conclusion

In this paper, we introduce CUTE for typing Chinese entities with DBpedia types.
By using the cross-lingual entity linking method to construct the training data,
we propose a multi-label hierarchical classification method. Extensive experi-
ments have verified the efficiency and effectiveness of CUTE.
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Abstract. Enabling semantically rich query paradigms is one of the core
challenges of current information systems research. In this context, due to their
importance and ubiquity in natural language, analogy queries are of particular
interest. Current developments in natural language processing and machine
learning resulted in some very promising algorithms relying on deep learning
neural word embeddings which might contribute to finally realizing analogy
queries. However, it is still quite unclear how well these algorithms work from a
semantic point of view. One of the problems is that there is no clear consensus
on the intended semantics of analogy queries. Furthermore, there are no suitable
benchmark dataset available respecting the semantic properties of real-life
analogies. Therefore, in this, paper, we discuss the challenges of benchmarking
the semantics of analogy query algorithms with a special focus on neural
embeddings. We also introduce the AGS analogy benchmark dataset which
rectifies many weaknesses of established datasets. Finally, our experiments
evaluating state-of-the-art algorithms underline the need for further research in
this promising field.

Keywords: Query processing � Human-centered information systems �
Benchmarking � Analogy processing � Relational similarity � Semantics of
natural language

1 Introduction

The increasing spread of the Web and its multitude of information systems call for the
development of novel interaction and query paradigms in order to keep up with the ever
growing amount of information. These paradigms require more sophisticated capa-
bilities compared to established declarative SQL-style or IR-style keyword queries.
Especially human-centered query paradigms, i.e. query paradigms which try to mimic
parts of natural human communication as for example questions answering and verbose
queries require sophisticated semantic processing. A central pattern in human com-
munication which has received only little attention by the information systems research
community are analogy queries [1]: in natural speech, analogies allow for communi-
cating dense information easily and naturally by exploiting the semantic capabilities
and knowledge of both communication partners. Basically, analogies can be used to
map factual and behavioral properties from one (usually better known concept) to
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another (usually less well known) concept by using different types of similarity
assertions, therefore transferring the semantic “essence” from one to another while
dropping less important differences for the sake of brevity and simplicity. This is
particularly effective for explaining and teaching (e.g., “The Qur’an is the ‘Islam
Bible’”), but can also be used for querying when only vague domain knowledge is
available (“I loved my last vacation in Hawai’i. What place would be similar in East
Asia?”). Analogical thinking plays such an important role in many human cognitive
abilities that it has been suggested by psychologist and linguists that analogies are the
“core of cognition” [2] or even the “thing that makes us smart” [3].

However, adapting this valuable concept of natural communication into informa-
tion systems proves to be very challenging: on one hand, semantics of analogies very
hard to grasp algorithmically as analogy processing heavily relies on human percep-
tion, abstract inference, and common knowledge. But furthermore, algorithms which
claim to be able to mimic analogical reasoning are hard to evaluate due to the lack of
benchmark sets and Gold standards. In its simplest form, the core of analogy pro-
cessing is measuring relational similarity between two pairs of words, e.g., using the
example from above, one could say that the Qur’an fulfills a similar role/relation for the
Islam religion as does the Bible for the Christian belief. This example also highlights
one of the challenges of capturing analogy semantics: of course, the role of the Qur’an
is slightly different to the role of the Bible when examined in detail, but still similar
enough for explaining either concept in a general discussion. While there are several
datasets which are frequently used in researching analogy semantics between word
pairs, they usually ignore the definiteness of relationships, a second core component of
analogy semantics. The definiteness directly affects the usefulness of an analogy for
transferring semantics during communication (e.g., the statement ‘funny is to humorous
as beautiful is to attractive’ has a high degree of relational similarity as both words
pairs share the same relationship “is a near-synonym of”, but still this analogy is not
useful for describing either concept as synonymy does capture the semantic essence.)
Therefore, in this paper, we discuss the challenge of benchmarking analogy algorithms
in detail:

– We define and discuss different properties of analogy semantics, and highlight their
importance for the benchmarking process.

– We provide a brief survey of current state-of-the-art analogy algorithms, and
highlight their different base assumptions.

– We introduce a new test set for benchmarking analogy algorithms. Our test set is
systematically built by expanding existing benchmark sets, and by also incorpo-
rating crowdsourcing judgements in order to capture the human aspect of analogy
semantics. While we do not seek to fully replace established benchmark datasets,
our dataset introduces new qualities not exhibited by previous benchmarks. Espe-
cially, we provide a balanced set of test challenges with a wide range of different
analogy challenges. This allows to analyse strength and weaknesses of different
algorithms in on a more fine-grained level.

– As a proof of concept, we showcase and discuss the evaluation results for two
current state-of-the art algorithms using our benchmark test collection, and briefly
discuss the implications of the respective results.
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2 Foundations and Related Work

2.1 Analogy Semantics and Analogy Queries

Due to the ubiquity and importance of analogies in daily speech, there is long-standing
interest in researching the foundations of analogy semantics in the fields of philosophy,
linguistics, and in the cognitive sciences, such as [5, 6], or [7]. There have been several
models for analogical reasoning in these fields, as for example very early definitions
from the Greek philosophers Plato and Aristotele who propose a rather hard to for-
malize definition based on shared abstractions of two concepts [7], while the 18th

century philosopher Kant defines an analogy as two pairs of concepts being connected
by identical relationships [8]. Other approaches see analogies as a variant of formal
logics, i.e. analogy is seen as a special case of induction [7] or for performing hidden
inductions [9]. Another popular model for analogies stems from the field of contem-
porary cognitive sciences and clarifies some of the vague concepts of Aristotle’s view
on analogies, and is commonly known as the structure mapping theory [10]. Structure
mapping is assuming that knowledge is explicitly provided in form of propositional
networks of nodes and predicates and claims that there is an analogy whenever large
parts of the structural representation of relationships and properties of one object (the
source) can be mapped to the representation of the other object (the target). This model
resulted in several theoretical computational models, e.g. [11].

The aforementioned analogy definitions are rather complex and hard to grasp
computationally. Therefore, most recent works on computational analogy processing
rely on the simple 4-term analogy model which is an extension of the analogy model
given by Kant. Basically, a 4-term analogy is given by two sets of word pairs (the
so-called analogons), with one pair being the source and one pair being the target.
A 4-term analogy holds true if there is a high degree of relational similarity between
those two pairs. This is denoted by ½a1 : a2� :: ½b1 : b2�, where the relation between a1
and a2 is similar to the relation between b1 and b2, as for example in
Qur0an;Muslim½ � :: ½Bible;Christian�.

This model has several limitations and shortcomings, as we discuss in detail in [1].
For example, the actual semantics of “a high degree of relational similarity” from an
ontological point of view is quite unclear, and many frequently used analogies cannot
be mapped easily to the 4-term model (as for example the Rutherford analogy which
sets a simplified model of atoms in relation to a simplified model of the solar system).
Furthermore, the model ignores human perception and abstractions (e.g., the validity of
analogies can change over time or even between different communication partner with
different background knowledge). Still, this model for analogies is quite popular in
computational analogy and linguistic research as it is easy to benchmark, and there
exist several recent techniques which can approximate simple relational similarity quite
well.

Therefore, in this paper, we argue for an improved interpretation of the 4-term
analogy model which we introduced in [12]. The intuition underlying this model is that,
basically, there can be multiple relationships between the concepts of an analogon.
However, not all of them are relevant for a semantically meaningful analogy– and fur-
thermore, some of them should even be ignored. Therefore, the model introduces the set
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of defining relationships, and an analogy holds true if the defining sets of both analogons
are relational similar. For illustrating the difference and importance of this change in
semantics, consider the analogy statement Tokyo; Japan½ � :: ½Braunschweig;Germany�.
Tokyo is a city in Japan, andBraunschweig is a city inGermany, therefore both analogons
contain the same “city is located in country” relationship (and this could be considered a
valid analogy with respect to the simple 4-term analogy model). Still, this is a poor
statement from a semantic point of view because Braunschweig is not like Tokyo at all
(therefore, this statement does neither describe the essence of Tokyo nor that of Braun-
schweig particularly well): the defining traits (relationships) of Tokyo in Japan should at
least cover that Tokyo is the single largest city in Japan, and also its capital. There are
many other cities which are also located in Japan, but only Tokyo has these two defining
traits. Braunschweig, however, is just a smaller and rather unknown city in Germany, and
there is nothing particularly special about it (therefore, the defining relationships of both
word pairs are not very similar). The closest match to a city like Tokyo inGermany should
therefore be Berlin, which is also the largest city and the capital city. Understanding
which relationships actually define the essence of an analogon from the viewpoint of
human perception is a very challenging problem, but this understanding is crucial for
judging the usefulness and value of an analogy statement. Furthermore, the definiteness
may vary with different contexts (e.g., the role of Tokyo in Japan in a general discussion
vs. the role of Tokyo in Japan in a discussion about fashion trends: here
Hamburg/Germany might be a better match than Berlin as Hamburg is often considered
the fashion capital of Germany as Tokyo is the fashion capital of Japan).

In short, there can be better or worse analogies based on two core factors (we will
later encode the combined overall quality with an analogy rating): the definiteness of
the relationships shared by both analogons (i.e. are the relationships shared between
both analogons indeed the defining relationships which describe the intended semantic
essence), and the relational similarity of the shared relationships.

To further clarify the concept of definiteness, consider the analogon
½Bordeaux;France�. Confronted with this word pair and asked for the most obvious
relationships between ‘Bordeaux’ and ‘France’, most people would answer “Bordeaux is
France’s city of wine”. Therefore, the analogy Bordeaux;France½ � :: ½Nappa;
UnitedStates� has a high degree of definiteness, as Nappa is also one of the most famous
wine cities of the US. In contrast, Bordeaux;France½ � :: ½Dallas;UnitedStates� would
have a low definiteness: both analogons contain the same “city in country” relationship,
and even more, both are indeed the 9th largest city of their respective country, but still,
these relationships would not be the ones which come to people’s mind – they are not an
“analogy essence”.

Based on these observations, we define three basic types of analogy queries (loosely
adopted from [12]) which can be used for analogy-enabled information systems:

– Analogy confirmation ? : a1; a2½ � :: ½b1; b2�
This query checks if the given analogy statement is true, i.e. it checks if the defining
relationships are similar enough (from a consensual human perspective).

– Analogy completion ? : a1; a2½ � :: ½b1; ?�
This query can be used to find the missing concept in a 4-term analogy. (e.g., “What
is for the Islam as is the Bible for the Christians?”). This is therefore the most useful
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query type in a future analogy-enabled information systems [1]. Solving this query
requires identifying the set of defining relationships between a1 and a2, and then
finding a b2 such that the set of defining relationships between b1 and b2 is similar.

– Analogon ranking ? : a1; a2½ � :: ?
Given a single analogon, this query asks for a ranked list of potential analogons
which would result in a valid analogy such that the defining relationships between
both analogons is similar. This query is significantly harder from a semantic per-
spective than completion queries, as there is less information available with respect
to the nature of the defining relationships (as there is no on second analogon given,
the intended analogon essence is harder to determine.)

– Analogon ranking multiple-choice ? : a1; a2½ � :: ?f b1; b2½ �; . . .; ½z1; z2�g
A simpler version of the general analogon ranking query are multiple choice
ranking queries as they are for example used in the SAT benchmark dataset (dis-
cussed below). Here, the set of potential result analogons is restricted, and an
algorithm would simply need to rank the provided choices instead of freely dis-
covering the missing analogon.

2.2 Algorithmic Analogy Processing

Unfortunately, despite the potential of analogies for querying an information system,
developing analogy processing algorithms received only little attention by the database
and information systems community. Few early exceptions tried to accommodate
analogies in first principle-style knowledge-based systems, but used them only as fall-
back solutions when strict inference failed, e.g., [13]. Some other systems were based on
specialized case-based reasoning techniques [14], introducing a measure of similarity
into reasoning. Among early systems, most approaches relied on hand-crafted data
sources as for example ontology-based approaches [15], or semi-manual structure-
mapping approaches [11]. The first set of techniques which showed good performance
and did not require extensive manual curation relied on different natural language pro-
cessing (NLP) techniques. Especially pattern mining in large Web text collections with
subsequent statistical analysis showed promising result, such as [16, 17].

A recent trend from the machine learning and computational linguistics commu-
nities is learning word embeddings using Deep Learning techniques. Word embeddings
represent each word in a predefined vocabulary with a real-valued vector, i.e. words are
embedded in a vector space (usually with 300–600 dimensions). Most word embed-
dings will directly or indirectly rely on the distributional hypothesis [18] (i.e. words
frequently appearing in similar linguistic contexts will also have similar real-world
semantics), and are thus particularly well-suited to measure semantic similarity and
relatedness between words (which is one of the foundation of the 4-term analogy
definition), e.g., see [19]. Early word embeddings were often based on dimensionality
reduction techniques (like for example principal component analysis) applied to
word-context-co-occurrence matrixes, e.g., [20]. However, in recent years, a new breed
of neural approaches relying on Deep Learning neural networks have become popular.
Early neural word embeddings trained a complex multi-layer neural network to predict
the next word given a sequence of initial words of a sentence [21], or to predict a
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nearby word given a cue word [4]. Most of these early approaches were very slow, and
it could take several months to train a single model. Recent algorithmic advancements
could improve on this problem, and current approaches like the popular skip-gram
negative sampling approach (SGNS) [4, 22] which uses a non-linear hidden layer
neural networks can train a model in just few hours using standard desktop hardware.
In this paper, we will focus exclusively on neural word embeddings in the evaluation
section as they are the strongest technique available today.

The straight-forward application of word embeddings is computing similarity
between two given words [19] by measuring the cosine similarity. However, many (but
not all) word embeddings show some very interesting and surprising additional prop-
erty: it seems that not only the cosine distance between vectors represents a measure for
similarity and relatedness, but that also the difference vectors between a word pair
carries analogy semantics [23]. For example, the difference between the vector for
“man” and “king” seems to represent the concept of being a ruler, and the vector of
“woman” plus this concept vector will result in “queen”. While the full extend and
reasons for this behavior is not fully understood yet, these semantics have been
impressively demonstrated for several examples like countries and their capitals,
countries and their currencies, or several grammatical relationships (see next section).
To a certain extent, these semantics can be attributed to the distributional hypothesis: in
natural speech, concepts carrying similar semantics will frequently occur in similar
context. Therefore, the aforementioned concept vector should implicitly encode the
defining relationships between two concepts as discussed in Sect. 2.1 (i.e.: Tokyo/Japan
and Berlin/Germany will likely occur in similar contexts in natural speech, while
Braunschweig/Germany will likely appear in different context and will thus have a
different concept vector). This interesting property is not yet well understood, and the
extends of the semantic expressiveness of neural word embeddings are still unclear.

For example, a word embedding can be used to solve analogy completion queries
as follows [4]: Given the query a1; a2½ � :: ½b1; ?�, the word embedding will provide the

respective word vectors a1
!, a2!, and b1

!
. Then, the vector b2

!
representing the query’s

solution can be determined by finding the word vector in the trained vector space V

which is closest to a2
!� a1

!þ b1
!

(see Fig. 1) with respect to the cosine vector distance,

i.e. b2
!¼ arg max

~x2V ;~x 6¼a2!;~x 6¼b1
! a2

!� a1
!þ b1

!� �T
~x.

Fig. 1. Example of word embedding vectors reduced to 2-dimensions Tokyo
���!� Japan

���!þ
Germany
�����! � Berlin

���!
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2.3 Test Collections

In the following, we highlight three commonly established benchmark collection for
analogy queries, and discuss their strength and weaknesses.

SAT Analogy Challenges. The SAT analogy challenges [24] deserve some special
attention due to their importance with respect to previous research and its role in
real-world applications. The SAT test is standardized test for general college admis-
sions in the United States. The test features major sections on analogy challenges to
assess the prospective student’s vocabulary depth and general analytical skills by
focusing on multiple-choice analogon ranking queries. The analogy challenges con-
tained are based strictly on relational similarity between word pairs, but do not further
classify the nature of this relationship or the quality of the analogy itself. As the
challenge’s original intent is to assess the vocabulary skills of prospective students, it
contains many rare words. In order to be able to evaluate the test without dispute, there
is only a single correct answer while all other answers are definitely wrong (and can’t
also be argued for). As a very simple example, consider this challenge from the
SAT-dataset: legend is to map as is: (a) subtitle to translation (b) bar to graph
(c) figure to blueprint (d) key to chart (e) footnote to information. Here, the correct
answer is (d) as a key helps to interpret the symbols in a chart as does the legend with
the symbols of a map. While it is easy to see that this answer is correct when the
solution is provided, actually solving these challenges seems to be a quite difficult task
for aspiring high school students as the correctness rates of the analogy section of SAT
tests is usually reported to be around 57 %.

Unfortunately, this benchmark process measures the effectiveness of an algorithm
only indirectly as an algorithm only needs to find the best answer – a task which is not
too difficult as there is an unambiguous correct answer pair. In the design of our AGS
dataset, we will relax this restricted design and introduce different degrees of result
quality using a crowd-based analogy rating. This is rooted on the observation that
analogies are usually not “correct” per se, but instead are more or less meaningful
based on both definiteness and similarity of the involved relationships (see Sect. 2.1).
Therefore, our dataset will also have a source word pair and multiple potentially
analogous word pairs with an additional human judgement witch rates to the quality of
the analogy (the analogy rating as discussed in Sect. 3). Depending on the strictness of
the intended benchmark (i.e. by adjusting the minimal analogy rating of analogon
which should be considered as being correct), our dataset can therefore support chal-
lenges with a ranked list of multiple “correct” and “incorrect” pairs.

Mikolov Benchmark Dataset. For evaluating the improved continuous Skip-gram
word-embedding presented in [25], Mikolov et al. created a large test set of analogy
challenges covering 14 distinct relationships. The evaluation protocol is different
compared to the SAT challenge set. The dataset contains 19,558 4-term analogy tuples,
and each can be assigned to one of the 14 relationships contained in the dataset. The
task of an analogy algorithm to be benchmarked is to predicted the missing element of
a given incomplete 4-term analogy, i.e. to solve the analogy completion query
a; b½ � :: ½c; ?�.
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Nine of these relationships focus on grammatical properties (like for example the
relationship “is plural for a noun”, e.g., ½mouse;mice� :: ½dollar; dollars� or “is
superlative”, e.g., ½easy; easiest� :: ½lucky; luckiest�, while five relationships are of a
semantic nature (i.e. “is capital city for common country” Athens;Greece½ � ::
½Oslo;Norway�, “is capital city for uncommon country” Astana;Kazakhstan½ � ::
½Harare; Zimbabwe�, “is currency of country”, “city in state”, “male-female version”
king; queen½ � :: ½brother; sister�. The test set is generated by collecting pairs of entities
which are members of the selected relationship either manually or from Wikipedia and
DBpedia, and then combining these pairs into 4-term analogy tuples. For example, for
the “city in state” relationship, 68 word pairs like ½Dallas; Texas� or ½Miami;Florida�
are collected, and then combined by a cross product. Interestingly, the dataset contains
only 2,467 instead of the 4,556 possible tuples. It is unclear how or why this subset was
sampled that way.

A core weakness of this type of test collection is that it focuses only on rather
generic relationships, as e.g., “is city in” or “is plural of”. The resulting 4-term state-
ments do usually not focus on the defining relationships between the analogon terms,
and therefore most of these analogy statements are semantically weak despite high
relational similarity (see discussion in Sect. 2.1). In short, this test set does not
benchmark if algorithms can capture analogy semantics, but instead focuses purely on
relational similarity. This is the core weakness of this dataset which we aim to rectify
with our benchmark collection. Furthermore, by design, the Mikolov test set is only
suitable for benchmarking analogy completion queries, and is less suitable for analogon
ranking queries.

WordRep. In [26], the authors introduce the WordRep benchmark set. This dataset is
based on the benchmark collection of Mikolov, and completes all missing tuples using
the original word pairs. Furthermore, this test set merges some of the original categories
and introduces 12 new ones, for a total of 25 categories. The word pairs for the new
categories are derived automatically from both WordNet and Wikipedia. While this
benchmark set is significantly larger and more complete than the Mikolov data set, it
still shares the same properties, strength, and weaknesses.

3 The AGS Benchmark Collection

In the following, we will highlight the design and creation of our new AGS (Analogy
Gold Standard) benchmark collection. It can be downloaded from http://www.ifis.cs.tu-
bs.de/data/ags.

The semantics of real-world analogies rely on the perceived similarity and defi-
niteness of relationships covered by the analogons from a human perspective (as dis-
cussed in Sect. 2.1 and [12]). This core insight is ignored by all established analogy test
sets presented in the last section, as they simply classify statements into “correct” and
“incorrect” statements with respect to relational similarity (which, in fact, renders them
rather unsuitable for benchmarking analogy semantics despite their original claims, as
the quality of analogies largely depends on how meaningful humans consider an
analogy to be). This is the core weakness we aim to rectify with AGS by including
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consensual human judgements into all aspects of the collection’s creation process. In
order to allow for benchmarking all four query types introduced in Sect. 2.1, we
designed AGS as a collection of analogy challenges. Each challenge consists of one
source analogon, and a choice of potential target analogons. Each target analogon has
an analogy rating attached, which quantifies a consensual crowd-judgement of the
analogies perceived quality (from 5: very good analogy to 1: not analogous at all). This
rating is an implicit measure of both relational similarity and definiteness, as each
measures is hard to elicit from humans individually. As an example, consider the
challenge in Table 1. Here, the defining relationship is “is a stereotypical food of the
country”. Most challenges have 5–6 different target analogons. We specifically took
care that some of these challenges have high analogy ratings, some have very low
ratings, and some have middle-ground ratings (therefore, each challenge contains a
ranked mix of good and bad analogies). Therefore, this design is particularly suitable
for benchmarking multiple-choice ranking queries, but in contrast to the
SAT-challenges we include also ambiguous and unclear analogies. Thus, algorithms
have to decide for a proper ranking instead of simply identifying a single “correct”
answer. Furthermore, AGS can also be used for analogy completion queries by only
considering analogons with high analogy ratings (e.g. those with an analogy rating ≥4),
and using the resulting 4-term statements in a similar fashion as the statements included
in the Mikolov and WordRep benchmark sets (i.e., hide one concept from the 4-term
statement to be guessed by the algorithm).

Each challenge of the AGS dataset is classified by a topical domain (i.e., what is the
context of the intended semantics, as for example geography, or language and grammar.
For a full list of included topic domains with the number of challenges and number of
resulting analogies, refer to Table 2. Domains are different from the relationship types in

Table 1. Example challenge from AGS dataset

Source analogon Target analogon Analog rating

sushi : Japan (food/beverages) (defining) scallops : Italy 2.57
currywurst : Germany 4.00
tacos : Mexico 4.67
curry : India 4.00
tortilla : bat 1.00
hamburger : pen 1.33

Table 2. List of all topical domain categories used in AGS

Categories #chall. #analog. Categories #chall. #analog.

Animals/plants 10 128 House/furniture/clothing 17 169
Automobiles/transportation 5 41 Humans/human relations 3 28
Electrical/electronics 4 42 Medicine/healthcare 3 28
English grammar 11 121 Movies/music 4 61
Food/beverages 11 92 People/profession 12 151
Geography/architecture 9 144 Sports 4 33

Benchmarking Semantic Capabilities of Analogy Querying Algorithms 471



the Wordrep collection: each of our challenges has an individual set of defining rela-
tionships). This allows us to drill-down benchmark results in case that certain algorithms
show special strength and weaknesses based on the analogy’s domain. We also clas-
sified each challenge with respect to the definiteness of the source analogon’s rela-
tionships. While we discussed that semantically meaningful analogies should always
use defining relationships, many of the established benchmark datasets and algorithms
focus only on relational similarity not caring if the relationships considered are defining
or not. Therefore, in our dataset, we included a mix of “analogies” which use similar but
not defining relationships (as, e.g., frequently used by the WordRep dataset), and
semantically stronger analogies which use similar relationships which are also defining.
Both classes are clearly marked in order to allow for experiments focusing on either
subset. In addition, we introduced further classifications, as for example if a challenge
focuses on inter-domain or intra-domain analogies. In our current version, the AGS
dataset contains only intra-domain analogies, i.e. where both target and source are
within the same topic domain. In future versions, we also expect inter-domain analogies
which transfer the abstract essence of outwardly different analogons, as for example
“The new X9000 tablet is the Ferrari of tablet computers” (i.e. ½X9000; tablets� ::
½Ferrari; cars�, which could carry the semantics that the X9000 is extremely fast and
stylish, but also very expensive.) Finally, we also classified if we expect if common
knowledge is sufficient to solve an analogy challenge, or if specific domain knowledge
is needed (i.e. is it likely enough to build algorithms using general corpora like Wiki-
pedia dumps or general Web crawls, or are specialized corpora needed like for example
medical publications.)

Overall, AGS contains 93 challenges classified by topic, specificity of knowledge
required, definiteness of the relationships, and whether it is an intra- or inter-domain
analogy (see Table 3). Each challenge includes multiple analogies with high, medium,
and low analogy ratings for a total of 1040 analogies overall.

Creation of the AGS Benchmark Collection. A core goal of the design of our AGS
benchmark collection is to integrate human judgements and human perception deeply
into the collection’s creation process. Therefore, we rely on a combination of estab-
lished datasets which already include semantic human judgements, and augment this
seed with additional crowdsourcing. As a starting point, we use the WordSim-353 [27]
and Simlex-999 [28] benchmark sets. These established datasets are created to
benchmark perceived relatedness between word pairs, and each word pair has been
judged for relatedness by a large number of people. From these two datasets we
selected word pairs as source word pairs for our AGS challenges based on their
relatedness (assuming that such pairs will be diverse and semantically meaningful). We
filtered the word pairs using expert judgements from our side with respect to the pair’s

Table 3. List of additional AGS classifiers and number of challenges

Definiteness Knowledge Domain
Definite
relationship

Indefinite
relationship

Common
knowledge

Specific
knowledge

Intra-domain Inter-domain

#37 #56 #89 #4 #93 #0
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potential to serve as a semantically meaningful analogon, leaving 93 pairs. For
expanding a single word pair into proper AGS challenges with multiple analogies, we
relied on using the CrowdFlower.com crowdsourcing platform to obtain suitable target
analogons and analogy ratings. Crowdsourcing is a powerful technique to outsource
small tasks requiring human intelligence to a large pool of people. However, a central
challenge of crowdsourcing is controlling the result quality [29]. Therefore, according
to the insights in [29], we split the rather complex task of creating our challenges in
several smaller tasks which are easier to control using traditional quality control
mechanisms like Gold questions, averaging, and majority voting. The first of these
smaller steps was to classify each source pair into one of the 12 topic domains pre-
sented in Table 2. This is followed by a second crowdsourcing task where we ask
crowd workers to provide target analogons expanding a given source pair. We used the
topic domains to recruit crowd workers who felt particularly confident in that domain.
For extending the source analogon, we asked specifically for some examples sharing
the same essence (i.e. the same defining and similar relationships), but also for some
bad analogons which are either unrelated or are related but have different essence. In a
final crowdsourcing task, we ask multiple workers to assess each target analogon with
respect to the analogy rating, averaging the individual judgements.

For each of the tasks described above, we only used native English speakers, and
for each work package we combined the input or judgements of 5 different workers.
Furthermore, each worker had to perform a quick pre-assessment task (confirming or
rejecting presented analogies), and only crowd worker who could solve this task
correctly were allowed to participate.

4 Benchmark Protocols and Benchmark Results

In this section, we define different benchmark protocols which can be used to
benchmark a given analogy algorithm with respect to the query types identified in
Sect. 2.1. Each is covered by a brief pseudocode algorithm (which focuses on a single
challenge. Of course, for a full benchmark, these algorithms need to be executed for
each AGS challenge). We frequently rely on selecting “correct” and “incorrect”
analogies from AGS challenges. This is realized by a user defined threshold for the
analogy rating allowing to adjust the strictness of the benchmark. In future, we will
introduce benchmark protocols which will further differentiate result quality using
numerical analogy ratings instead of working with Boolean correctness. We omitted the
test protocol for open analogon ranking queries in this paper as during our experiments,
none of the currently available algorithms could handle that query type in a
convincingly.

Analogy Confirmation Queries ? : a1; a2½ � :: ½b1; b2�. This benchmark protocol
evaluates performance of a given algorithm with respect to analogy confirmation
queries, checking if it can distinguish “correct” analogies from “incorrect” ones. The
correctness of AGS statements is based on the analogy rating of target analogons, i.e.
those with an analogy rating exceeding a minimal threshold are considered correct, and
those with a rating lower than a given threshold are considered incorrect (using Table 2
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and minimal correct threshold of 4, and max incorrect threshold of 2, ½sushi; Japan� :
: ½tacos;Mexico� is a correct statement, sushi; Japan½ � :: ½scallops : Italy� is excluded
from the benchmark as it is neither clearly correct nor incorrect, and sushi; Japan½ � ::
½hamburger; pen� is an incorrect statement.) The final result of this benchmark covering
multiple challenges is the percentage of correctly confirmed statements contained in a
given subset of AGS challenges.

Analogy Confirmation Benchmark(Challenge c)
Feature Required from Algorithm:

– Algorithm needs to be able to confirm or reject a given analogy statement

Parameters:

– min correct: Minimal analogy rating to consider a target analogon as “correct”
– max incorrect: Maximal analogy rating to consider a target analogon as “incorrect”

Output:

– num success, num fail: Number of correctly and incorrectly processed statements

Protocol:

– correct statements = Combine source c:source with all targets t 2 c:target which
have t�min correct

– incorrect statements = Combine c:source with all targets t 2 c:target which have
t\max incorrect

– Check if algorithm confirms correct statements as analogies
– Check if algorithm rejects incorrect statements as analogies
– Return respective success and failure numbers

Analogy Completion Queries ? : a1; a2½ � :: ½b1; ?�. In this benchmark protocol, we
check if the given algorithm can complete “correct” analogy statements. The final result
of this benchmark is the percentage of correctly completed statements contained in a
given subset of AGS challenges.

Analogy Completion Benchmark(Challenge c)
Feature Required from Algorithm:

– Algorithm needs to be able to complete an analogy statement a1; a2½ � :: ½b1; ?�
Parameters:

– min correct: Minimal analogy rating to consider a target analogon as “correct”
– Output:
– num success, num fail: Number of correctly and incorrectly processed statements

Protocol:

– correct statements = Combine source c:source with all targets t 2 c:target which
have t�min correct

– From each correct statement, drop the second concept of the target analogon
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– Check if the algorithm can correctly predict the dropped concept
– Return respective success and failure numbers

Analogon Ranking Multiple-Choice Queries ? : a1; a2½ � :: ?f b1; b2½ �; . . .; ½z1; z2�g. In
this simple ranking benchmark, we evaluate if a given analogy algorithm can select the
best target analogon for a given source analogon from a limited list of candidates. In
our future works, we will extend this protocol to consider rank correlation instead of
focusing only on the best analogon. The final result is the percentage of correctly
answered challenges.

Analogy Ranking Multiple Choice Benchmark(Challenge c)
Feature Required from Algorithm:

– Algorithm needs to be able to measure and quantify the quality of analogy between
the analogon a1; a2½ � and ½b1; b2� (e.g., the relational similarity of the defining
relationships of each analogon)

Output:

– success: Boolean result indicating if challenge was solved correctly

Protocol:

– statements = Combine source c:source with all targets t 2 c:target
– Measure quality of analogy for each statement
– If the statement with highest measured quality is also the statement with the highest

analogy rating in AGS, return success. If not, return failure.

Benchmark Results. As a proof of concept, we present example benchmark results
for two implementations of neural word embeddings in this section. We use our AGS
collection with the aforementioned benchmark protocols. The algorithms under con-
sideration are the well-known word2vec implementation by Mikolov et al. [25], and the
Glove implementation by Pennington et al. [22]. Both algorithms were trained on a
dump of Wikipedia, using only the implementation’s predefined default parameters.
Besides benchmarks covering the full extent of AGS, we also focus on different
classification aspects (like only focusing either definite challenges or indefinite ones,
see classification in Sect. 3).

We used the following parameters for our benchmark protocols: minimal analogy
rating threshold for correct analogies of 4·0, and maximal threshold for incorrect
analogies of 2·0. The results for completion and multiple-choice ranking queries are
summarized in Table 4. Confirmation queries and open-rank queries are not directly
supported by word-embedding based algorithms, and we therefore excluded them from
this evaluation.

In general, the measured results of both word2vec and Glove on our AGS col-
lection are rather weak. However, evaluations of the same algorithms on other
benchmark sets like Wordrep showed slightly better results (see [26], around 0·25
overall accuracy). This can be explained by that fact that Wordrep uses some very
limited set of relationships types which are, in comparison, rather simple in their
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semantic nature (e.g., plurals like fish : fishes½ � :: ½pig; pigs�, or simple “city is located
in” relationships). Those datasets were mostly created by mining Wikipedia, DBpedia,
or Wordnet for generating a large number of example analogons using the same
relationships – and the same Wikipedia texts are used to train the neural word
embeddings both Glove and word2vec use. In our AGS dataset, we use analogies as
provided by real humans which are inherently more complex from a semantic point of
view. Therefore, our results indicate that, while algorithm relying on word embeddings
might be able to deal with simple relational similarity quite well, mastering semanti-
cally rich analogy processing still requires a significant amount of future research.

5 Summary and Outlook

In this paper, we presented and discussed the challenge of benchmarking analogy
processing algorithms. Such algorithms will be an important building block of future
human-centered information systems trying to understand the finer semantics of natural
language. Unfortunately, despite the potential importance of analogies in future query
paradigms, there is still no clear definition of the intended semantics of analogy queries.
Therefore, we provided several discussions focusing on that topic, and derived a set of
core properties of analogy semantics. Furthermore, we highlighted basic query types
and discussed how they could be benchmarked. Based on these results, we created the
AGS analogy benchmark dataset, which aims to rectify several shortcomings of
existing benchmark datasets. Especially, our dataset is not automatically generated
from structured data sources, but instead relies on crowdsourcing and a large number of
human judgements. Furthermore, we explicitly focus on semantically rich analogies
instead of limiting ourselves to the significantly weaker special case of only relationally
similar word pairs. Finally, we designed the dataset in such a way that all our identified
query types could be benchmarked with a single dataset.

From an algorithmic point of view, the recent years have brought several impressive
advancements in language understanding, and especially a new breed of deep-learning
neural embedding techniques showed very impressive results for challenges related to
analogy processing like measuring semantic similarity or relational similarity. Unfor-
tunately, these algorithms do not show strong results on our new benchmark dataset,
thus further emphasizing the need for continued future research in this field.

Table 4. Benchmark results

Protocol Algorithm Overall Common
knowledge

Uncommon
knowledge

Definite Indefinite

Completion Word2Vec 0.1786 0.1781 0.1851 0.225 0.1481
Glove 0.1960 0.1941 0.2222 0.2562 0.1563

Ranking
multiple
choice

Word2Vec 0.3026 0.3030 0.30 0.3125 0.2954
Glove 0.3289 0.3181 0.30 0.3437 0.3181
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Abstract. As millions of people are diagnosed with diabetes every year, the
demand for information about diabetes continues to increase. China is one of the
countries with a large population of diabetes patients. Many Chinese health
websites provide diabetes related news and articles. However, because most of
the online articles are uncategorized or lack a clear topic and theme, users often
cannot find their topics of interest effectively and efficiently. The problem of
health topic identification and categorization on Chinese websites cannot be easily
addressed by applying existing approaches and methods, which have been used
for English documents, in a straightforward manner. To address this problem and
meet users’ demand for diabetes related information needs, we propose a deep
learning based framework to identify and categorize topics related to diabetes in
online Chinese articles. Our experiments using datasets with over 19,000 online
articles showed that the framework achieved a higher effectiveness and accuracy
in categorizing diabetes related topics than most of the state-of-the-art benchmark
approaches.

Keywords: Text classification · Deep learning · Healthcare · Chinese

1 Introduction

Diabetes has become one of the most common chronic diseases that affect millions
of people’s lives worldwide. According to the survey by the Chinese Diabetes
Society, 98.4 million people were diagnosed with diabetes and 13 million people
died of diabetes in China in 2013. To meet the increasing demand for health infor‐
mation and knowledge many health related websites in China provide various
resources and services, including health news, articles, discussion forums, and online
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patient communities. A tremendous amount of high-quality health news and articles
are contributed by healthcare professionals and experts.

However, most of the news and articles are uncategorized, making it very time-
consuming and overwhelming for users to browse and search for information about
specific topics. Automatically identifying topics out of uncategorized health related
articles could be very useful for various types of health information users, including
patients and their family members, healthcare professionals (e.g., physicians and
nurses), and researchers. Especially, it can help newly diagnosed patients find valuable
educational materials for self-management of their diseases and health conditions more
effectively. It can also help healthcare professionals and researchers quickly learn the
health and disease topics in which patients are most interested.

Many approaches and methods have been proposed for identifying and categorizing
topics in English articles in various application domains, including the healthcare and
medical domain [1]. Unfortunately, little work has been done in the context of health
related topic identification and categorization of online Chinese articles.

The problem of health topic identification and categorization of online Chinese arti‐
cles is quite challenging. It cannot be easily addressed by applying existing approaches
and methods, which have been used for English articles, in a straightforward manner
due to the difference between Chinese and English, the lack of Chinese medical lexicons,
and the special characteristics of Chinese online health articles. First, Chinese is based
on ideographic writing systems, whose structure and grammar are quite different from
those of English, which is based on alphabetic. For instance, since there is no space
between Chinese characters, it is more difficult to parse Chinese sentences into unam‐
biguous word segments. Second, many prior studies adopt a standard medical knowl‐
edge base, UMLS (Unified Medical Language System), to extract medical terms and
features when categorizing English articles. Unfortunately, there has not been a standard
Chinese medical lexicon available. Third, there has been a lack of widely adopted
standards for categorizing online Chinese health articles. Consequently, the topic cate‐
gories of many online Chinese articles are wrong or misleading.

To address these challenges, we develop a Chinese domain lexicon and adopt a
professional vocabulary related to diabetes and incorporate them into our topic
identification and categorization framework. More importantly, our framework is based
on the recently developed deep learning approach. Deep learning [2] is a promising
machine learning approach based on artificial neural networks. Among many different
deep learning architectures, the Deep Belief Network (DBN) has been employed in many
image processing and speech recognition applications. However, this approach has not
been widely employed in text categorization applications because of the information
loss problem. In this research, we develop a DBN-based model to identify topics related
to diabetes from Chinese online articles. We focus on articles about diabetes because it
is one of the most widely studied chronic diseases and there are many diabetes patients
in China. Our experiments show that our approach outperforms the state-of-the-art text
categorization techniques for diabetes-related articles.
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The remainder of this paper is organized as follows. We present a review of literature
on deep learning and topic identification and categorization, and then describe our DBN-
based deep learning framework. Next, we report on our experiments and discuss the
results. Finally, we conclude this paper.

2 Related Work

In this section, we review related work about text categorization methods, especially the
deep learning methods, and their application in health-related domains.

Text categorization is a set of important and well-developed classification methods
for categorizing the growing number of electronic documents worldwide. Text catego‐
rization has been widely used in natural language processing and information retrieval
applications, including Web page classification, spam filtering, email routing, genre
classification, readability assessment, and sentiment analysis [3, 4]. Most of the existing
research work in text categorization has focused on supervised machine learning
methods by classifying text based on words in training documents. These approaches
include Bayesian classifiers [5], Decision Tree (DT) [6], support vector machines
(SVMs) [7], K-Nearest Neighbor (KNN) [8], Neural Networks [9], and combined
approaches [10]. Some of these methods are selected as our benchmarks in the experi‐
ments.

Deep learning is a recently proposed classification approach. It refers to a set of
machine learning techniques based on artificial neural networks, where many layers of
information processing units stack up to form a hierarchical architecture. Among the
various deep learning architectures, the Deep Belief Network (DBN) is widely used in
the processing of images [2], audios [11], etc. Because images and sounds can be easily
represented as input vectors using fixed feature sets, deep learning is a natural technique
for image processing and speech recognition applications. However, only a limited
number of studies have employed the deep learning techniques to categorize text docu‐
ments. Liu [12] used DBN and SVM to classify text documents in a Chinese corpora.
Wang et al. [13] concentrated on modeling the semantic relationship between questions
and their answers using simple textual features, and presented a DBN to model the
semantic relevance between questions and their answers. This is due to the difficulty of
finding appropriate feature vectors to represent text. In other words, when representing
text documents, the feature vectors are usually based on bag-of-words or other feature
extraction methods, which often cause information loss. As a result, it remains a major
challenge to use deep learning techniques in text categorization applications. In this
study, we identify and combine feature vectors using different methods to represent text
in DBN-based model with better categorization performance.

As a data mining and text mining approach [14, 15], classification techniques have
also been used to categorize electronic medical documents (e.g., medical literatures and
clinical records) and Web documents into meaningful topics in the health-related
domains. These studies often rely on a standard domain lexicon during the process of
document categorization. Velupillai et al. [16] reported an assertion system (pyCon‐
TextNLP) from English to Swedish (pyConTextSwe) by creating an optimized assertion
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lexicon for clinical Swedish. Liu et al. [17] assessed the effectiveness of several learning
models (Naïve Bayes, DT, KNN, SVM) against a number of performance metrics based
on a relational graph database of clinical entities. Minarro-Giménez et al. [18] applied
the deep learning techniques to medical corpora to test its potential for improving the
accessibility of medical knowledge by identifying the relationships. Sibunruang and
Polpinij [19] leveraged an ontology of Cancer Technical Term Net to select keyword-
based features, where this ontology is used as a lexicon. However, there has not been a
standard medical lexicon available in Chinese, not to mention a medical ontology. This
adds more difficulty to the task of categorizing medical and health related documents in
Chinese.

Some researchers have included domain knowledge in the classification process to
improve the performance. Sinha and Zhao [20] compared the performance of seven
classification methods with and without incorporating domain knowledge. They found
that incorporation of domain knowledge significantly improves classification perform‐
ance. Liu et al. [21] proposed a classification method for the knowledge cards written
in Japanese and Chinese using domain-specific dictionary. In this research, we develop
a Chinese domain lexicon and a professional vocabulary for diabetes and incorporate
them into the deep learning framework to identify topics related to diabetes from Chinese
Web articles. The following section describes in detail diabetes-related topic categori‐
zation using deep learning (DBN) based classification.

3 Research Design

In this section, we propose our deep learning based topic categorization framework,
which is used to find diabetes-related topics on Chinese health websites. We provide a
formal definition for the topic categorization problem before presenting the framework.
We then introduce the DBN-based model in detail.

3.1 Problem Definition

The topic categorization problem can be formally defined as follows:

Definition 1. Given an article collection A and a category collection C, the labeled
category list for each article a ∈ A is defined as:

La =
[
c1, c2,… , ci,… , cn

]
, n ≥ 1, ci ∈ C

where c1 is the primary category of each article. The output of our topic categorization
framework is the primary category for each article.

3.2 The Topic Identification and Categorization Framework

Our framework includes four stages: data collection, data preprocessing, model training,
and topic identification. Figure 1 presents this framework.

484 X. Chen et al.



Fig. 1. The topic identification and categorization framework

Data Collection. We developed an automated web crawler to fetch and download
online articles from Chinese health websites. We used the keyword “diabetes” to locate
diabetes-related pages. Figure 2 presents an example of collected pages in our dataset.
Text parsers were used to extract various fields from the pages including article ID, URL,
title, article source, posted time, and article body as shown in Fig. 2. Navigation paths
(e.g., Home Page > Diabetes Information > Child Diabetes) that may provide category
information were also extracted. Note that not all websites contain navigation paths. We
chose the pages with navigation paths as the training and testing data in the experiments.
Additionally, some pages contain tags or keywords (e.g., “Child Diabetes”, “Diabetes
Complications”) that highlight the focuses of the content. These tags and keywords were
extracted as well. We focus on the article body of the pages and refer to them as articles
in the following sections.

From all the navigation paths in the Web pages, we extracted 26 distinct diabetes-
related terms, based on which we created a professional diabetes vocabulary. We also
found and compiled definitions and explanations for these 26 terms based on classical
books for Medicine and Diabetes in Chinese. For example, the term ��� (Hypogly‐
cemia) is defined as ����应���见��应	�见
�岛��
����岛
����时����动
���� (Hypoglycemia is low blood sugar. It is one of
the most common symptoms of diabetes, often caused by insulin overdose, missing
meals after insulin injections, or excessive physical activities.). In this study we used
this professional diabetes vocabulary as part of the domain knowledge for helping the
topic categorization.
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Data Preprocessing. Data preprocessing prepares the data for the model training stage
in our framework. Data preprocessing consists of five steps: lexicon creation, word
segmentation, topic category map construction, article annotation, and feature extrac‐
tion.

Lexicon Creation. A domain lexicon, which contains terms in a specific domain, is
usually used for feature extraction in text mining applications. Unfortunately, there has
not been a standard domain lexicon in Chinese for diabetes. To build this lexicon, we
combined entries from Diabetes Dictionary App [22], which was the only available
commercial mobile application for Chinese diabetes patients, and the extracted tags from
diabetes-related Web pages to obtain a relatively complete Chinese diabetes lexicon.
The resulting lexicon contains 1,065 terms related to diabetes including its medication,
treatment, care, and prevention.

Word Segmentation. We used a Chinese word segmentation tool, ICTCLAS, to remove
stop words and perform word segmentation for the content bodies of Web pages.

Topic Category Map Construction. Our diabetes topic category map is a tree structure
with nested levels of topic categories related to diabetes. The top level consists of main
topic categories, each of which is broken down to lower-levels of sub-categories. The
map was built based on both the professional vocabulary (with the 26 terms) and the
navigation paths extracted from the web pages in the data collection stage. Because most
navigation paths of the web pages comprised non-professional, layperson terms, we
made a semantic mapping between the professional vocabulary and the extracted navi‐
gation paths with the help of domain experts. Figure 3 presents the resulting topic cate‐
gory map with six main categories on the top level and sub-category levels. Because of
the space limit, some lower-level sub-categories are not shown on the map.

Fig. 2. An example of a diabetes-related web page
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Fig. 3. Diabetes topic category map

Article Annotation. This is an optional step in this framework and can be skipped if all
the collected Web pages contain navigation paths that can be used as category labels.
For pages without navigation paths, they should be manually annotated based on the
diabetes topic category map for the model training and testing purposes. In this research
we annotated a part of our datasets (see Experiments for details about the datasets). Each
article was assigned one main label but might also had one or more secondary labels.

Feature Extraction. The features used as input for the DBN-based model are then extracted
from the articles. In prior studies, the bag-of-words (BOW) approach has often been
employed to generate features for text data in deep learning models. In this approach, each
distinct word in an article is treated as a feature. However, this approach can result in a
large but sparse feature vector, significantly affecting the performance of DBN models
[23]. To reduce the dimensionality of the feature vectors, we combined 1,065 diabetes
related terms from our Chinese diabetes domain lexicon and 123 feature values using the
TFIDF method, which is a numerical statistical method that finds weights of the most
frequently used terms in an article. The first 1,065 features were binary, indicating whether
the corresponding term appears in the article or not. The remaining 123 features were
calculated by obtaining the 123 greatest weights from TFIDF output using a certain
threshold. As a result, each article was represented as a feature vector of 1,188 dimen‐
sions. We will demonstrate the effectiveness of the feature set in the experiments.

Model Training and Topic Categorization. The DBN-based model will be described
in detail in the next section. The feature vectors representing the articles serve as the
inputs to the DBN input module. For each article, the DBN output module produces 26
probability values, each of which corresponds to one category node on the topic category
map (see Fig. 3). At the end of this stage, the DBN-based model selects the category
with the maximum probability value as the primary category for the article (as defined
in Definition 1).
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In the topic categorization stage, the primary topic category of the article is checked
against the topic category map. For each article, this primary topic category is mapped
to one of the six main category node on the first level of the tree as shown in Fig. 3.

3.3 The DBN-Based Model Training

For the model training stage, we propose a Deep Belief Network (DBN) based model
for the topic categorization. Specifically, the model is called LDADBN and incorporates
two techniques: the LDA (Latent Dirichlet Allocation) model and the DBN model.
Figure 4 presents the architecture of our LDADBN model, which consists of three
modules: the LDA auxiliary module (on the bottom left), the DBN input module (on the
bottom right), and the DBN output module (on the top). Due to the effectiveness of LDA
for short texts [24] and small training sets, the LDA auxiliary module is designed for
identifying latent topics from the professional diabetes vocabulary; the DBN input
module is designed for categorizing the articles of the websites; and the DBN output
module is used for generating the category labels.

Fig. 4. The LDADBN model architecture

The LDA Auxiliary Module. The LDA model is an unsupervised machine learning
technique for mining latent topics from text collections [25] and can provide supple‐
mentary information for deep learning models. Note that in the LDA model, the latent
topics are different from the topic categories mentioned elsewhere in this paper. The
LDA generative process can be graphically represented using the plate notation as shown
in the LDA module in Fig. 4. In this module, z denotes a hidden topic; t is a word or
term in a document; M is the number of documents in the data set, K is the number of
latent topics; θ and ϕ are Dirichlet priors with hyper-parameters α and β respectively.
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In this model, the shaded and unshaded nodes represent observed and latent variables
respectively. An arrow corresponds to a conditional dependency between two variables.
For example, the arrow between the Dirichlet prior θ and the hyper-parameter α repre‐
sents the conditional probability of θ given α. In this figure, a box indicates repeated
sampling with the number of repetitions given by the variable in the bottom of the box
(e.g., N). The generative process is described as follow:

1. For each document, draw a multinomial distribution over hidden topics,
𝜃 ∼ Dirichlet(𝛼);

2. For each hidden topic, draw a multinomial distribution over words,
𝛷 ∼ Dirichlet(𝛽);

3. For a word td in a document d, sample a hidden topic zd from 𝜃d, and then sample
the word td from 𝛷zd

;

Our LDA auxiliary module takes the professional diabetes vocabulary as input. We
treat each term’s definition and explanation as a document d and set K = 26, which is
the number of terms in the professional diabetes vocabulary, as well as the number of
categories in the topic category map (see Fig. 3).

To estimate the latent parameters in the LDA module, we perform inference using
the Gibbs Sampling algorithm. After LDA finishes the parameter estimation process,
we obtain the parameter values for all terms and normalize the scale of each feature of
each term by 𝜃 to generate feature vectors with K dimensions.

The DBN Input Module. A DBN uses a multilayered architecture that consists of one
visible layer and one or more hidden layers as shown in Fig. 4. The visible layer of a
DBN accepts the feature vectors of input data and delivers the data to the hidden layers
[2]. DBN uses RBMs (Restricted Boltzmann Machines) as the building blocks for each
layer. Several RBMs stack up to form a DBN. For example, the red box in the bottom-
right of Fig. 4 represents the first RBM in this DBN. The green, blue, and purple boxes
represent the second, third, and fourth RBMs, respectively. An RBM is a generative
stochastic artificial neural network that consists of only two layers: the input layer and
output layer as shown in Fig. 5, in which the input nodes and output nodes are denoted
by I’s and O’s, respectively. Each layer may have one or more nodes (or neurons, units).
Usually, between-layer links are learned using the training data to model the probability
distributions of the inputs. However, no links are allowed to exist between nodes on the
same layer, which is why this type of neural network is called restricted.

Fig. 5. The graphical representation of an RBM
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The training parameters of an RBM contain the weights, w, of the links between
layers and the node biases b. Each training iteration for an RBM consists of two phases.
In the first phase, the states of nodes in the output layer are determined by transforming
the states of nodes in the input layer using a sigmoid activation function. In the second
phase, the states of the nodes in the input layer are reconstructed based on the output
layer nodes’ states. The process can be mathematically expressed as follow:

p
(
Ok = 1|I) = sigmoid

(
−bk −

∑
j
Ijwkj

)
(1)

p
(
Ij = 1|O)

= sigmoid
(
−bj −

∑
k

Okwkj

)
(2)

where Ok and Ij are the states for the k-th node in output layer and the j-th node in the
input layer, respectively. The sigmoid activation function is defined as:

sigmoid(x) = 1∕(1 + e−x) (3)

The nodes in the input and output layers are binary stochastic variables with values
0 or 1, corresponding to off or on of the nodes in the learning process.

After each iteration the parameters are updated based on the states of the input and
output nodes. The weights wjk are updated based on

Δwjk = 𝜀

(⟨
IjOk

⟩
input

−
⟨

IjOk

⟩
recon

)
(4)

where 𝜀 is the learning rate between 0 and 1, 
⟨

IjOk

⟩
input

 is the pairwise product of the
state vectors for the nodes in the first phase, whereas 

⟨
IjOk

⟩
recon

 denotes the pairwise
product of the state vectors in the second phase. The biases, b’s, are updated similarly.
This process is repeated until a maximum number of iterations is reached.

After the layer-wise pre-training of all RBMs in the DBN, all the parameters of the
deep architecture in DBN can be fine-tuned using the back-propagation algorithm. The
back-propagation considers all layers simultaneously to minimize the training error with
stochastic gradient descent. The training error is calculated by comparing the network
outputs and the training data category labels. The process is repeated and stops when it
reaches the maximum number of iterations. After the DBN input module finishes the
training process, it generates a vector for each website article.

The DBN Output Module. After the LDA auxiliary module finishes the unsupervised
training using the professional diabetes vocabulary and the DBN input module finishes
the supervised training using the articles, we combine the vectors representing the topic
distributions of the 26 diabetes-related terms obtained from the LDA module and the
feature vector representing each article from the DBN input module to form a joint
representation vector. Note that the dimension of this combined vector is 26*K (the
dimension of the LDA auxiliary module’ output) plus the dimension of the DBN input
module’ output layer. This combined feature vector is used as the input to the DBN
output module, which includes one or more hidden layers, to output 26 probability
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values. The training process of the DNB output module is the same as the DBN input
module.

At the end, for each article, the LDADBN model selects the category with the
maximum probability value. All parameters obtained in the LDADBN model training
process are used to test the performance of the model in the experiments.

4 Experiments

We conducted a series of experiments to evaluate the performance of the LDADBN
model for identifying and categorizing diabetes related topics. In this section, we report
the results and findings from these experiments.

4.1 The Datasets

We collected all pages posted between July 2010 and September 2013 from two most
popular Chinese health websites dedicated to diabetes related information. A summary
of the two datasets is shown in the Dataset 1 column and Dataset 2 column in Table 1.
Some pages contain tags such as “High Satiety” (����) and “Diet Control” (	�
��). There are in total 912 distinct tags in Dataset 1 and Dataset 2. We include the
sample articles (and their English translations) from the two websites, respectively, as
follows.

[tnbz.com] ��������说,	
��
�,����������疗������
们,��������� �!"诫������#$����说:�	%&'(,%&�
�,)�)$��*说+
,-./01?2345值
67�89:为;传�<=谈>:
?@A发现,BC�DE �D�F	对������GH��?�I�JK�……
It is often said that diabetes patients should avoid eating porridge, which can cause their blood
sugar level to rise rapidly. Doctors may also suggest patients with diabetes or obesity not eat
porridge. The reason is that porridge is easy to digest and one may quickly get hungry again after
a porridge meal. As a result, a diet with more porridge may cause one to gain weights faster. Is
this really true? A widely cited study reports that using the same amount of ingredients, a rice
meal and a porridge meal have different effects on the after-meal blood sugar levels of diabetes
patients….

[zzcxhg.com] 8L@A报"M,N�O���P�QR发STU,绝对VG��GWXY�
��协�Z[��G\?]��约 2/3������^_P脏`�F�
a�,bc�O
P�Q�发�
daed��L@AfXY�师g员�资h,该g员�i议绝对VG��
G……
According to a research report, vegan diet is more helpful than the diet recommended by the
American Diabetes Association for preventing cardiovascular complications in diabetes patients.
About two-thirds diabetes patients die of heart diseases or strokes. Thus the prevention of cardi‐
ovascular disease is a top priority. The study was funded by the U.S. Physicians Committee for
Responsible Medicine, which recommended vegan diet.
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To evaluate our model’s performance for uncategorized Web pages, we created
Dataset 3 by randomly selecting 1,000 Web pages out of Datasets 1 and 2 (see the Dataset
3 column in Table 1). We removed the navigation paths in the original pages and
manually annotated the 1,000 articles. Two graduate students with diabetes knowledge
annotated the data (with 0.88 inter-coder reliability); and the remaining disagreement
was resolved by in-person discussions between the two students. We found that the 26
categories in the three datasets were not uniformly distributed (see Fig. 6a–c). Because
an unevenly distributed dataset may affect the performance of classification models [26],
we created Dataset 4 by drawing 1,162 articles out of Datasets 1 and 2 (see the last
column in Table 1) such that there were roughly an equal number of articles in each
category (see Fig. 6d).
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Fig. 6. The category distributions in the datasets

Table 1. Dataset statistics summary

Dataset Dataset 1 Dataset 2 Dataset 3 Dataset 4
Website tnbz.com zzcxhg.com Combined Combined
No. of articles 3,936 15,682 1,000 1,162
No. of all tags 6,933 7,023 – –
No. of distinct tags 888 49 – –
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4.2 Evaluation Metrics and Benchmarks

The evaluation metrics of the experiments are precision, recall, F-measure and accuracy.
These metrics have been widely used in data mining and machine learning studies. We
selected the following five techniques as the benchmarks.

• DBN. This model uses only one DBN module and takes only the articles from the
websites as the input. In other words, this model is equivalent to the DBN input
module in our LDADBN model.

• SVM (Support Vector Machine). SVM is one of the most popular and effective
classification techniques and has been adopted in medical research. SVM constructs
hyper-planes with maximum margins to divide data points with different category
labels.

• GNB (Gaussian Naïve Bayes). GNB is a simple probabilistic classifier implementing
Bayes’ theorem and has been shown to perform superior in some text classification
tasks.

• PE (Perceptron). Perceptron is one of the first artificial neural networks and suitable
for supervised classification.

• DT (Decision Trees). DT is a non-parametric supervised learning method for
classification.

4.3 Results

To compare the effectiveness of the LDADBN with the benchmarks, we conducted 10-
fold cross validation on each of the four datasets. The values of the default parameters
in the LDADBN model are presented in Table 2. In the training stage, we set the learning
rates for the training and tuning processes to be 0.1 and 0.01, respectively, and the
number of iterations to be 200.

Table 2. The default parameter values in the LDADBN model

Parameters LDA auxiliary module DBN input module DBN output module

Dimensions of input – 1,188 1,270

No. of hidden layers –                 3                 4

Dimensions of hidden layers –     594     635

Dimensions of output 26     594         26

In our implementation, the DBN input module contains three hidden layers with 594
dimensions (i.e., half of the number of input dimensions) in each of the layers. The DBN
output module takes the 1,270-dimension (=26 * 26 + 594) vectors as the input and
contains four hidden layers.
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Table 3 summarizes the results of the performance comparison between LDADBN
and the benchmarks using Dataset 1. The last four columns report the average values
of metrics over the 10-fold cross validations. In Tables 3 through 6, metric values (F-
measure1 and Accuracy) that are significantly less than those of the LDADBN model
are highlighted with asterisks.

Compared with the benchmark models, our LDADBN and the DBN model perform
similarly and better than the benchmarks. Specifically, the LDADBN model is signifi‐
cantly better than all non-DBN based models in F-measure and better than GNB, PE,
and DT in accuracy. Only SVM’s accuracy is comparable with LDADBN. The possible
reason for the non-significant difference between LDADBN and DBN is that the training
data for the LDA auxiliary module in the LDADBN is too small, containing only 26
term definitions and explanations (documents). As a result, the supplementary infor‐
mation provided by the LDA module is marginal and not substantial enough to help
enhance the performance of the DBN modules.

Table 3. Performance comparison using Dataset 1

Method Precision % Recall % F-measure % Accuracy %
LDADBN 63.02 61.28 62.09 75.38
DBN 62.67 62.93 62.73 74.78
SVM 83.15 43.74 57.14*** 74.50
GNB 41.84 48.37 44.86*** 56.65***
PE 59.40 56.82 57.84* 73.38**
DT 53.29 53.16 53.20*** 68.55***

*p < 0.01; **p < 0.005; ***p < 0.001

Table 4 presents the performance comparison results using Dataset 2. It shows that
the performance is worse than that using Dataset 1. This is because the distribution in
dataset 2 is more uneven, which results in many indistinguishable class boundaries. For
example, there are no articles in 7 out of the 26 (27 %) categories in this dataset. Since
the model always outputs 26 probabilities values, it may assign some articles into cate‐
gories that do not exist in the dataset. However, even though the LDADBN’s F-measure
and accuracy are lower than those in Dataset 1, these two measures are still significantly
greater than those of the non-DBN based benchmarks (except for PE in the accuracy
measure). Table 5 shows the results from Dataset 3. It can be seen that when the category
distributed is more even (with no missing data in any category), all classification models’
performances are better; and that the LDADBN is even significantly more effective and
accurate than the DBN model.

1
We consider only F-measure here because it is a comprehensive metric incorporating both
Precision and Recall.
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In order to demonstrate the effect of the category distribution on model performance,
we report the performance comparison results from Dataset 4 in Table 6. It shows that
the LDADBN’s F-measure and accuracy are improved (compared with Dataset 3 with
unevenly distributed categories and similar number of articles) and significantly greater
than all other non-DBN based benchmark models.

Table 5. Performance comparison using Dataset 3

Method Precision % Recall % F-measure % Accuracy %
LDADBN 53.91 53.41 53.25 64.40
DBN 50.57 51.77 50.47* 62.00*
SVM 68.72 29.51 40.93** 57.80***
GNB 34.79 40.66 36.97*** 48.00**
PE 47.55 46.94 47.08* 59.90
DT 40.95 44.14 41.93*** 56.20

*p < 0.05; **p < 0.005; ***p < 0.001

Table 6. Performance comparison using Dataset 4

Method Precision % Recall % F-measure % Accuracy %
LDADBN 65.90 63.28 64.33 68.79
DBN 64.43 61.81 62.85 67.93
SVM 67.88 53.13 59.50* 64.14**
GNB 55.63 54.93 55.07** 62.75**
PE 53.61 53.73 53.43*** 59.65***
DT 53.95 53.51 53.49** 58.96***

*p < 0.05; **p < 0.005; ***p < 0.0005

Table 4. Performance comparison using Dataset 2

Method Precision % Recall % F-measure % Accuracy %
LDADBN 36.82 37.31 38.00 55.29
DBN 38.70 37.17 37.89 54.72
SVM 56.34 27.37 36.84* 43.14***
GNB 25.37 29.63 27.31*** 39.45***
PE 39.85 32.79 35.93* 54.60
DT 35.68 33.47 34.52*** 50.61***

*p < 0.05; ***p < 0.001
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In summary, the LDADBN model is significantly more effective and accurate in
identifying and categorizing topics in diabetes related Chinese Web pages than major
classification models, including SVM, GNB, PE, and DT. In most cases, the LDADBN
model performs similarly to the DBN model in terms of F-measure and accuracy. For
manually annotated data, the LDADBN model outperforms the DBN model.

4.4 The Effects of the Parameter Values

In order to fine tune our LDADBN model, we conducted additional experiments to
examine the effects of the parameters on model performance. Especially, we focused on
the effects of the number of layers and dimensions in the DBN module. We used the
default values for other parameters (e.g., learning rate). Dataset 3 was used for these
experiments.

Figure 7 displays the F-measures of the LDADBN as a function of the number of
layers. The left of the Fig. 7 shows that as the number of layers in the LDADBN’s DBN
input module increases, the LDADBN’s effectiveness increases until it reaches its top
at the point for three layers. The right of the Fig. 7 presents the changes in LDADBN’s
effectiveness in response to the changes in the number of layers in the DBN output
module, showing a tendency of a convex peak. There is a trade-off between the perform‐
ance and training time, thus we chose to use three layers in the input DBN module and
four layers in the output DBN module in the LDADBN.
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Fig. 7. The effect of the number of hidden layers in the LDADBN

Figure 8 shows the performance of the LDADBN in terms of the number of nodes
(dimensions) of the hidden layers. As we can see from the Figure, as the dimension of
hidden layers increases, the performance of the LDADBN goes up first and then goes
down. This indicates that for the DBN-based models, having hidden units about the half
of the number of input dimensions is sufficient to train the model.
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4.5 The Effects of the Feature Vectors

We also investigated the effects of different feature vectors on the performance of our
model. In this study, we used two types of features: 1,065 binary features from the
diabetes lexicon and the 123 features using the TFIDF method. We call them Binary
and TFIDF, respectively. The combined vector, which was what we used in the above
experiments, is called B-TFIDF. To demonstrate the value of B-TFIDF, we compared
it with the Binary and TFIDF feature vectors using Dataset 1. The performance of the
LDADBN model using the three different feature vectors are shown in Table 7. Our
results demonstrate that the combined feature vectors, B-TFIDF, yields the best perform‐
ance in terms of F-measure and accuracy.

Table 7. The performance of LDADBN using different feature vectors

Method Precision % Recall % F-measure % Accuracy %
B-TFIDF 66.03 59.14 62.40 75.5
Binary 65.46 58.47 61.77 74.7
TFIDF 59.25 20.00 29.91 59.3

4.6 Causes of Misclassification Errors

To further investigate and analyze the causes of misclassification errors, we selected
some samples misclassified by the LDADBN model. We randomly selected 100 articles
out of Dataset 1 and 21 % of these articles were misclassified by the LDADBN model.
We conducted an in-depth analysis of the 21 articles and identified three possible causes
for the misclassification errors: wrong label, multiple topics, and model error.

• Wrong label. We found that 10 % of the articles were “misclassified” by the
LDADBN because their navigation paths, which were used as topic category labels
in our experiments, were actually wrong. In other words, the LDADBN model
assigned correct labels based on the articles’ contents and the topic category map.
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In the following example, the article’s category label provided by the health website
is Glucose Tests, but the article actually describes the diabetes complications.

���j�k�?lm??@A显n,�约 56 %�����o�I时�?�k��pqrst
u类vw��x现�yz{经兴奋S|}……
Is diabetes related to cervical spondylosis? A study shows that about 56 % diabetes patients suffer
from cervical spondylosis. Diabetes may cause the sympathetic nerve excitability syndrome similar
to hypoglycemia symptoms.

• Multiple topics. Because our model selects only one primary topic category for each
article, an article may be misclassified if it contains multiple topics. We found that
3 % of the articles were misclassified due to this reason. For example, the following
article covers two topics: Diabetes Diet and Diabetes Complications; and the original
website used only Diabetes Diet as the topic label. Since our model outputs Diabetes
Complications as the topic category, it was treated as a misclassification error.

补~维�V Cr�w视���变�{经�变j肾�B���R发S�+���补~维�VB
营�,��视����p�……
Taking Vitamin C as a diet suppliment can reduce the risks of diabetes complications such as retin‐
opathy,neuropathy, and kidney diseases.

• Model error. For the remaining 8 % of the misclassified articles, the model simply
did not capture the main point of the articles. For instance, “Hyperglycemia” was
mistakenly assigned by the LDADBN model as the topic category to the following
article regarding glucose testing.


��,��8�P态3�烦;
����\
�c�b为��仅���细�����G��
��动,�时�药��3,4�5经5��监测��……
If you have diabetes, you need to control your diet, exercise regularly, take medicine, and get injec‐
tions on time. You also must often monitor and test your blood glucose level.

In short, if the training data are correctly labeled, the LDADBN model may achieve
better performance in accuracy. The cases of wrong label and multiple topics show that
some health websites provide some categorized articles but the category information is
incorrect or misleading. There is also a lack of widely accepted standard for categorizing
diabetes related topics. These problems are also the reasons that we propose this DBN-
based framework. We hope to provide an effective approach (and standard) to identi‐
fying and categorizing diabetes related topics from online Chinese articles.

5 Conclusion

In this study, we propose a deep learning based framework for identifying and catego‐
rizing diabetes-related topics on Chinese health websites. This framework includes four
stages: data collection, data preprocessing, DBN-based model training, and topic cate‐
gorization. Our experiments using real data show that the LDADBN model outperforms
several state-of-the-art benchmark categorization methods.

The contribution of our research is three-fold. First, we employ the deep learning
approach to categorizing text documents, for which little research has been done to ascer‐
tain the value of the deep learning approach. To the best of our knowledge, our research
framework is the first one to adopt the deep learning approach in topic identification and
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categorization, especially for Chinese documents in the diabetes domain. Second, to
address the feature selection challenge of using the deep learning approach in text catego‐
rization applications, we propose to combine a domain lexicon based feature vector and the
TFIDF based feature vector. This combined feature vector is significantly smaller than
those developed using the bag-of-words approaches. Third, we incorporate domain knowl‐
edge into the process of topic categorization. We develop the professional diabetes vocabu‐
lary and use it as the input to the LDA module to model the domain knowledge related to
diabetes care and treatments. The experiments show encouraging results.

One limitation of our model is that the DBN-based model with the LDA auxiliary
module is not significantly better than the DBN model. The possible reason is that the
size of the training data for the LDA module is too small, containing only 26 terms and
their definitions and explanations. Another limitation of our model lies in the lengthy
training process, which affects the model’s scalability for large datasets.

Our future work will be done in three directions: (a) experiment with other types of
machine learning models to formulate the domain knowledge and to help improve the
performance of our DBN-based model; (b) seek more collaboration with physicians and
medical professionals to refine the topic category map; and (c) extend and apply the
framework to other chronicle diseases and even other domains. Moreover, for the model
training process, instead of setting a fixed maximum number of iterations we would
make the termination condition more adaptive and heuristic.
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Abstract. Approximate substring matching is a common problem in
many applications. In this paper, we study approximate substring match-
ing with edit distance constraints. Existing methods are very sensitive
to query strings or query parameters like query length and edit distance.
To address the problem, we propose a new approach using partition
scheme. It first partitions a query into several segments, and finds match-
ing substrings of these segments as candidates, then performs a bidirec-
tional verification on these candidates to get final results. We devise an
even partition scheme to efficiently find candidates, and a best partition
scheme to find high quality candidates. Furthermore, through theoretical
analysis, we find that the best partition scheme cannot always outper-
form the even partition scheme. Thus we propose an adaptive approach
for selectively choosing scheme using statistic knowledge. We conduct
comprehensive experiments to demonstrate the efficiency and quality of
our proposed method.

Keywords: Approximate substring matching · Adaptive approach ·
Partition scheme · Scheme selection

1 Introduction

Approximate substring matching problem widely exists in many applications,
such as text retrieval, pattern recognition, signal processing, and bioinformat-
ics [15]. For example, spelling errors may occur when typing queries in a search
engine, and typos may exist in many web pages. Approximate substring matching
can help provide error tolerant high quality information retrieval. Another sim-
ilar application is finding DNA subsequence in a genome database with several
mutations. With the rapid growth of text data, efficiently responding approxi-
mate substring query is an important and challenging task.

In this paper, we focus on approximate substring matching with edit dis-
tance constraints, which finds all similar substrings for a given query in a string
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collection, such that their edit distance with the query is within a given thresh-
old. Existing methods can be mainly classified into two groups. The first one
adopts a suffixtree-based framework [13,19], which backtracks on the suffix tree
or its variant to compute the edit distance of a query with all the substrings. It
saves the cost by sharing edit distance computation on same substrings. These
methods are very sensitive to query’s parameters. They only work well for short
queries with small edit distance. Besides, the alphabet size also affects the perfor-
mance, since it is more likely to have common substrings for a string collection
in a small size of alphabet. The second one employs a filter and verification
framework [10,17]. The idea is to utilize a filter process to find a group of sub-
strings as candidates, and the final result can be obtained by further verifying
the edit distance with the query. Since the lengths and positions of the matching
are unknown beforehand, these methods can only utilize query string to do fil-
tering. Different strings have varied influence on the efficiency. To address these
problems, we propose a new method for approximate substring matching.

Recently an even partition scheme based on the pigeonhole principle shows
great success in solving approximate string search and join [9,12]. In this paper,
we utilize the even partition scheme as our basic method to solve the approxi-
mate substring matching problem, and utilize a variant of suffix tree called BWT
to index the string collection. For a given query, we evenly partition it into sev-
eral segments, and search those segments’ exact matching substrings to generate
a group of candidates. Then we conduct bidirectional verification on those can-
didates to get final results. We find that the basic method has a large room
for performance improvement. The improved idea is based on an observation
that a good partition scheme can help reduce the candidate size, which further
reduces the verification cost. Based on this observation, we devise an improved
method using a best partition scheme, which finds the minimum candidates for
a query. We also propose several optimization strategies to boost the process.
Furthermore, through theoretical analysis, we find that the improved method is
not always a better choice, since it needs more time cost to do partition, while
in some cases the even partition scheme could outperform the improved method.
Therefore further improvement can be achieved if we can predict which method
is more efficient. To this end, we propose an adaptive approach for approximate
substring matching. In summary, we make the following contributions:

– We devise a basic method to solve approximate substring matching problem
utilizing the BWT index and the even partition scheme.

– We devise an improved method using the best partition scheme, which finds
the minimum candidates for a query. We also propose several optimization
strategies to boost the process.

– We propose an adaptive approach by utilizing statistic knowledge to do
scheme selection.

– We conduct comprehensive experiments on real data set to demonstrate the
efficiency and quality of our proposed approach.

The rest of this paper is organized as follows. In Sect. 2, we review the related
work. We introduce the preliminaries and formalize our problem in Sect. 3.
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In Sect. 4, we introduce both the basic and improved methods for approximate
substring matching. In Sect. 5, we introduce the adaptive approach for the prob-
lem. We present our experimental results in Sect. 6. Finally, we conclude the
paper in Sect. 7.

2 Related Work

Given a query, finding all approximate matching strings in a string collection
with edit distance constraints is a well-studied problem [15,20]. It includes two
typical sub-problems. The first one aims to find complete strings similar to a
query [2,4,5]. Many methods follow a filter and verification framework to solve
the problem. They first find a group of candidates, then verify them to get final
answers. Length filtering, position filtering, prefix filtering and several variant
filtering were proposed to find candidates efficiently [1,2,8,18,21]. The second
one aims to find substrings similar to a query [10,13,15]. We call it approximate
substring matching. Since the lengths and positions of the matching substrings
are unknown beforehand, the problem is more difficult. In this paper, we focus
on solving the approximate substring matching problem.

The time complexity of the classical approach for approximate substring
matching is O(nm) [15], in which n and m are the scale of the string collection
and the query respectively. An optimal average-case algorithm solves the problem
in O(n(τ + logσm)/m), in which σ is the size of the alphabet, and τ is the
threshold [7].

Many indexing techniques have been proposed to improve the performance.
One important index method is based on suffix tree, which supports many oper-
ations on substrings. In [19], Ukkonen et al. showed how suffix tree could help
boost the approximate substring matching process. Although the method is effi-
cient, it requires much larger space than the original string collection. BWT
index is a variant of suffix tree, which not only has much smaller index size but
also supports many substring operations [3,6,16]. In [13], Li et al. proposed an
approximate substring matching method, which utilizes BWT index to simu-
late the traversal of suffix tree. To allow edit operations, they enumerated all
the characters in the alphabet for each character of the query string. Based on
the proposed method, they developed a tool BWA [13,14], which is widely used
for read alignment in bioinformatics. The method is extremely fast for small
character set, such as DNA sequence.

Another important index method is based on q-gram, which is a contiguous
sequence of q characters of a string. Navarro et al. utilized q-gram inverted
index to address the approximate substring matching problem [17]. Yang et al.
proposed variable-length grams (a.k.a. v-gram) index method to improve the
performance of approximate string matching [11,23]. Kim et al. extended the
v-gram index method to support approximate substring matching [10].

All these methods are very sensitive to query’s parameters or contents, so the
efficiency cannot be guaranteed. To address the problem, we propose a new app-
roach which is efficient for different queries. Our idea is inspired by the pigeon-
hole principle (a.k.a. partition scheme), which partitions a string into several
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segments, then utilizes those segments to find candidates. Li et al. utilized even
partition scheme to solve the approximate string join problem [9,12]. Yang et al.
and Wang et al. utilized even partition scheme to do approximate string match-
ing [22,25]. Yang et al. also utilized even partition scheme to do approximate
substring search on compressed genomic data [24].

3 Preliminaries

Let Σ be a finite alphabet of characters of a string collection. String s is a
sequence of characters in Σ, in which |s| is the string length, and s[i] is the i-th
character of string s. We use s[i, j] to denote a sequence (a.k.a. substring) from
the i-th character to the j-th character. We call s[i, j] a prefix of string s if i = 1,
and a suffix of string s if j = |s|.

In this paper, we utilize edit distance as the measure of dissimilarity between
two strings, which is the minimum number of edit operations (including insertion,
deletion, and substitution) to transform from one string to another. Formally we
use ed(s1, s2) to denote the edit distance between string s1 and string s2. A query
is represented as 〈q, τ〉, in which q is the query string, and τ is the edit distance
threshold. We utilize α = τ

|q| as the error ratio of the query.
Next we define the problem of approximate substring search formally as fol-

lows. Figure 1 shows an example of the approximate substring matching problem.

Problem 1 (Approximate Substring Matching). Given a string collection S, a
query string q, and an edit distance threshold τ , approximate substring matching
finds all the substrings s[i, j], in which s ∈ S, and ed(s[i, j], q) ≤ τ .

q

s
1

s
2

s
n

...
1 2 3 m

Fig. 1. An example of approximate string matching problem.

4 Approximate Substring Matching Methods

In this section, we first present a basic method for approximate substring match-
ing, which utilizes even partition scheme. Then we show how to improve the
method using a best partition scheme.
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4.1 BWT and Exact Substring Matching

Burrows-Wheeler transformation (a.k.a BWT) is a common technique in data
compression. Given a string s, it performs the following transformation. It first
appends character $ to the end of string s, and note that $ is smaller than any
character in Σ. Then it computes the suffix array SA of string s$, which is a
permutation of integers 1, 2, . . . , |s| + 1 such that SA[i] is the start position of
the i-th lexicographically smallest suffix of the string. The output of BWT is a
string t such that if SA[i] = 1, t[i] =$, otherwise t[i] = s[SA[i] − 1]. We show an
example of the transformation in Fig. 2. The BWT result of string mississippi
is ipssm$pissii.

Fig. 2. A BWT example.

Now we explain how to utilize BWT to do exact substring matching. The
method is called backward search, which is first proposed in [6]. Notice that
any occurrence of query q in string s is a prefix of a suffix of s, since all the
suffixes are lexicographically ordered, all the occurrences of query q belong to
a contiguous interval of suffix array SA. The backward search method first sets
the matching interval to cover all the suffix array, then scans the characters of
query q from right to left. For each character it refines the matching interval to
cover all the suffixes that match the current suffix of q. Take Fig. 2 as example,
the process of searching query ssi is as follows. It first sets the matching interval
to be [1, 12], then refines the interval to be [2, 5] when scans character i, and
refines the interval to be [9, 10] when scans character s. Finally it finds the
interval [11, 12], in which SA[11] = 6 and SA[12] = 3. Thus there are two exact
matching substrings ssi in string s, locates in positions 3 and 6 respectively.
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4.2 Basic Approximate Substring Matching Algorithm

The approximate substring matching method is based on the pigeonhole principle
as depicted in Lemma 1. For simplicity, we consider searching query in one string
s. We will show how to search in a string collection in Sect. 5.

Lemma 1. Given a query string q with τ + 1 segments, if a substring s[i, j] is
similar to q with threshold τ , s[i, j] must contain a substring which exact matches
a segment of q.

Based on Lemma 1, we can solve the approximate substring matching prob-
lem by filtering and verification as follows. We first partition the query string
q into τ + 1 segments using an even partition scheme, in which the length dif-
ference of two segments is at most 1. For example, given τ = 2, a query string
q = issaapp will be partitioned to iss, aa and pp. Then we find those segments’
exact matching substrings in s as candidates. For doing this, we utilize BWT
backward search method. Consider there is a segment p starting at position i in
query q. We represent q as ql · p · qr, in which |ql| = i − 1, |qr| = |q| − i − |p| + 1.
Similarly we can represent the approximate substring of q as sl · p · sr. The
verification can be done by checking the left and right substrings respectively.
We utilize sm

l and sm
r to represent the longest left and right extensions. We

first compute the minimum edit distance using all the suffixes of the left longest
extension sm

l as Eq. 1.

medl(ql, s
m
l ) = min

1≤i≤|sm
l |

ed(pl, s
m
l [i, |sm

l |]). (1)

Similarly we can compute the minimum edit distance using all the prefixes
of the right longest extension sm

r as Eq. 2.

medr(qr, s
m
r ) = min

1≤j≤|sm
r |

ed(pr, s
m
r [1, j]). (2)

Thus if there is an approximate substring sl · p · sr of query q, it must satisfy
medl(ql, s

m
l ) + medr(qr, s

m
r ) ≤ τ . The time complexity of such verification is

O(|ql||sm
l | + |qr||sm

r |). Since we only need to detect if the edit distance is within
τ , we can improve the process to O(τ(|ql|+|qr|)), which is equal to O(τ(|q|−|p|)).

We give the basic approximate substring matching algorithm in Algorithm1.
It first partitions the query string evenly into τ + 1 segments (line 1). For each
segment, it performs a backward search using BWT index to get a matching
interval (line 3). For each matching substring, it computes the minimum edit
distance on the left (line 8), if the value is not greater than τ , it further computes
the minimum edit distance on the right (line 10). If the summation of left and
right minimum edit distance is still not greater than τ , we add it to the result.

4.3 Improved Method Based on Best Partition Scheme

In this subsection, we introduce how to improve the performance using a best
partition scheme. Reconsider the example q = issaapp, τ = 2. For even par-
tition, it will be partitioned into iss, aa and pp. For string s =mississippi,
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Algorithm 1. ApproximateSearch(I, q, τ)
Input: I: BWT index

〈q, τ〉: A query string and its edit distance
Output: A = {s[i, j] | ed(s[i, j], q) ≤ τ }
P ← even partition(q, τ + 1);1

foreach p ∈ P do2

[sp, ep] ← I.backward search(p);3

if sp ≤ ep then4

〈ql, qr〉 ← split(q, p);5

for i ← sp to ep do6

〈sml , smr 〉 ← extend(i, p);7

τl ← medl(ql, s
m
l );8

if τl ≤ τ then9

τr ← medr(qr, s
m
r );10

if τl + τr ≤ τ then11

add the match to A;12

return A;13

segment iss has two matching substrings in s, segment aa has no matching
substring, and segment pp has one matching substring. So it totally needs three
verifications. However, if we partition it into issa, a and pp, only segment pp
has one matching substring in s, thus it only needs one verification. The formal
definition of the best k-partitions is given in Definition 1.

Definition 1 (Best k-Partitions). Given a string s, a query string q and
partition number k, the best k-partitions of q is PB, that satisfies

PB = argmin
P∈C(q,k)

∑

p∈G(P )

Ws(p)

in which C(q, k) represents all the partition schemes to partition q into k seg-
ments, G(P ) represents a segment set which contains all segments of a partition
scheme P , and Ws(p) is the number of occurrences (a.k.a. weight) of a segment
p in s.

A simple way to find the best (τ + 1)-partitions of q is to enumerate all the
partition schemes. There are totally

(|q|−1
τ

)
schemes of partitioning query q into

τ + 1 segments, so it is very inefficient to do such computation.
Next we show how to improve the process using a dynamic programming

algorithm. The method is based on the observation that if P = p1, p2, . . . pτ+1 is
the best (τ +1)-partitions of query q, then P ′ = p1, p2, . . . pτ must be the best τ -
partitions of q[1, k], in which k = |p1|+ |p2|+ . . .+ |pτ |. So we can divide it into a
collection of simpler subproblems. More precisely, we utilize a matrix W to store
the best partitions of a query, in which a cell W [i][j] represents the minimum
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weight to partition q[1, j] into i segments. So W [τ+1][|q|] represent the minimum
weight to partition q into τ +1 segments. Initially we have W [1][j] = Ws(q[1, j]).
The recursion equation is given in Eq. 3.

W [i][j] = min
i−1≤k≤j−1

W [i − 1][k] + Ws(q[k + 1, j]) (3)

To compute Ws(q[k + 1, j]), we need to search q[k + 1, j] in s. Since we have
built a BWT index, the value can be easily fetched by using backward search.
The time complexity of computing Ws(p) is O(|q|), and the total time complexity
of computing the weight for all the substrings of q is O(|q|3). The process can be
further improved based on the observation that we only need O(1) to compute
Ws(q[i, j]) if we know Ws(q[i + 1, j]), since it just needs to backward search one
character q[i]. We can compute the weight for all the suffixes of q[1, j] from right
to left in O(j). In this way, the total time complexity is reduced to O(|q|2).
Based on the proposed dynamic programming algorithm, we can find the best
(τ +1)-partitions of query q in O(|q|2τ). Next we show how to further boost the
process.

The first improvement is to utilize the even partition schema as an upper
bound to prune all the partition schemes with larger weight. We utilize WE to
represent the weight of even partition scheme. A cell W [i][j] is valid only if the
value is less than WE , and only valid cells are used to update later cells. An
interesting discovery is that if cell W [i][j] is valid, cell W [i][j +1] must be valid.
The reason is that since it partitions a longer substring into i segments, at least
it can utilize the same partition scheme for the first i−1 segments, then the last
segment is one character longer, so the weight of W [i][j + 1] cannot be larger
than W [i][j]. Thus we do not need to record which cells are valid but only need
to record the position of the first valid cell.

The second improvement is based on an observation: if two cell W [i − 1][k]
and W [i − 1][k − 1] have the same weight, we do not need to utilize W [i − 1][k]
to update W [i][j]. The reason is that since we know Ws(q[k + 1, j]) ≥ Wsq[k, j],
it must satisfy W [i−1][k]+Ws(q[k+1, j]) ≥ W [i−1][k−1]+Ws(q[k, j]). So we
cannot get a smaller weight using the cell W [i − 1][k]. To utilize the property,
naively we can check if W [i − 1][k] = W [i − 1][k − 1], in which i ≤ k ≤ j − 1. If
that is true we can skip an unnecessary computation process.

The process can be further improved since there can be a group of continuous
cells with the same value. Instead of checking those cells one by one, we can skip
all of them directly. The method is based on a data structure which we call “skip
link”, which is a pointer from a cell W [i − 1][k] to the first W [i − 1][x], in which
x ≥ k, and W [i − 1][k] > W [i − 1][x]. The whole computation is an iterative
process. We build up the skip links during the process of computing the cells in
the i-th row of matrix W , then utilize them to compute the (i+1)-th row of W .
During that computation process we can generate new skip links. The process
continues until we finish the computation for all the cells in W .

After we find the best (τ + 1)-partitions of query q, we can follow the same
filtering and verification manner as depicted in Sect. 4.2 to find its approximate
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substrings. The advantage of the best partition scheme is that it finds the min-
imum candidates, which saves the verification cost.

5 An Adaptive Approach

In Sect. 4, we discuss two approximate substring matching methods: the basic
one with even partition scheme and the improved one with best partition scheme.
In this section, we first show that it is not always a good choice to utilize the
improved method. Then we propose a method to adaptively select the efficient
method to do approximate substring matching.

5.1 Theoretical Analysis

For a given query string q and edit distance τ , both of the methods include the
following three steps.

– Partition. For the even partition scheme, the time complexity is O(τ) since
it can directly compute the offset for each segment. For the best partition
scheme, the time complexity is O(|q|2τ). Thus the time cost of the best par-
tition method is always larger than the cost of the even partition method.

– Search. For each segment, both of the methods need to do backward search
on all the segments. The time complexity of backward search on a segment
pi is O(|pi|), thus both of the methods need O(

∑τ+1
i=1 pi) = O(|q|) to search

all the segments.
– Verification. The cost for verifying a segment pi is equal to its weight W(pi)

times single bidirectional verification cost on the segment O(τ(|q| − |pi|)).
So the time complexity of verifying all the segments is O(

∑
p∈P τW(pi)

(|q| − |pi|)). Since |pi| < |q|, we can simplify it O(τ |q|∑p∈P W(pi)). We
utilize WE and WB to represent the total weight of even partition scheme
and best partition scheme respectively, and we have WB ≤ WE . The total
time complexity of verification using even partition scheme and best partition
scheme are O(τ |q|WE) and O(τ |q|WB) respectively.

Since the search cost of the two methods are the same, the cost difference
of the two methods is a × (|q|2τ − τ) + b × τ |q|(WB − WE), in which a and b
are unit costs for the partition and verification process respectively. The best
partition method is faster if the equation is less than 0, which satisfies WB <
WE− a

b (|q|− 1
|q| ). In other words, we should only choose the best partition scheme

when it can help reduce enough candidates.
There is a challenge to do such selection, since the value WB can only be

acquired after we compute the best partitions. But if we compute the best parti-
tions, the time cost will also be included in the search process, so the performance
cannot be better than the method using best partition scheme. The question is
can we do scheme selection without computing the best partitions?

A simple solution is based on hard-coding, that is to set up a weight threshold,
and if the weight of even partition method is larger than the threshold, we utilize
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the best partition scheme. However, it is difficult to choose such threshold, and
a fixed threshold cannot be suitable for different queries. Using query length or
edit distance as a threshold cannot solve the problem either.

5.2 Scheme Selection

In this subsection, we propose a method for scheme selection using statistical
information. After building the index for string s, we randomly generate a group
of queries with different lengths and different edit distances, then trace their time
cost by utilizing the basic method and the improved method. We transform the
problem to a binary classification as follows: we give each searched query a label
0 or 1, depends on which method is faster. When the basic method is faster,
we set it to 0, otherwise we set it 1. Our objective is to extract features based
on search query to predict which method is faster. Next we will describe the
features used in this paper and the method used to do prediction.

Feature Description and Scoring. We choose a group of features to describe
a query, denoted by �x. The choice of features is motivated by following questions:
How long is the query string? How many segments will it be partitioned? What is
the weight of even partition method? And how much difference do the segments
have?

Based on these questions, we choose four features for our classification prob-
lem. They are the length of the query string |q|, the segment number τ + 1, the
weight of even partition method WE , and the summation of weight difference of
adjacent segments

∑τ
j=1 |W(pj+1)−W(pj)|. The first two features are the basic

information of the query. The weight of even partition method WE is used to
measure the cost of the basic method. And the summation of weight difference
of adjacent segments is used to measure the probability to reduce the cost by
changing the segments. Since WE and

∑τ
j=1 |W(pj+1) − W(pj)| can range from

very small value to very big value, we performed a logarithmic transformation
on the two values, and call them e-score and d-score respectively.

Prediction. To do prediction, we utilize logistic regression, in which the prob-
ability of an example being drawn from the positive class (a.k.a. hypotheses) is
h(�x) and

h(�x) = g(w0 +
m∑

j=1

wjxj)

where g(z) = 1
1+e−z . We use wj to denote the weight for j-th feature. Given the

logistic regression model, we utilize randomly generated queries to fit the weight
vector �w. And the target is to maximum the likelihood of the data, which is

�(�w) =
n∑

i=1

yilog(h(�xi)) + (1 − yi)log(1 − h(�xi))
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in which yi is the label of the i-th query. To achieve the target, we utilize gradient
ascent method, which iteratively updates the weights to reach the maximum. The
update rule is

wj = wj + ε
∂

∂wj
�(�w)

where ∂
∂wj

�(�w) =
∑n

i=1(yi −h( �wi))�xij , and ε is the learning rate, which controls
the step size of the updating.

5.3 Adaptive Approximate Substring Matching Approach

In this subsection, we present our adaptive approximate substring matching
algorithms. We depict the adaptive index algorithm in Algorithm2. It first builds
a BWT index using string s (line 1), then it randomly generates a group of queries
Q with different query strings and different edit distances (line 2). Each query
will be used as an example to extracted features (line 4) and run both the basic
and improved search methods to get its label y (line 6). Then we use logistic
regression to fit the weight vector �w (line 8).

We show the adaptive search algorithm in Algorithm3. For a given query
〈q, τ〉, we first extract its feature �x (line 1), then utilize �x and the weight vector
�w to do prediction (line 2). If the label is 0, we will utilize basic search method
(line 4), otherwise we utilize the improved method (line 6). Notice that the
process of generating features only takes a short time comparing to other process.

Algorithm 2. AdaptiveIndex(s)
Input: s: A data string s
Output: 〈I, �w〉: BWT index and the weight vector

I ← build bwt index(s);1

Q ← generate random queries();2

foreach 〈q, τ〉 ∈ Q do3

�x ← generate features(q, τ);4

run basic search and improved search method on q;5

compute the label y;6

X.add(�x),Y.add(y);7

logistic regression on (X, Y ) to fit �w;8

save 〈I, �w〉 as index;9

We can easily extend the method to search queries in a string collection S
by concatenating all the strings in S. We delimit them by the special charac-
ter $. And in the verification process, we drop those substrings crossing different
strings.
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Algorithm 3. AdaptiveSearch(I, �w, 〈q, τ〉)
Input: I: BWT index

�w: weight vector
〈q, τ〉: A query string and its edit distance

Output: A = {s[i, j] | ed(s[i, j], q) ≤ τ }
�x ← generate features(q, τ);1

Predict label y using �x and �w;2

if y = 0 then3

A ← basic search(q, τ);4

else5

A ← improved search(q, τ);6

return A;7

6 Experimental Study

In this section, we present our experimental study and demonstrate the efficiency
and quality of our proposed methods.

6.1 Experiment Setup

All the algorithms were implemented in C++ and compiled with G++4.7 with
“-O3” flags. All the experiments were run on a machine with 2.93 GHz Intel Core
CPU, 8 GB main memory using Ubuntu operating system.

We utilized three real data sets to evaluate our methods, which are:

– DNA, which contains 1 GB DNA sequences taken from UCSC golden path
project1, and the alphabet size is 5.

– Protein, which contains 1 GB protein sequences taken from Swissprot
project2, and the alphabet size is 20.

– English, which contains 1 GB English text taken from Gutenberg Project3,
and the alphabet size is 236. Notice that the dataset contains not only English
letters, but also punctuations and other symbols.

6.2 Evaluating Partition Methods

We first compared the candidate numbers of the even and best partition scheme.
For each data set, we randomly generated 100 substrings as our searching queries.
The query length varied from 10 to 200, and the error ratio varied from 1% to
20%. The candidate numbers of the even and best partition schemes on the
three data sets are shown in Fig. 3. We can see that the candidate numbers

1 https://genome.ucsc.edu/.
2 http://www.uniprot.org/.
3 https://www.gutenberg.org/.

https://genome.ucsc.edu/
http://www.uniprot.org/
https://www.gutenberg.org/
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Fig. 3. Candidate numbers of the even and best partition methods.
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Fig. 4. Elapsed time of the basic and improved methods.

using even partition scheme were always greater than or equal to those using
the best partition scheme. For some queries, the candidate numbers using the
two methods had a large difference. Take English data set as an example, the
maximum difference was 156 times, which means more than 99% candidates
using even partition scheme were unnecessary.

We then compared the performance of the basic method and the improved
method, and the results are shown in Fig. 4. We can see that for some queries,
the improved method performed much better than the basic method. While for
some other queries, the basic method outperformed the improved method. The
result is consistent with our early theoretical analysis. It confirms that if we
could find an adaptive method to automatically select a good method, we could
improve the efficiency of the searching system in average cases.

6.3 Evaluating Adaptive Method

In this subsection, we compare the quality of the proposed adaptive method. We
randomly generated a group of queries as our training set. The training set size
varied from 200 to 1000. We still utilized the same 100 queries as in Fig. 3 to
check the quality of the adaptive method. The quality is defined as the number
of times to select the faster method divided by total query number. The quality
and the standard error of our method are shown in Fig. 5. With the increase of
query number, the quality increased. All the quality was over 80%. And when
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Fig. 5. Quality of the adaptive method.

training set size increased to 600, all the quality was over 90%. While the quality
of a hard coding method could only achieve at most 74%.

6.4 Comparison with Existing Methods

In this subsection, we compare the performance of the adaptive method with the
state-of-the-art methods BWA [13] and APR [10]. Since APR proposed multiple
algorithms, we compared with the best one APR-GRQ, which utilizes a greedy
algorithm to select v-gram. We randomly generated 100 substrings as our search-
ing queries, varied their error ratio from 1% to 20%, and computed their average
time cost. The result is shown in Fig. 6. On DNA data set, BWA outperformed
APR. While on English dataset APR outperformed BWA. On DNA dataset,
our method was close to BWA method for small error ratio. In other cases, our
method was faster than the other two methods. The reason is as follows. To find
the approximate matching substrings, BWA performs a depth-first search over
the index. For each character of the query, it needs to enumerate all the charac-
ters in the alphabet, which is expensive for large error ratio or large alphabet.
APR utilizes v-grams to find candidates. To allow larger error ratio, it must
utilize small qmin and qmax, which involves a large number of candidates even
for small error ratio. While our method adaptively selects a good scheme to find
high quality candidates efficiently. Its performance was better than the other
two methods on all the data sets.
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Fig. 6. Comparison with other methods.
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7 Conclusion

In this paper we studied the problem for efficient approximate substring match-
ing. We first proposed a basic method to solve the problem based on a BWT
index. It utilizes an even τ + 1 partition scheme to find candidates, then verifies
those candidates to get the final result. To improve the quality of candidates, we
then proposed an improved method, which utilizes a best τ +1 partition scheme
to find candidates. Furthermore, through theoretical analysis, we find that the
best partition scheme cannot always outperform the even partition scheme. To
address this problem, we proposed an adaptive approach, which extracts a group
of significant features for a given query, then utilizes logistic regression to do
scheme selection. We conducted comprehensive experiments, which show the
efficiency and quality of our proposed method.
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Abstract. Measuring the semantic similarities between documents is an
important issue because it is the basis for many applications, such as doc-
ument summarization, web search, text analysis, and so forth. Although
many studies have explored this problem through enriching the document
vectors based on the relatedness of the words involved, the performance
is still far from satisfaction because of the insufficiency of data, i.e., the
sparse and anomalous co-occurrences between words. The insufficient
data can only generate unreliable relatedness between words. In this
paper, we propose an effective approach to correct the unreliable relat-
edness, which keeps the joint probabilities of the co-occurrences between
each word and themselves consistently equal to their occurrence prob-
abilities throughout the generation of the relatedness. Hence the unre-
liable relatedness is effectively corrected by referring to the occurrence
frequencies of the words, which is confirmed theoretically and experi-
mentally. The thorough evaluation conducted on real datasets illustrates
that significant improvement has been achieved on document clustering
compared with the state-of-the-art methods.

Keywords: Document representation · Word relatedness · Joint
probability consistency

1 Introduction

Measuring the similarities between documents is the basis for many applications,
such as document summarization, web search, text analysis, and so forth, where
documents are often represented as fixed-length vectors with the bag-of-words
(BOW) model [9] due to its simplicity, efficiency, and good performance. How-
ever, BOW confines the similarity between two documents to the number of
the common words shared by them, which incurs the problem that BOW can-
not identify the similarities between documents composed of different words. As
shown in Fig. 1, although all the five documents are semantically related, BOW
cannot figure out the similarity between the documents d1 and d4.
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Fig. 1. An example of the relations between documents, where the diamonds stand for
documents and the circles stand for words. There is a link between a diamond and a
circle if the corresponding word appears in the document.

To further reveal the semantic similarities between documents, several strate-
gies have been proposed [2,7,11,15] to enrich the document vectors with the
relatedness of the words in the document collection to the original words in
the corresponding documents directly. In particular, the Context Vector Model
(CVM) [2] utilizes the explicit co-occurrences between words to estimate the
relatedness, which is called the explicit relatedness between words. With CVM,
d4 will be enriched with “clustering”, because its original word “data” has co-
occurred with “clustering” in d5, and d1 will be enriched with “data” for the
same reason. Then d1 and d4 will have two words in common, and their simi-
larity can be discovered. Even so, the similarity between d3 and d4 still remains
unknown for they have no explicitly related words in common.

Intuitively, it will be helpful to further exploit the implicit relatedness
between words via their common related words. As can be seen, “representa-
tion” belonging to d3 is implicitly related to “clustering” according to their
co-occurrences with “document” in d2 and d1, respectively. Similarly, “data”
belonging to d4 is implicitly related to “document”. By utilizing the implicit
relatedness, d3 and d4 will have the words “clustering” and “document” in
common. The Coupled term-term Relation Model (CRM) [7] has implemented
this idea by defining the strength of the relative implicit relatedness between
“representation” and “clustering” via “document” as the weaker strength of
their explicit relatedness to “document”. While taking just the arbitrary weaker
strength decreases the differences among the strengths of the implicit related-
ness, which further weakens the discriminativeness of the generated document
vectors.

The referred document enriching methods differ from those incorporated with
ontologies or dictionaries such as Wikipedia [8,10]. It’s not uncommon that the
external resources are mismatched or out of date for a particular document
collection. Since the entities in a dictionary usually have several meanings, the
referred methods are expected to help to allocate the documents to a particular
one, which could be the future work of this paper.

The document enriching methods are in some sense similar to the dimension-
ality reduction methods, e.g., latent dirichlet allocation [3], non-negative matrix
factorization [19], locally consistent concept factorization [6] and doc2vec [12],
as they both utilize the relatedness between words self-contained in the docu-
ment collection. The dimensionality reduction methods take this information to
extract the semantic topics expressed by the documents. The similarities between
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documents are intuitively measured by their distributions on the topics. Signif-
icant improvements have been achieved with these methods. Nevertheless, the
parameters, especially the number of topics, are often difficult to be determined.

We inherent the idea of exploiting the relatedness between words to enrich the
document vectors, and argue that the fundamental issue which incurs the draw-
backs of CVM and CRM is the insufficiency of data. The insufficiency refers
to the sparse and anomalous co-occurrences between words, which make the
relatedness overestimated for some words, while underestimated for some other
words. The failure to find all the relatedness between words with CVM is an
example of the underestimation. Specifically, due to the sparse co-occurrences,
some related words haven’t explicitly co-occurred with each other. CRM seems
to alleviate the sparse co-occurrence problem by introducing the implicit relat-
edness. However, as the weaker strength of the explicit relatedness determines
the implicit relatedness, CRM is very sensitive to the co-occurrence frequencies.
The anomalous co-occurrences will mislead CRM to regard unrelated words as
related, which is a case of the overestimation. Therefore, addressing the insuffi-
ciency problem is the key point of our method. Inspired by the common sense
that the relatedness of a word to itself is one [2,7], an effective strategy is pro-
posed. The contributions of this paper are as follow:

1. We figure out that the drawbacks of CVM and CRM are both incurred by
the insufficiency of word co-occurrence frequencies, i.e., the insufficient data
can only generate unreliable relatedness.

2. The proposed method effectively corrects the unreliable evaluation by refer-
ring to the occurrence frequencies of the words. In particular, the proposed
method tackles the drawbacks of the existing methods by keeping the joint
probability of the co-occurrence between a word and itself consistently equal
to its occurrence probability, which gives a more robust evaluation of the
implicit relatedness between words.

3. The experimental evaluation on document clustering demonstrates our app-
roach significantly improves the performance compared with the state-of-the-
art methods on real datasets.

The remainder of this paper is organized as follows: Sect. 2 provides some
background on document representation. The novel method is proposed in
Sect. 3. The experimental results are presented in Sect. 4. Finally, we draw the
conclusion in Sect. 5.

2 Preliminaries

For sake of simplicity, the notions to be used are listed in Table 1.
With BOW, the m distinct words in the document collection D are used to

construct the feature space. ∀d ∈ D, its document vector is represented as:

Φbow : d = (cv1|d, cv2|d, · · · , cvm|d)T ∈ R
m. (1)
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Table 1. Definition of the notations

Symbol Definition

D The collection of the given documents

d A document in D

n The number of the documents in D

m The number of the distinct words in D

V The collection of the distinct words in D

vi The i-th word in V

cvi|D The occurrence frequency of vi in D

cvi,vj |D The co-occurrence frequency between vi and vj in D

cvi|d The occurrence frequency of vi in d

nvi The number of the documents which contain vi

x(i) The i-th value in the vector x

X(i, j) The element in row i of column j of the matrix X

X(a : b, c : d) The sub-matrix of X which contains the elements in rows a
through b of columns c through d

[Xa×b,Ya×c] The conjunction of two matrices, which returns an
a × (b + c) matrix Z with Z(i, 1 : b) = X(i, 1 : b) and
Z(i, (b + 1) : (b + c)) = Y(i, 1 : c)

Since BOW cannot figure out similar documents composed of different words,
CVM [2] is proposed to reveal the meanings of documents with a set of weighted
word vectors. ∀vi ∈ V , its word vector is usually defined as [4,16]:

vi = (
cvi,v1|D
cvi|D

,
cvi,v2|D
cvi|D

, . . . ,
cvi,vm|D
cvi|D

)T . (2)

Generally, the meanings of words should be independent of the corpus size, so the
overall frequency of vi in the whole corpus, cvi|D, is introduced to give the basic
context of vi [5]. The values in vi measure the relatedness of the words in the
vocabulary V to vi. Besides, if vj = vi, vi(j) = 1, which means the relatedness
of a word to itself is one.

Together with all the word vectors, an m × m matrix is obtained, i.e., V =
(v1,v2, . . . ,vm), which is called the context matrix. Then the document vector
generated by CVM is:

Φcvm : d′ = Vd =
m∑

i=1

vid(i) ∈ R
m. (3)

CVM accumulates the word vectors with the weights contained by d. The gen-
erated document vector is therefore enriched with the average relatedness of
the words in V to the original words in d. In our previous work [18], an exten-
sion of the accumulation has been proposed. One main distinct contribution of
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this paper compared with the previous one is the estimation of the relatedness
between words. As we discussed with Fig. 1, considering only the explicit relat-
edness hinders the enriching process to find all the related words to a document.
Since our new method is developed from this new perspective, it is orthogonal
to the existing one in a complementary manner.

CRM [7] introduces the relative implicit relatedness between words to dis-
cover more related words, and the complete relatedness between words is calcu-
lated through the weighted sum of their explicit relatedness and the average of
their relative implicit relatedness via all the common related words:

vi(j) =

{
α

cvi,vj |D
cvi|D

+ (1−α)
|L|

∑
vk∈L mina=i,j{ cva,vk|D

cva|D
} j �= i

1 else,
(4)

where |L| denotes the number of the common related words in L = {vk| cvi,vk|D
cvi|D

>

0 ∧ cvj,vk|D
cvj |D

> 0}, and α is an empirical parameter which keeps the same for all

the words. With respect to Eq. (4), as the weaker strengths between the explicit
relatedness of two words to their common related words are used to evaluate
the strength of the implicit relatedness, it would be hard to distinguish the
relatedness between an anomalously co-occurred word and a weak related word.
The discriminativeness of the generated document vectors is therefore decreased.

3 Joint Probability Consistent Model

According to Eq. (2), ∀vi, vj ∈ V , the explicit relatedness of vj to vi could be
regarded as the conditional probability that vj will appear when vi occurs:

cvi,vj |D
cvi|D

= P (vj |vi). (5)

The probability view provides us the theoretical foundation to infer the implicit
relatedness, and to find the relation between the complete relatedness and the
occurrence frequencies of the words, which are explained in further detail below.

3.1 Definition of the Complete Relatedness

We assume the conditional probability of one word under the occurrence of
another could be corrected according to their current distributions on all the
words in V with the proper weights for the words.

Proposition 1. ∀vi, vj ∈ V , the corrected conditional probability of vj under
the occurrence of vi could be obtained by:

P ′(vj |vi) =
∑m

k=1 ωkP (vi|vk)P (vj |vk)P (vk)
P (vi)

, (6)

where the parameters ωk, k = 1, . . . , m, are the weights for the words in V .
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Proposition 1 is derived by considering the following two factors:
1st. As P (vj |vi) = P (vi,vj)

P (vi)
, re-estimating the conditional probability is equiv-

alent to re-evaluating the joint probability P (vi, vj). With the law of total prob-
ability1, we have:

P (vi, vj) =
m∑

k=1

P (vi, vj , vk) =
m∑

k=1

P (vi, vj |vk)P (vk), (7)

which means the joint probability could be further derived from the joint prob-
abilities of the co-occurrences of vi and vj with each of the m distinct words.
However, if the data is not sufficient to generate the joint probabilities of the co-
occurrences between two words, it would be less sufficient to generate the joint
probabilities of the co-occurrences among three words. To make the evaluation
feasible, we argue that the co-occurrence between vi and vj under the occurrence
of vk mainly depends on their relatedness to vk. P (vi|vk) and P (vj |vk) tend to
be independent of each other, namely, P (vi, vj |vk) � P (vi|vk)P (vj |vk). Hence
we have:

P (vi, vj) �
m∑

k=1

P (vi|vk)P (vj |vk)P (vk). (8)

2nd. We cannot ensure that the joint probabilities could be corrected with
Eq. (8) because the unreliable conditional probabilities are still involved. Mean-
time, as shown in Example 1, counting the co-occurrence frequency between two
words through the sum of their co-occurrence frequencies with the other words
often contains duplicate counts. The co-occurrences are caused by the dependen-
cies between words. Since the words in V are not independent of each other, dupli-
cate counts also exist when evaluating the joint probability of the co-occurrence
between two words through the accumulation of the joint probabilities of the co-
occurrences among three words. Therefore, we introduce the weights ωk to smooth
the potential conflict incurred by the unreliable conditional probabilities in Eq. (8)
and the duplicate counts caused by the dependencies between words:

P (vi, vj) =
m∑

k=1

ωkP (vi|vk)P (vj |vk)P (vk). (9)

Example 1. For a word segment v1 − v2 − v3 − v4, the sum of the co-occurrence
frequencies of v1 − v2 − v3 and v2 − v3 − v4 is two, while the real co-occurrence
frequency between v2 and v3 is one. Duplicate counts exist during the sum of
the co-occurrence frequencies.

Dividing P (vi) from both sides of Eq. (9), we obtain Proposition 1.
From the semantic view, P (vi|vk) and P (vj |vk) are the explicit relatedness of

vi to vk and vj to vk, respectively. Instead of taking the smaller of P (vi|vk) and
P (vj |vk), the relative implicit relatedness between vi and vj via vk is defined as
P (vi|vk)P (vj |vk)P (vk). No information is abandoned.

1 https://en.wikipedia.org/wiki/Law of total probability.

https://en.wikipedia.org/wiki/Law_of_total_probability
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Generally, P (vi|vi) is forced to equal one [2,7]. Hence when vk = vi, we have:

P (vi|vi)P (vj |vi)P (vi)
P (vi)

=
P (vj |vi)P (vi)

P (vi)
= P (vj |vi),

which is the explicit relatedness of vj to vi. Similarly, when vk = vj ,

P (vi|vj)P (vj |vj)P (j)
P (vi)

=
P (vi|vj)P (j)

P (vi)
= P (vj |vi).

So the defined conditional probability is just the complete relatedness, which
combines the explicit and implicit relatedness with the weights ωk.

3.2 Estimation of the Weights

Generally, the occurrence probabilities of the words estimated with their fre-
quencies are more reliable than their conditional probabilities estimated with
the co-occurrence frequencies because the data of the occurrence frequencies are
usually more sufficient than the data of the co-occurrence frequencies. Besides,
according to the Zipf’s law [14], for any given document collection, the occurrence
frequencies typically follow a Zipfian distribution. The occurrence probabilities
of the words estimated with their frequencies are therefore thought reliable, and
will be used to estimate the weights.

In accordance with the previous works [2,7], let P (vi|vi) = P (vi,vi)
P (vi)

= 1, we
have P (vi, vi) = P (vi). With Eq. (9) we can further obtain:

P (vi, vi) =
m∑

k=1

ωkP (vi|vk)P (vi|vk)P (vk) = P (vi). (10)

For convenience, suppose the occurrence probabilities are organized in the
vector p = (P (v1), . . . , P (vm))T and ω = (ω1, . . . , ωm)T . By extending p to an
m × m matrix P where P = (p, . . . ,p), Eq. (10) is equivalent to the expression:

(
PT · V · V)

ω = p, (11)

where Xa×b ·Ya×b returns an a× b matrix of which the value in row i of column
k equals X(i, k)Y(i, k). Let A = PT ·V ·V, the element in row i of column k of
A is the joint probability P (vi, vi, vk).

Estimating the weights is equivalent to minimizing the objective function as
follows:

O = ‖Aω − p‖2. (12)

The analytical solution of the objective function is:

ω =
(
ATA

)−1
ATp. (13)

With respect to the objective function, the potential errors incurred by the
unreliable joint probabilities of the co-occurrences between the words and them-
selves and the duplicate counts caused by the dependencies between words are



524 Y. Wei et al.

minimized by referring to the occurrence frequencies of the words. The optimal
values are expected to further correct the joint probabilities of the co-occurrences
between different words, because the optimal values are estimated with all the
words involved, where the semantic meanings of each word are implied, and the
relatedness between words depends on the semantic meanings.

3.3 Implementation of the Proposed Method

To implement the proposed method, we need to define the metric to calculate the
co-occurrence frequencies between words. Among a number of alternatives [17],
we follow the metric defined by CVM due to its efficiency. Formally,

cvi,vj |D =
n∑

a=1

cvi|da∑m
k=1 cvk|da

· cvj |da∑m
k=1 cvk|da

, (14)

and cvi|D =
∑m

j=1,j �=i cvi,vj |D in Eq. (2), otherwise, cvi|D =
∑n

a=1 cvi|da
.

In Sect. 3.2, we assume the occurrence frequencies of the words are sufficient
to generate reliable occurrence probabilities. To make the assertion more plausi-
ble, we introduce the threshold TH to verify whether the occurrence frequency
of a word is sufficient enough. Without loss of generality, suppose the words in
V are organized in descending order according to their occurrence frequencies,
and ∀i ≤ t, cvi|D > TH;∀i > t, cvi|D ≤ TH. The estimation of the occurrence
probabilities incorporated with the threshold is given as follows:

∀vi ∈ V, P (vi) =

⎧
⎨

⎩

cvi|D∑m
j=1 cvj |D

i ≤ t
∑m

j=t+1 cvj |D
(m−t)

∑m
j=1 cvj |D

else.
(15)

The words with the occurrence frequencies less or equal to the threshold are
called the less frequent words. Equation (15) gives the less frequent words the
same occurrence probability.

Furthermore, we fix the weights of the less frequent words at one. As the
weights are introduced to eliminate the overall duplicate counts existing in the
accumulation of the joint probabilities, and the less frequent words always co-
occur with some fixed words, the duplicate counts incurred by the less frequent
words must be small. Besides, if two words are related to some less frequent
word, they are likely to be interrelated, for the less frequent word expresses
some specific meaning generally, which has more power to link the two words.
So we prefer the less frequent words, and give them more weights. Consequently,

ω = [ω1,ω2]T , (16)

where ω1 = (ω1, . . . , ωt) and ω2 = (1, . . . , 1
︸ ︷︷ ︸

m−t

).

Similarly, let
A = [A1,A2], (17)
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where A1 is an m × t matrix with A1(i, 1 : t) = A(i, 1 : t), and A2 is an
m × (m − t) matrix with A2(i, 1 : (m − t)) = A(i, (t + 1) : m).

The calculation of w1 is thereby:

ω1 =
(
AT

1 A1

)−1
AT

1 (p − A2ω2). (18)

A2ω2 returns an m×1 vector with the i-th element equal to
∑m

k=t+1 ωkP (vi, vk).
As p(i) = P (vi) =

∑m
k=1 ωkP (vi, vk), the i-th element in p − A2ω2 equals

∑t
k=1 ωkP (vi, vk). Namely, by setting the weights of the less frequent words to

one, p − A2ω2 returns the occurrence probabilities of all the m distinct words
without considering their co-occurrences with the less frequent words.

Algorithm 1. Document Vector Generation with JPCM

Input: A document vector generated with BOW d,
the context matrix V,
the weights for the words ω,
and the occurrence probabilities of the words p

Output: A document vector enriched with the related words
1 Let Ωm×m = ((ω · p), · · · , (ω · p));

2 V′ = V(VT ·Ω)

PT ;
3 d′ = V′d ∈ R

m.

With the obtained weights, ω = [ω1,ω2], the generating process of docu-
ment vectors is concluded as Algorithm 1. The proposed method is called the
Joint Probability Consistent Model (JPCM in short), for it keeps the joint prob-
ability of the co-occurrence between a word and itself consistently equal to its
occurrence probability throughout the generation of the complete relatedness.
Step 2 calculates the complete relatedness between words defined in Eq. (6), and
Step 3 generates the enriched document vector according to Eq. (3), where the
context matrix is replaced by the matrix V′ fulfilled with the defined complete
relatedness.

With respect to the generating process, it costs O(m2) times to calculate
all the complete relatedness between words, and O(mn) times to calculate the
relatedness of each word to the given n documents. It also costs m × m and
m × n floating space to storage the context matrix and the enriched document
vectors, respectively. As the number of words is limited in practice, there is an
upper bound on the complexity of calculating the relatedness between words.
The overall time and space consuming for JPCM is max{O(m2), O(mn)}.

4 Experiments

4.1 Experimental Setup

In this section, we conduct the performance evaluation with the TDT2 and
Reuters datasets2. The TDT2 dataset consists of data extracted from six sources,
2 www.cad.zju.edu.cn/home/dengcai/Data/TextData.html.

www.cad.zju.edu.cn/home/dengcai/Data/TextData.html
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Table 2. Statistics of the datasets

No. words Avg. doc. length Avg. word freq No. clusters Avg. cluster size

TDT2 36771 182 51 56 179

Reuters 18933 68 30 41 200

including two newswires (APW, NYT), two radio programs (VOA, PRI) and
two television programs (CNN, ABC). Those documents appearing in two or
more categories are removed, and the categories with more than 10 documents
are kept, thus leaving us with 10,021 documents in total. The Reuters dataset
contains 21,578 documents which are grouped into 135 classes. Those documents
with multiple category labels are discarded, and the categories with more than
10 documents are selected. This leaves us with 8,213 documents in total. Table 2
provides the statistics of the datasets.

The performance of the pairwise similarity evaluation is an important crite-
rion to verify the qualities of the representations for documents. Generally, with
good representation, the similarities between semantically related documents
should obtain high scores, while the similarities between unrelated documents
should obtain low scores. This is consistent with the purpose of the clustering
task that similar documents are organized into the same group, while dissimilar
documents are organized into different groups. Therefore, we evaluate the docu-
ment representation methods on document clustering problem with the k-means
clustering algorithm. The cosine of document vectors is chosen to be the sim-
ilarity measure. The evaluation of the similarities between documents directly
affects the results of k-means, thus can reflect the qualities of the representation
methods for documents. The methods to be compared include:

1. The popular BOW method is used as the baseline to evaluate JPCM.
2. The dimensionality reduction methods, namely, the Non-negative Matrix Fac-

torization based document representation (NMF) method [19] and the Locally
Consistent Concept Factorization method (LCCF) [6], which were once tested
with the above datasets for document clustering, are also used as the base-
lines.

3. CVM and CRM are performed to verify the improvement of JPCM.
4. The proposed method JPCM is tested.

With respect to the referred methods, the occurrence frequencies of the words in
each document are smoothed with the tf-idf weighting scheme.3 While for JPCM,
the raw frequencies are used because we assume the occurrence frequencies of the
words are sufficient. For NMF, the dimension of the feature space is predefined as
the number of the classes in the document collection, each dimension corresponds
to a topic, and the cluster label of a document is the topic belonging to the
dimension with the maximum value, which is claimed in [19]. For the other
methods, the generated document vectors are used as the input of the k-means
clustering algorithm.

3 https://en.wikipedia.org/wiki/Tf-idf.

https://en.wikipedia.org/wiki/Tf-idf
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For consistency with NMF and LCCF, the accuracy (AC) [19] and the nor-
malized mutual information (NMI) [1,19] are adopted to evaluate the perfor-
mance of document clustering. Given a document vector da, let ra and la be the
cluster label and the label provided by the document collection, respectively. AC
is defined as follows:

AC =
∑n

a=1 δ(la,map(ra))
n

, (19)

where n denotes the total number of documents in the test, δ(la,map(ra)) is the
delta function that equals one if la = map(ra) and equals zero otherwise, and
map(ra) is the mapping function that maps each cluster ra to the equivalent
label from the document collection. The best mapping can be found by using
the Kuhn-Munkres algorithm [13].

Let nl be the number of documents in class l, nr be the number of samples
in cluster r, and nl,r be the number of samples in class l and cluster r, then:

NMI =
2
∑

l,r nl,rlog
nnl,r

nlnr∑
l nllog

nl

n +
∑

r nrlog
nr

n

. (20)

It is easy to check that NMI ranges from 0 to 1. Since the cluster number is
predefined as the number of the classes in the document collection, NMI = 1 if
cluster r is identical to class l, and NMI = 0 if the two sets are independent.

4.2 Performance Evaluations

The clustering results shown in Table 3 are obtained with TH equivalent to
600 for TDT2 and 40 for Reuters, respectively. For each given class number, 50
test runs were performed on different randomly chosen classes and the average
performance is reported in the table. Hence the evaluation was conducted on
450 subsets for both of the datasets. Furthermore, the paired-samples t-test
[20] was used to analyze the significance of the improvements achieved by the
proposed method. The results are shown in Table 4, where each value is the ratio
of the improvement of JPCM compared with one of the other methods with the
probability of 0.9 on the 450 paired samples. These experiments reveal a number
of interesting points:

(1) CVM and the proposed method both perform better than BOW, which illus-
trates the power of enriching the generated document vectors with the relat-
edness of the words involved. The bad performance of CRM agrees with our
analysis that CRM gives an improper evaluation of the implicit relatedness
between words. Such evaluation brings unrelated words into the document
vectors in practice, which decreases the discriminativeness of the document
vectors.

(2) JPCM achieves significant performance improvement, specifically, an average
of 6.5 % performance improvement has been achieved compared with CVM,
the best of the other methods. The improvement indicates the necessity of cor-
recting the unreliable relatedness generated with the insufficient data and also
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Table 3. Clustering results on the TDT2 and reuters datasets

No. class 2 3 4 5 6 7 8 9 10 Avg.

TDT2-AC

BOW 0.904 0.849 0.784 0.731 0.714 0.699 0.646 0.653 0.615 0.733

NMF 0.924 0.873 0.838 0.770 0.751 0.744 0.663 0.655 0.620 0.760

LCCF 0.958 0.890 0.897 0.853 0.860 0.842 0.771 0.764 0.730 0.841

CVM 0.964 0.904 0.861 0.800 0.823 0.765 0.728 0.729 0.691 0.807

CRM 0.924 0.835 0.789 0.726 0.716 0.672 0.630 0.625 0.597 0.724

JPCM 0.936 0.911 0.895 0.864 0.870 0.865 0.826 0.833 0.817 0.869

TDT2-NMI

BOW 0.720 0.767 0.745 0.733 0.759 0.754 0.727 0.739 0.720 0.740

NMF 0.779 0.780 0.750 0.722 0.743 0.737 0.694 0.698 0.689 0.733

LCCF 0.867 0.799 0.803 0.787 0.812 0.808 0.770 0.774 0.758 0.798

CVM 0.895 0.847 0.821 0.785 0.820 0.797 0.778 0.784 0.770 0.811

CRM 0.777 0.737 0.719 0.682 0.710 0.685 0.665 0.677 0.662 0.702

JPCM 0.982 0.955 0.928 0.889 0.881 0.870 0.791 0.801 0.763 0.873

Reuters-AC

BOW 0.780 0.655 0.613 0.557 0.556 0.517 0.439 0.449 0.492 0.562

NMF 0.768 0.690 0.663 0.600 0.589 0.552 0.483 0.485 0.502 0.592

LCCF 0.805 0.665 0.657 0.618 0.575 0.567 0.534 0.514 0.517 0.606

CVM 0.825 0.693 0.675 0.601 0.603 0.553 0.478 0.489 0.528 0.605

CRM 0.841 0.707 0.657 0.593 0.591 0.539 0.468 0.460 0.492 0.594

JPCM 0.879 0.779 0.765 0.655 0.631 0.583 0.497 0.493 0.526 0.645

Reuters-NMI

BOW 0.362 0.413 0.486 0.448 0.522 0.510 0.437 0.467 0.556 0.467

NMF 0.276 0.368 0.444 0.406 0.475 0.456 0.381 0.420 0.487 0.413

LCCF 0.327 0.365 0.466 0.405 0.466 0.475 0.421 0.439 0.496 0.429

CVM 0.451 0.459 0.538 0.485 0.548 0.533 0.462 0.490 0.573 0.504

CRM 0.470 0.422 0.495 0.426 0.481 0.461 0.386 0.403 0.486 0.448

JPCM 0.547 0.559 0.613 0.518 0.572 0.558 0.489 0.500 0.581 0.549

Table 4. Performance improvements of JPCM (%)

AC NMI

BOW NMF LCCF CVM CRM BOW NMF LCCF CVM CRM

TDT2 17.9 13.8 3.1 7.2 19.2 15.7 16.9 7.9 6.2 22.2

Reuters 13.3 7.1 4.4 5.5 7.2 15.2 29.9 25.0 6.9 20.1

demonstrates the effectiveness of using the occurrence frequencies of the words
on addressing the insufficiency problem. The superiority of JPCM results in
the following two practical aspects: 1st, it finds more related words to enrich
the document vectors compared with CVM. 2nd, it generates more robust
relatedness than CRM.
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(3) JPCM also performs better than NMF or LCCF. Although we haven’t com-
pared all the dimensionality reduction methods, the following conclusion
could still be derived. The dimensionality reduction methods extract the
latent topics implied by the document collection, and assign the documents
to these topics, which incurs the issue of determining the number of topics.
In particular, the worse performance of NMF or LCCF with the NMI test
may attribute to the too few number of the predefined topics, which forces
the documents belonging to different topics assigned to the same predefined
topic (NMI tests the purity of each cluster).

4.3 Parameter Selection

The value of TH is essential to our JPCM method. Figure 2 shows how the per-
formance of JPCM varies with the values of TH. The horizontal axis is the value
of TH, and the vertical axis denotes the corresponding average performance. It
shows that JPCM achieves consistent better performance compared with CVM
and CRM with the values of TH ranging from 2 to 400. So we can choose the
value of TH in a wide range.

Fig. 2. The performances of JPCM with the different values of TH.

The performance of JPCM has been improved sustainedly until the value of
TH comes to about 600 on TDT2 and 20 on Reuters, where 99 % and 93 % of
the words are regarded as the less frequent words according to Fig. 3. In this
sense, only a small number of the weights for the most frequent words need to
be estimated. As the weights are affected by the duplicate counts existing in
the accumulation defined by Proposition 1, the phenomenon is consistent with
the common sense that the most frequent words are more likely to co-occur
with other words. Tuning the weights of the most frequent words therefore elim-
inates the duplicate counts. On the other hand, the weights of the words are
also determined by the reliability of the conditional probabilities of the words.
The occurrence frequencies of the most frequent words are usually sufficient to
be referred. Intuitively, the most frequent words are just the so called stop words.
Although the stop words are meaningless independently, they are used as the
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Fig. 3. The average proportions of the less frequent words in all the subsets with the
different values of TH.

glue to link words to express some specific meanings in practice. The stop words
are perhaps the best supporters to express the meanings of the other words.
Hence tuning the weights of the most frequent words is plausible.

The variations of the performances of JPCM with different evaluation metrics
on the same dataset are very similar, which demonstrates that the sufficiency
of the occurrence frequencies has the same effect on the accuracy and purity of
document clustering. While the differences between the performances on TDT2
and Reuters indicate that the sufficiency of the occurrence frequencies varies on
different datasets. According to the above discussion, we can set the value of
TH around the minimum frequency of the most frequent words, for the weights
mainly act on these words. To get the empirical law of defining the most frequent
words, an extension of the experiment on more datasets with multiple evaluation
metrics will be reported in the journal version of the paper.

5 Conclusion

In this paper, we propose a novel document representation method called the
Joint Probability Consistent Model (JPCM), which utilizes the relatedness
between words to enrich the generated document vectors. We figure out that the
existing methods with the same purpose generate unreliable relatedness between
words because of the insufficiency of data. JPCM corrects the unreliable relat-
edness by referring to the occurrence frequencies of each word. Practically, the
well-defined relatedness between words with JPCM gives a comprehensive con-
sideration of the explicit and implicit relatedness between words, the weights
of which are automatically estimated with the proposed optimization method.
In this sense, JPCM is expected to generate more reliable relatedness between
words than the existing methods which utilize part of the explicit and implicit
relatedness only. The superiority of JPCM to the state-of-the-art methods has
also been demonstrated by the thorough evaluation on document clustering. As
a result, JPCM has more power on revealing the semantic similarities between
documents than the existing methods.
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Abstract. Tables in documents are a rich source of information, but
not yet well-utilised computationally because of the difficulty of extract-
ing their structure and data automatically. In this paper, we progress
the state-of-the-art in automatic table extraction by identifying common
patterns in table headers to develop rules and heuristics for determining
table structure. We describe and evaluate a table understanding system
using these patterns and rules.

Keywords: Table understanding · Table logical structure · Table stub
analysis · Table categories · Category hierarchy

1 Introduction

Tables are a widely-available source of inter-related data, and there has been
significant effort dedicated to automatically extracting and manipulating their
structure and data [3,15]. The task of Automatic Table Understanding exploits
the same features that humans use to try to extract the relationships amongst
table cells and ultimately obtain a representation of the table data which is
independent of its layout.

Much prior table understanding work utilised external knowledge sources
such as domain ontologies. However, recent work such as [7,13] has aimed to
be more generic by using only the extant features of the table (e.g., layout, cell
content) as a basis for designing table understanding systems. The aim of such
work is to automatically transform the table data into a generic data structure
and create a basis for further data analysis (e.g. semantic relation detection,
query answering).

Considering the diversity of table structures, it may seem challenging to
formulate a one-fits-all solution for understanding tables. However, it is generally
accepted that tables can be understood if one can detect the hierarchical structure
of table headers (both row headers and column headers) properly and determine
how each table data cell can be uniquely accessed through them.

A range of different approaches have been taken to deal with this complexity.
These include, for instance, only processing specific types of table such as Well-
Formed Tables [6] and Multi-Dimensional Tables [1], or involving a human in the
c© Springer International Publishing Switzerland 2016
S.B. Navathe et al. (Eds.): DASFAA 2016, Part I, LNCS 9642, pp. 533–548, 2016.
DOI: 10.1007/978-3-319-32025-0 33
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header detection process [10], or removing layout features and analysing tables
based on the cell arrangement of their headers [13].

While these approaches all contributed to advancing table understanding
techniques, they did not consider additional header features that enable more
accurate discovery of the hierarchical structure of table headers.

In this paper, we identify patterns of layout features that commonly occur
in the table stubs, and which enable us to detect the header hierarchy in many
cases that would be missed by existing methods.

The patterns give us a concrete basis for building automatic table under-
standing algorithms that can be effectively applied to a wider range of tables
than existing methods. Specifically, we do not assume that tables are well-formed
(in the sense of [6]), and we do not require human intervention during the process.

We simply require a segmented table as input and determine the header hier-
archy, and all access paths for each data cell from it. We evaluate the performance
of our methods against the state-of-the-art on three well-known public datasets.

This work makes the following contributions: (i) we provide a classification of
layout features in table stubs and an interpretation of the header hierarchy they
imply; (ii) we present algorithms for automatic table understanding that make
fewer assumptions about the source tables than existing algorithms, (iii) we
demonstrate how our approach leads to a straight-forward transformation of
source tables to the well-known Wang Abstract Table [14] model.

2 Preliminaries

In this section, we briefly explain the concepts and terminology used throughout
the paper; more detailed descriptions can be found, if required, in [11].

Fig. 1. Wang Table Terminology

Table Regions. In discussing table structures, we follow Wang’s table termi-
nology [14] which is widely used in the literature.

As shown in Fig. 1, Wang divides a table into four regions: stub, stubhead,
boxhead and body. The regions are delineated by a stub separator and a boxhead
separator which are frequently, but not always, shown as physical lines.
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The body (lower-right) contains the basic data (called entries). The rest of
the table (stub, stubhead, boxhead) contains labels which are used to locate the
basic data. The boxhead (upper-right) consists of labels whose values are used
to access individual columns. The stubhead (upper-left) and stub (lower-left)
contain labels whose values are used to access individual rows.

Categories, Labels and Access Paths. The above discussion focuses on the
physical features of tables. Now we introduce the logical features of tables that
are relevant to Table Understanding.

Categories and Labels: A table is a two-dimensional representation of a multi-
dimensional space. Labels are arranged in a hierarchy that maps the multi-
dimensional space onto the table’s two-dimensional data grid. In Wang’s
work, a table dimension is referred to as a category. We can view the category
hierarchy as a set of trees, with one tree for each category, and with each node
labelled (see e.g. Fig. 1). The roots of the trees in the hierarchy are called
top-level categories, intermediate nodes are sub-categories, and the leaf nodes
are simply labels.

Access Paths: An access path is a sequence of labels that leads from a top-level
category to a row or column of entries. An entry can be uniquely accessed via a
combination of the access paths created from each of the top-level categories.
One or more of these access paths starts from the boxhead region; one or
more of these starts from the stub region.

As an example, consider the table in Fig. 1. The entries are the average marks
of the assignments and examinations in a course. Y ear is a top-level category that
consists of the labels 1991 and 1992. Term is a top-level category that consists of
the labels Winter, Spring, and Fall. Mark is a top-level category that consists
of two sub-categories (Assignment and Examination) and a label Grade. The
entry 85 at the top-left corner of the body can be accessed via a combination of
three access paths: Year.1991, Term.Winter and Mark.Assignment.Ass1.

In our work, the task of Table Understanding focuses on detecting the cate-
gories of a table and the access paths to its entries. The output of Table Under-
standing consists of a Wang Abstract Table model [14], components of which
we have described above. Since an Abstract Table represents the logical rela-
tionships of the cells in a table, it is considered to be a ‘presentation/layout
independent’ representation of the table. Such a representation has been found
to be useful by many applications that utilise the extracted data [1,7].

Tasks in End-to-End Table Processing. Table Understanding is the second
phase of the complete end-to-end table processing task, originally defined in [2].
The first phase consists of Table Extraction, which deals with locating tables in
a document and segmenting them into individual cells, rows and columns.

In earlier work [11], we describe the design and implementation of an end-
to-end table processing system (TEXUS) in which we provide a concrete set of
well-specified tasks that fit together to form a processing pipeline (Fig. 2). The
pipeline takes a document as input and produces an Abstract Table model for
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each table located in the input document. We define the following tasks: (1) Doc-
ument Converting: converts the input document to our own document model,
(2) Locating: finds the outer boundaries of tables, (3) Segmenting: recognises the
inner boundaries in a table (cells, rows and columns), (4) Functional Analysis:
identifies the role of each cell in a segmented table (Header, Access, Data), and
(5) Structural Analysis: detects categories and access paths.

Fig. 2. An end-to-end table processing pipeline in TEXUS

In concrete terms, we consider Table Understanding to be a combination
of functional analysis and structural analysis. Later in the paper, we present
the implementation of our automatic table understanding algorithms in terms
of these two tasks. For the remainder of the paper, we assume that tables are
processed up to segmenting, which means we can refer to individual cells, rows
and columns.

Note that the term Table Interpretation is used to refer to tasks that map
table data to a specific set of domain entities and relationships. It is thus depen-
dent on the application domain. While the Abstract Tables produced by our
system provide a basis for table interpretation, detailed discussion of this is out-
side the scope of this paper. Note also that our methods assume that the table
and cell boundaries have already been identified, so we do not discuss the work
on Table Extraction [9] further in this paper.

3 Related Work

In this section, we focus our discussion on other work on the Table Understanding
task and summarise how our work extends existing approaches.

The work by Fang et al. [4] employs machine learning techniques to classify
tables into different types (e.g. complex, long, folded) using layout features in
the headers. However, they do not attempt to extract categories. Seth et al. [12]
describe a taxonomy of table column headers and propose a model to convert
the geometric structure of the headers to a representation equivalent to Wang
notation. However, their work is applicable only to column headers.

The most cited work in automated Table Understanding comes from research
groups led by George Nagy and David Embley. They began with a semi-
automated approach where human assistance is required during the category
detection phase. This approach is used in many tools like WNT [5], TAT [10],
and VeriClick [8]. To move one step further towards automation of this process,
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they developed a learning-based classification algorithm to detect the four criti-
cal cells in a table that help to distinguish the header/column cells (labels) from
data cells (entries) [6]. In their recent work, they propose an algorithmic solu-
tion to index table columns and rows so that detection of the critical cells can
be automated [13].

Much of the above work has focused on discovering categories in the boxhead,
with less attention paid to the stub (in particular, similar processing strategies
are used for both). This paper focuses on extracting category information from
the stub. Specifically, we note that table designers often use layout and styling
conventions (e.g. bullet points, indentation) in the stub to encode the category
hierarchy. This information has been disregarded in previous work, but we believe
that it can be exploited to accurately extract category hierarchies from the stub.
Doing so extends the variety of tables that can be automatically mapped to
Wang’s Abstract Table model.

4 Stub Analysis

In this section, we describe our approach to Stub Analysis. As noted above, the
stub region consists of one or more table columns and extends from the leftmost
column to the start of the body region. The labels in the stub define categories
which are used to build access paths to individual table rows. The aim of stub
analysis is to identify the category hierarchy implied by the arrangement of labels
in the stub, and we achieve this by analysing patterns in these labels.

4.1 Stub Patterns

In defining the patterns, we draw on from the work of Fang [4] and Wang [14].
Wang identified layout styling rules for the stub, and Fang investigated different
structural organisations commonly applied in arranging labels. We extend their
work based on observations from a variety of tables in public table datasets.
We use the following kinds of features:

• Formatting Features: including font face, font size and colour
• Layout Features: including indentation, bullets, numbering and spanned cells
• Content-based Features: including repetition of labels and empty cells

In each pattern, there is an implied hierarchy among the labels in that pat-
tern. We use the terms “enclosing label” to indicate that one label is the ‘parent’
of some other label and “enclosed label” to indicate that one label is subordinate
to another. If A is the enclosing label of B, then B is an enclosed label of A.

Downward Expansion Patterns. This kind of pattern occurs when a single
column is used to encode the entire category hierarchy. A column containing this
pattern will be the last column in the stub (i.e. we do not need to consider more
columns to discover the category hierarchy after finding this pattern). Examples
of such patterns are shown in Fig. 3.
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Fig. 3. Examples of Downward Expansion Patterns

Downward expansion patterns can be recognised by the occurrence of the
following features:

Indented Stub: Uses indentation (e.g. white spaces, tabs, bullets, or number-
ing) to indicate the hierarchy. Indented labels are enclosed by the nearest
non-indented label above them.

Leading Label Stub: Uses special characters like ‘:’, ‘=’, ‘:-’ at the end of the
enclosing label (“leading label”) to indicate that subsequent labels without
this character are enclosed.

Formatted Font Stub: Uses font formatting features (e.g., modifications of
font appearances - bold, italic, larger size, underlines, colour) on the enclosing
label. The formatted label encloses all the following plain format labels.

Repeated Label Stub: Indicated by an identical set of labels being repeated
consistently in the column. The set of repeating labels are enclosed by the
nearest non-repeated label above them.

Forward Expansion Patterns. This kind of pattern occurs when the category
hierarchy is encoded across multiple columns. In terms of the category hierarchy,
a label in the first column is a parent of one or more labels in the second column,
a label in the second column is a parent of one or more labels in the third column,
and so on, until the first data column is reached. Examples of such patterns are
shown in Fig. 4.

Spanned Cell Stub: Uses spanned cells in column j to indicate the association
with several cells in column j + 1. The label in column j encloses all labels
in column j + 1 whose cells are adjacent to the spanned cell.

Empty Cell Stub: Uses empty label cells in column j to indicate that the
adjacent cell in column j + 1 is enclosed by the closest non-empty label cell
above the empty cell in column j. The non-empty cell and its following empty
cells are treated like a spanned cell.
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State City Town POP 

New York 

Rensselaer 
Troy 1 

Brunswick 2 

St. 
Lawrence 

Potsdam 3 

Canton 4 

California 

San Diego 
Coronado 5 

Del Mar 6 

Los Angeles 
Malibu 7 

Compton 8 

Treatment/Therapy Suffered From Followed Treatment 

Allergy 

problems 

Count 93 77 

Percent 18.8% 15.6% 

Anxiety 

disorder 

Count 81 29 

Percent 16.4% 5.9% 

Asthma 
Count 31 22 

Percent 6.3% 4.4% 
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Scale Size (IN.) 
Cross 

Sectional Area 
Free Point 
Constant 

1.000 0.080 0.221 552 
0.087 0.239 598 
0.095 0.275 643 

1.250 0.102 0.351 820 
0.109 0.374 936 

Fig. 4. Examples of Forward Expansion Patterns

Duplicate Label Stub: Uses duplicate labels in column j to indicate that the
label is associated with multiple labels in column j + 1. A duplicated label
in column j encloses all of the associated labels in column j + 1. The set of
duplicated label cells could be treated like a single spanned cell.

Cross-Product Stub: In this pattern, a set of labels in column j + 1 are
consistently repeated for each spanned cell in column j. The labels in column
j + 1 are enclosed by the corresponding spanned cell label in column j.

4.2 Forming a Temp Tree for Category Hierarchy from Patterns

In this section, we explain how we interpret the patterns to form a temporary
tree of labels in the stub region, which will be used later on to determine the
top-level categories and the category hierarchy.

First, we take the stub head as the root of the tree. If the stub head is empty,
we create a virtual root. In a downward expansion pattern, the enclosing labels
form the first level of the tree (children of root). Any corresponding enclosed
labels become the children of the enclosing label. In a forward expanding pattern,
starting from the left, the first column becomes the first level of the tree, the
second column becomes the second level of the tree and so on. Figure 5 shows
the temporary trees derived from Table Ex1 and Table Ex8 respectively.

4.3 Top-Level Categories and Access Paths

After building the temporary trees, we analyse them to detect the top-level
categories, which become the roots of the trees in the category hierarchy. The
paths in the category hierarchy, from root to leaf nodes (labels) form the access
paths to the rows of data cells.

The top level of the category hierarchy is generally provided by the leftmost
stub head. However, repeated sub-trees can be an indication of the existence of
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Fig. 5. Temporary trees and top-level category detection

another top-level category. Therefore, we analyse the tree level-by-level checking
for a repeated label set on one level. If found, a separate tree is created to
represent the new top-level category. The repeated labels are attached as children
of this category. The right side of the Fig. 5 shows this type of category detection
for Table Ex8 (which has {count, percent} consistently repeated).

If there is an appropriate label in the stub head for the new top-level category,
it will be considered as the label for the top-level category, otherwise we use
VirtualCati (virtual category) as the label (see e.g. Fig. 5).

We have focused on category trees formed in the stub region in detail, but a
similar process can be used to determine the category hierarchy in the boxhead
region. One difference between the boxhead and stub is that the layout pat-
terns in the boxhead are mostly forward expanding patterns. The same logic for
detecting enclosing and enclosed labels and temporary tree formation is applied,
except that in the boxhead, we expand the patterns from top-to-bottom rather
than left-to-right (as in the stub).

The category hierarchy determined in this way forms the basis for the
Abstract Table representation of tables. Each data entry in the table is asso-
ciated with a set of access paths, where an access path originates from one of
the top-level categories identified through the table understanding process.

5 Implementation

In this section, we present the overall design of TEXUS1, focusing on the imple-
mentation of the Table Understanding sub-system. The details of the other major
sub-system in TEXUS (Table Extraction) is explained in [11].

One major goal of TEXUS is to facilitate the systematic development
and reuse of concepts and implementations in table processing systems. Thus,
TEXUS implements the table processing tasks as a set of REST-based service
components which can be executed individually or as a pipe-line of components.

1 http://tate.srvr.cse.unsw.edu.au/tate2/TATE.html.

http://tate.srvr.cse.unsw.edu.au/tate2/TATE.html
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Individual components deal with the following tasks: document conversion, table
location, segmentation, functional analysis, structural analysis.

Each component takes two sources of data: an input data model instance
and a set of configuration parameters. The outputs are an output data model
instance and a set of properties (e.g., header type or error codes if any). To store
data model instances, we have chosen to use XML, because (i) it is suitable
for describing structured textual information, (ii) it is a platform-independent
open standard, and (iii) it is easily transformable into different formats when
necessary. For example, we can visualise the output of any components using a
simple XSLT2 script.

In our current implementation, we receive a PDF document as input. The
Document Conversion component converts it to an XML document according to
our document model. Executing the processing pipeline up to the Segmenting
component produces an XML file which contains detected cells in <td>...</td>
and places the text chunks from each table row in <tr>..</tr>. This becomes
the input to the next sub-system Table Understanding which consists of the
Functional and Structural Analysis components.

Note that the algorithms below give a high-level view of the implementa-
tion. The procedures for finding patterns are described above, and so we simply
mention them by name in the algorithms.

5.1 Functional Analysis

Regardless of the source of the input (i.e., by our own Table Extraction sub-
system or an external system), we assume that the following information is
accessible from the input: (i) coordinates of the cells, rows and columns,
(ii) content of the individual cells in the table, (iii) spanned and merged cells,
(iv) formatting styles of cells (e.g., alignment, font face, font color).

The goal of the Functional Analysis component is to assign one of three
different functional roles (Data, Access, Header) to each table cell. After detect-
ing the stub and boxhead regions, the cells in those regions are assigned the
role of Access and Header respectively. Algorithm 1 shows how we determine the
boundaries of these two regions. The remaining cells outside of these regions are
considered Data cells (i.e., the entries).

To ensure the accuracy of Functional Analysis we have an extra procedure
to check if the data region is recognised correctly. First, we assume the bottom
right corner cell in the table boundary is a data cell. Then its neighbour cells are
analysed based on the coordinates of the cell and alignment of the cell content.
The content type is one of: numeric, alphabetic, alphanumeric, percent, date,
currency, plain text and blank cell. A type attribute, which is the concatenation
of all types found in the cells of a row, is assigned to each row. The algorithm
scans table lines one by one towards the top of the table. The final meeting
point of this bottom-up scanning process and top-down pattern-based detection
is considered the boxhead separator.

2 XSLT, http://www.w3.org/TR/xslt.

http://www.w3.org/TR/xslt
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Algorithm 1. Functional Analysis (Segmented Table ST )
1: boxHead [Rows]= ST.getFirstRow()
2: Stub [Columns] = ST.getFirstColumn()
3: ncols = ST.getRowSize(); nrows = ST.getColumnSize()
4: for (i=1, i ≤ ncols, i++) do
5: if findForwardExpansionPattern(i) then
6: boxHead.add(ST.getRow(i+1))
7: else
8: for (j=1, j ≤ nrows, j++) do
9: if findForwardExpansionPattern(j) then

10: stub.add (ST.getColumn(j+1))
11: else
12: if (boxHead.size()=ncols) Or (stub.size()= nrows) then
13: print(”Invalid Table for Functional Analysis”)
14: else
15: return (boxHead, Stub)
16: end if
17: end if
18: end for
19: end if
20: end for

5.2 Structural Analysis

The purpose of Structural Analysis is to detect the top-level categories and
the category hierarchies. The access paths to each data entry are automatically
mapped from these categories to form the Abstract Table representation.

First, we scan the stub and boxhead to find downward and forward expansion
patterns (see Algorithm 2).

Algorithm 2. Structural Analysing (Functioned Table FT )
1: for (i=1, i ≤ FT.getStubSize(), i++) do
2: downPattern [Pattern] = findDownwardExpansionPatterns (i)
3: forwardPattern [Pattern] = findForwardExpansionPatterns (i)
4: end for
5: for (j=1, j ≤ FT.getBoxHeadSize(), j++) do
6: headerPattern [Pattern]= findForwardExpansionPatterns (j)
7: end for
8: prefixEnclosingCells(downPattern,forwardPattern,headerPattern,FT)
9: findStubCategories(FT)

10: findHeaderCategories(FT)
11: for (i=boxHead.size(), i ≤ FT.getRowSize(), i++) do
12: for (j=stubRegion.size, j ≤ FT.getColumnSize(), j++) do
13: findAccessPaths(FT(i,j)
14: end for
15: end for
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For every pattern, a set of enclosing and enclosed cells will be detected and
each enclosed cell will be prefixed by an enclosing one. After that there will
be one path from the boxhead and one from the stub for every data cell. At
this point, each data cell is indexed by an access cell in the same row and a
header cell in the same column. In order to detect the exact number of top-level
categories, we analyse the paths, searching for repeated sub-paths which indicate
the existence of another top-level category, after which the paths will be updated
to include an access path for each top-level category.

5.3 Annotated Table Metadata

Generally, the table metadata information is extracted directly from the tables
or, in some cases supplied by a user. In our system, Descriptive Metadata records
table attributes based on layout formatting, and locations. Examples of such
data include document type, page numbers, caption, etc. This type of metadata
is captured in our extraction tool and expressed in XML (according to a purpose-
built XML schema). Structural Metadata captures primarily the Function and
Structure views of the table. Examples of such data include labels and headers
on rows and columns, and the categories and their hierarchies.

Both, the descriptive and structural metadata are currently only captured
syntactically within our XML document. In future work we aim to express the
structural metadata with the Metadata Vocabulary for Tabular Data currently
under development in the W3C, while we also aim to analyse and map the
content of arbitrary tables through a semantic analysis.

6 Evaluation

We evaluate our system in two ways: first, we benchmark our results against
the latest work by [7,13] using the same dataset. Second, we analyse the overall
performance of our system against two other well-known datasets.

6.1 Benchmarking with the DocLab Dataset

In the first part of the evaluation, we compare our results to the latest work
in table understanding by Seth [13] and Nagy [7] whose evaluations were based
on the DocLab dataset3. We used the same dataset as used in [7,13]4 which
contained 200 HTML tables, pre-processed and converted to CSV formats, and
ground truths. Table 1 shows the characteristics of the tables in the dataset in
terms of the number of top-level categories, the number of columns in the stub
regions and the stub patterns. We note that the pre-processing of the HTML
to CSV has removed much of the layout and formatting features. We manually
traced some of the features such as indentation and bullets, but font formatting
was not traceable.
3 http://www.iapr-tc11.org/mediawiki/index.php/The DocLab Dataset for Evalua

ting Table Interpretation Methods.
4 We are grateful to the authors of work for sharing the dataset.

http://www.iapr-tc11.org/mediawiki/index.php/The_DocLab_Dataset_for_Evaluating_Table_Interpretation_Methods
http://www.iapr-tc11.org/mediawiki/index.php/The_DocLab_Dataset_for_Evaluating_Table_Interpretation_Methods
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Table 1. The DocLab dataset

By Table Type # of Tbls By Stub Patterns # of Tbls
2-Category 177 Downward Expansion 61
Muti-Category 21 Layout and Formatting 43
One-column Stub 194 Content-based 18
Multi-Column Stub 4 Forward Expansion 4

Layout and Formatting 0
Content-based 4

In [13], the ground truth of the 200 tables was provided in the form of 4
critical cells which determines the boundary of the stub and entries (i.e., body
region that contains the data). CC1 and CC2 represents the the top-left and
bottom-right cells of the stub head and CC3 and CC4 are indicators of the top-
left and bottom-right cells of the data-cell region. To be able to compare our
results with these, we transformed the XML output of our functional analysis
component to highlight the locations of the cells that correspond to these 4 cells.

To compare the structural analysis part, we count the number of top-level
categories detected by our system both from the stub and boxhead regions,
and compare the numbers with the comparable work presented in [7]. Since we
provide a more detailed hierarchy for each category, we can only compare the
top-level categories across the different methods.

Results. Seth et al. [13] reported 100 % accuracy in their system for functional
analysis (excluding two erroneous tables). We also achieve the same accuracy, in
that our system correctly segments and functionally analyses all tables (except
for the same two erroneous tables).

Seth et al. [13] also reports 3 seconds processing time for detecting critical
cells for all 200 tables. In our case, the pipeline processing takes one table at a
time. So, the whole process on average, took 4 seconds per table.

In terms of the structural analysis, Nagy et al. [7] reported that their system
correctly detected all 21 cases in the dataset that contain tables with more than
two top-level categories (multi-categories). We also detected all 21 cases correctly
and the number of top-level categories in each table was also 100 % correct.

However, by recognising patterns on the stub region, we have detected more
top-level categories than other approaches. In particular, we detect the hierar-
chy completely in one-column stubs. Figure 6 shows an example of this. From
the layout structure, we can understand that there are relationships between
“Renewable Total” and all its enclosed labels, and also between “Waste” and its
enclosed labels. By correctly detecting this through our analysis, further under-
standing of the relationship (e.g. ‘kind of’, ‘is member of’) through semantic
interpretation becomes easier.
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Fig. 6. Example of more detailed sub-category

6.2 Performance on ICDAR and PDF-Trex Datasets

With the first part of the evaluation, we have demonstrated that our system can
perform just as effectively as the best known work in table understanding, with
the advantage of producing more detailed category hierarchies from the stub.

In the second part of the evaluation, we investigate the performance of our
system on a wider range of table types. We have compared our performance
against two public datasets well-known to the table processing research com-
munity: the ICDAR competition dataset5 containing 67 PDF documents with
156 tables and PDF-TREX6 containing 100 PDF documents with 164 tables, in
Italian and English.

As these datasets do not have ground truth for table understanding7, we
have manually created ground-truthed datasets based on two human judges.
The human judges were asked to nominate the top-level categories and complete
categories with their hierarchical structure for each table.

Table 2 shows the characteristics of the tables in the dataset in terms of
the number of categories, the number of columns in the stub regions and the
stub patterns. As shown, most of the tables have only one column in the stub
which strengthens our argument that a detailed analysis on the stub region,
such as layout formatting in a single column, should provide more accurate table
understanding. The summary also highlights that the layout and formatting in
download expansion patterns is the most common pattern in the datasets, in
which the indented stub (using whitespace, bullets and numbering) is the most
dominant.

For the analysis, we used our table extraction sub-system in TEXUS, to
produce the correct segmenting output of the tables to be fed into our table
understanding sub-system.

5 http://www.tamirhassan.com/dataset/.
6 http://staff.icar.cnr.it/ruffolo/files/PDF-TREX-Dataset.zip.
7 The ICDAR dataset only has ground truth for table extraction (locating and

segmenting).

http://www.tamirhassan.com/dataset/
http://staff.icar.cnr.it/ruffolo/files/PDF-TREX-Dataset.zip
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Table 2. The PDF-Trex and ICDAR datasets

By PDF ICDAR Tot By PDF ICDAR Tot
Tbl Type Trex Stub Patterns Trex
2-Category 136 124 260 Down’d Expan 104 44 148
Muti-Category 28 32 60 Layout/Format 59 25 84
One-col Stub 143 139 282 Content 45 19 64
Multi-Col Stub 21 17 38 Forw’d Expan 21 17 38

Layout/Format 12 13 25
Content 9 4 13

Results. We have correctly performed functional analysis on 96 % of the tables
in the dataset (309 tables/320 tables). The unsuccessful cases were:

• 2 folded tables (i.e., when the stub itself is repeated in the table),
• 7 tables with repeated header rows in the middle of the table,
• one long table extending across two pages,
• one table with vertical text direction in the header rows (we only process

horizontal text direction).

The result of structural analysis is show in two parts: First, the top part
of Table 3 shows the performance of detecting stub patterns by type using the
precision and recall measures. Second, on the bottom part of the table shows
the performance on detecting the top-level categories and category hierarchy on
309 valid tables using the Totalsim measure defined below.

In order to measure the effectiveness of our approach to detecting the top-
level categories and the category hierarchies, we created an XML representation
of the category hierarchies for each table in the ground-truth datasets and com-
pared this against the output of our structural analysis module. There were 309
valid tables considered: 249 two-category, and 60 multi-category.

We measured the similarity of hierarchy trees (in XML files) based on the tree
edit distance [16]. We defined three edit operations, Insert, Delete and Rename
at node level with the same cost function of 1. Then the overall similarity for
the two trees were calculated as follow:

TotalSim(TO, TG) =
match(TO, TG)

diff(TO, TG) + match(TO, TG)
(1)

where TG is the ground-truth, TO is the output of the system, diff(TO, TG) is
the number of nodes to be edited to map the TO to TG, and match(TO, TG) is the
number of nodes that remain unchanged.

We report the average performance over all valid tables in the dataset. As
can be seen in Table 3, we detected all top-level categories correctly in both table
types. The differences in category hierarchies were mainly due to false detection
of layout features, in particular changes in font colours and sizes.
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Table 3. Results of table understanding performance on ICDAR and PDF-Trex

Pattern Recall Precision F-measure

Downward expansion Layout/format .97 .91 .94

Content .94 .93 .94

Forward expansion Layout/format 1 1 1

Content 1 1 1

Top-Lvl category Category hierarchy

2-category 1 .87

Multi-category 1 .92

7 Conclusion and Future Work

In this paper, we presented a novel approach to automated table understanding,
based on an analysis of commonly-occurring patterns in the stub region of tables.
An important aspect of our approach is that the use of patterns means that we
do not rely on the use of external knowledge. Our approach is different to prior
work on discovering category hierarchies, which focussed on the boxhead region,
by also considering layout patterns in the stub region.

We incorporated the stub layout patterns defined above into the functional
and structural analysis components of our TEXUS system, and analysed its
performance over widely-used public datasets. Our system performs at least as
well as the latest work in the area, and surpasses it by extracting more accurate
category hierarchies for certain kinds of tables. Accurate category hierarchies
are important in allowing the output of the system to be more effectively use
for further table analysis such as semantic interpretation applications and table
similarity detection.
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