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Abstract In this paper we present the extension of some results to classes of
matrices related to total positivity. First, we survey some properties and results for
matrices with Signed Bidiagonal Decomposition (SBD matrices), a class of matrices
that contains Totally Positive (TP) matrices and their inverses. We also extend the
affirmative answer of an inequality conjectured for the Frobenius norm of the inverse
of matrices whose entries belong to Œ0; 1� to the class of nonsingular totally positive
matrices.

1 Introduction

There are some classes of structured matrices very important in applications and
that also present many advantages under a mathematical and a computational point
of view. In this last aspect, we can mention that recent research in Numerical
Linear Algebra has shown that certain classes of matrices allow us to perform many
computations to high relative accuracy, independently of the size of the condition
number (cf. [14]). For instance, the computation of their singular values, eigenvalues
or inverses. These classes of matrices are defined by special sign or other structure
and require to know some natural parameters to high relative accuracy, and they
are related to some subclasses of P-matrices. Let us recall that a square matrix is
called a P-matrix if all its principal minors are positive. Subclasses of P-matrices
with many applications are the nonsingular totally nonnegative matrices and the
nonsingular M-matrices (a nonsingular matrix A with nonpositive off-diagonal
entries is an M-matrix if A�1 has nonnegative entries). Usually, accurate spectral
computation (eigenvalues, singular values) or accurate inversion is assured when an
accurate matrix factorization with a suitable pivoting is provided. For instance, the
bidiagonal decomposition in the case of totally positive matrices (see [24]) or an
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LDU factorization after a symmetric pivoting in the case of diagonally dominant
matrices (cf. [12, 29]).

Let us recall that a matrix is totally positive (TP) if all its minors are nonnegative.
Let us remind that TP matrices are also called in the literature totally nonnegative
matrices (cf. [17]). The class of totally positive matrices is representative of the
properties mentioned in the first sentence of this introduction. It has applications
to many fields, presents interesting theoretical properties and has very nice stability
and computational properties (see [2, 17–19, 22, 24, 28, 31]).

In this paper, we survey the extension of some properties valid for TP matrices
to a more general class of matrices, called SBD matrices (matrices with signed
bidiagonal decomposition). We also extend the affirmative answer of an inequality
conjectured for the Frobenius norm of the inverse of matrices whose entries belong
to Œ0; 1� to the class of nonsingular TP matrices. In Sect. 2 we present the class
of SBD matrices and several results extending properties of TP matrices to the
new class (see also [7]). In Sect. 3 we introduce the basic concepts related to
the conjecture. We start with the case of tridiagonal TP matrices and provide a
proof using elementary arguments for the sake of self completeness. In Sect. 4 we
prove the extension to any class of P-matrices closed under Schur complements
and satisfying the Fisher inequality. As a consequence, we derive the result for
nonsingular TP matrices.

2 A Class of Matrices Related to Total Positivity

Let Qk;n be the set of sequences of k (� n) positive integers less than or equal
to n. Given ˛ 2 Qk;n and ˇ 2 Ql;n we denote by AŒ˛jˇ� the k � l submatrix of
A containing rows numbered by ˛ and columns numbered by ˇ. If ˛ D ˇ then
we denote the principal submatrix by AŒ˛� WD AŒ˛j˛�. We use ˛c to denote the
increasingly rearranged complement of ˛, ˛c D f1; : : : ; ng n ˛. Besides we denote
A.˛jˇ� WD AŒ˛cjˇ�, AŒ˛jˇ/ WD AŒ˛jˇc� and A.˛/ WD AŒ˛c�.

Some classes of matrices, including TP matrices, can be decomposed as a product
of bidiagonal matrices. These decompositions use matrices of the form

L.k/ D

0
BBBBBBBBBBB@

1

0 1
: : :

: : :

0 1

l.k/
n�k 1

: : :
: : :

l.k/
n�1 1

1
CCCCCCCCCCCA

;
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U.k/ D

0
BBBBBBBBBBB@

1 0
: : :

: : :

1 0

1 u.k/
n�k
: : :

: : :

1 u.k/
n�1

1

1
CCCCCCCCCCCA

;

where k D 1; : : : ; n � 1.
Let A be a nonsingular n � n matrix. Suppose that we can write A as a product of

bidiagonal matrices

A D L.1/ � � � L.n�1/DU.n�1/ � � � U.1/; (1)

where D D diag.d1; : : : ; dn/, and, for k D 1; : : : ; n � 1, L.k/ and U.k/ are matrices
as mentioned above satisfying:

1. di ¤ 0 for all i,
2. l.k/

i D u.k/
i D 0 for i < n � k,

3. l.k/
i D 0 ) l.k�s/

iCs D 0 for s D 1; : : : ; k � 1 and

u.k/
i D 0 ) u.k�s/

iCs D 0 for s D 1; : : : ; k � 1.

Then we denote (1) by BD.A/ a bidiagonal decomposition of A. It was proved,
in [4, Proposition 2.2], that this decomposition is unique.

Let us recall an important result that characterizes nonsingular TP matrices in
terms of it bidiagonal decomposition (it is a consequence of Theorem 4.2 of [20]).

Theorem 1 A nonsingular n �n matrix A is TP if and only if there exists a (unique)
BD.A/ such that:

1. di > 0 for all i.
2. l.k/

i � 0, u.k/
i � 0 for 1 � k � n � 1 and n � k � i � n � 1.

Let us now define a class of matrices with bidiagonal decomposition with special
sign conditions on the entries of bidiagonal matrices. This class will generalize the
class of nonsingular TP matrices. Recall that a vector " D ."1; : : : ; "m/ with "j 2
f�1; 1g for j D 1; : : : ; m is called signature.

Definition 1 Given a signature " D ."1; : : : ; "n�1/ and a nonsingular n � n matrix
A, we say that A is SBD with signature " if there exists a BD.A/ such that:

1. di > 0 for all i,
2. l.k/

i "i � 0, u.k/
i "i � 0 for 1 � k � n � 1 and n � k � i � n � 1.

We say that A is SBD, if it is SBD with some signature ". Observe that these
matrices are nonsingular.
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Given a signature " D ."1; : : : ; "n�1/, let us define a diagonal matrix K D
diag.k1; : : : ; kn/ with ki satisfying

ki 2 f�1; 1g 8 i D 1; : : : ; n; kikiC1 D "i 8 i D 1; : : : ; n � 1: (2)

Now, we present three results that provide characterizations of SBD matrices.
Some of these characterizations are given in terms of important matrices decompo-
sitions, such as LDU decomposition or UL decomposition.

The following theorem appeared in [4, Theorem 3.1] and provides several
characterizations of SBD matrices.

Theorem 2 Let A D .aij/1�i;j�n be a nonsingular matrix and let " D ."1; : : : ; "n�1/

be a signature. Then the following properties are equivalent:

.i/ A is SBD with signature ".
.ii/ KAK D jAj is TP, where K is any diagonal matrix satisfying (2).
.iii/ A�1 is SBD with signature �" D .�"1; : : : ; �"n�1/.
.iv/ jAj is TP and, for all 1 � i; j � n,

sign.aij/ D
8<
:

"j � � � "i�1; if i > j
1 ; if i D j
"i � � � "j�1; if i < j:

Observe that an SBD matrix with signature .1; : : : ; 1/ is a nonsingular TP matrix.
As a corollary of Theorem 2 we have the following result, which corresponds
with [4, Corollary 3.3]:

Corollary 1 Let A be a nonsingular matrix. Then the following properties are
equivalent:

.i/ A is SBD with signature .1; : : : ; 1/.
.ii/ A is TP.
.iii/ A�1 is SBD with signature .�1; : : : ; �1/.

Let us now present a characterization of SBD matrices in terms of their LDU
decomposition (cf. [4, Proposition 3.5]).

Proposition 1 An n � n matrix A is SBD with signature " D ."1; : : : ; "n�1/ if and
only if A D LDU, where L (resp., U) is a lower (resp., an upper) triangular matrix
with unit diagonal and SBD with signature " and D is a diagonal matrix whose
diagonal entries are positive.

Let us recall that, given a matrix A, a factorization A D BC is called an
UL decomposition if B is upper triangular and C is lower triangular. In order to
characterize SBD matrices in terms of their UL decomposition, we need to introduce
a new class of matrices (presented in [5]). We say that a matrix A is signature
similar to TP with signature ", denoted by SSTP with signature ", if A D KBK,
where B is TP and K satisfies (2). The following proposition (which corresponds
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with [5, Proposition 3.10]) gives a characterization of SBD matrices by their UL
decomposition.

Proposition 2 A matrix A is SBD with signature " if and only if there exists a lower
and an upper triangular SSTP matrices with signature ", AL and AU, such that
A D AUAL.

An algorithm can be performed with high relative accuracy if it does not include
subtractions (except of the initial data), that is, if it only includes products, divisions,
sums of numbers of the same sign and subtractions of the initial data (cf. [14]). Up
to now, we only have algorithms with high relative accuracy for a reduced number of
classes of matrices, related with total positivity (cf. [1, 10, 11, 24, 26]) or diagonal
dominance (cf. [12, 29]). In the problem of finding algorithms with high relative
accuracy, the choice of adequate parameters is crucial to avoid subtractions during
the algorithm. For nonsingular TP matrices, if we know with high relative accuracy
the entries of (1), then algorithms with high relative accuracy can be applied (cf. [23,
24]). We recall that, with the same parameters, these algorithms can be used to
compute with high relative accuracy the singular values, eigenvalues, inverses or
the LDU decomposition of SBD matrices (cf. [4]).

Given an SBD matrix A, let us observe that, from (1) and taking into account that
K2 D I, we have

KAK D .KL.1/K/ � � � .KL.n�1/K/.KDK/

.KU.n�1/K/ � � � .KU.1/K/; (3)

which is the BD.KAK/. Besides, taking into account (2), it can be checked that all
factors of BD.KAK/ are nonnegative.

As shown in recent references [13, 15, 23–26], the diagonal entries of the
diagonal matrix D of the BD.A/ (see Eq. (1)) and the off-diagonal entries of the
remaining factors of (1) can be considered natural parameters associated with A.
In the computation of these parameters, Neville elimination (see [26]) has been
frequently a useful tool. Let us see that if we assume that we know these parameters
with high relative accuracy for SBD matrices, then we can find algorithms with high
relative accuracy to compute their singular values, their eigenvalues, their inverses
or to solve certain linear systems Ax D b (those with Kb with a chessboard pattern
of signs).

For all the mentioned computations we can follow a procedure that were
presented in [4] and it can be summarized by the following steps:

1. From BD.A/, we obtain BD.jAj/, given by (3).
2. We can apply known algorithms with high relative accuracy for TP matrices to

BD.jAj/. Recall that, by Theorem 2, jAj is TP if A is SBD.
3. From the information obtained for jAj, we can get the corresponding result for A.

Let us now explain how to perform each of the previous steps.
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As for Step 1, let us assume that we know the BD.A/ (see Eq. (1)) with high
relative accuracy for a given SBD matrix. Then jAj D KAK for a diagonal matrix K
satisfying (2) and so we can deduce from (3) that

jAj D jL.1/j � � � jL.n�1/jjDjjU.n�1/j � � � jU.1/j (4)

is the BD.jAj/. Since all factors of BD.KAK/ are nonnegative, we have that
jL. j/j D KL. j/K, jU. j/j D KU. j/K for all j D 1; : : : ; n�1. Thus, (4) follows from (3).

As for Step 2, we apply the corresponding algorithm for TP matrices with high
relative accuracy, using BD.jAj/ (given by (4)). In particular, we consider the
following accurate computations with TP matrices:

A. The eigenvalues of jAj can be obtained by the method of [23, Sect. 5].
B. The singular values of jAj can be obtained by the method of [23, Sect. 6].
C. The inverse of jAj can be obtained by the method of [24, p. 736].
D. Observe that Ax D b is equivalent to solving .KAK/.Kx/ D Kb, that is,

jAj.Kx/ D Kb. Then, jAj�1 can be calculated accurately by the procedure of
the previous case. By Ando [2, Theorem 3.3], jAj�1 has a chessboard pattern of
signs and so, since Kb has also a chessboard pattern of signs, Kx D jAj�1.Kb/

can be calculated without subtractions and therefore with high relative accuracy.

As for Step 3, we have the following cases corresponding to each of the cases of
Step 2:

A. We have that jAj D KAK D K�1AK and so they are similar matrices and have
the same eigenvalues.

B. The singular values of A and jAj coincide because jAj D KAK, that is, jAj and A
coincide up to unitary matrices.

C. We have that jAj�1 D .KAK/�1 D KA�1K and so A�1 D KjAj�1K.
D. If we know Kx, then x D K.Kx/.

In addition, let us show that if we have the BD.A/ (see Eq. (1)) with high relative
accuracy, then we can also calculate the LDU decomposition of A with high relative
accuracy, and even obtain the matrix A with high relative accuracy. In fact, by the
uniqueness of the LDU decomposition of a matrix, it can be checked that

L D L.1/ � � � L.n�1/; U D U.n�1/ � � � U.1/: (5)

Since the bidiagonal matrices L.k/, U.k/ satisfy sign properties of Definition 1, then
we have that matrices L and U can be calculated without subtractions and so with
high relative accuracy. Then we can also compute A D LDU with high relative
accuracy.

Several properties of SBD matrices have been studied in [3, 4]. We summarize
some of them in the following result.

Proposition 3 Let A; B be two n�n SBD matrices with the same signature ". Then

.i/ AT is also SBD with signature ".
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.ii/ Any principal submatrix of A is SBD.
.iii/ AB is also SBD with signature ".
.iv/ A is a P-matrix, that is, it has all its principal minors positive.

Given two matrices A D .aij/1�i;j�n and B D .bij/1�i;j�n, we define the
Hadamard product, or entrywise product, of A and B as the matrix A ı B WD
.aijbij/1�i;j�n. The Hadamard core (cf. [5, 9]) of the n � n TP matrices is given
by

CTP WD fA W B is TP ) A ı B is TPg: (6)

It is known, by Fallat and Johnson [17, Theorem 8.2.5], that tridiagonal TP matrices
are in the CTP. Then, by Fallat and Johnson [17, Corollary 8.3.2], it can be deduced
the following result (cf. [5, Proposition 3.1]).

Proposition 4 Let A be an n � n tridiagonal TP matrix and B an n � n TP matrix.
Then det.A ı B/ � det A det B.

Given an n � n TP matrix A, then we say that A is oscillatory if a certain power
of A, Ak, becomes strictly totally positive; that is, all the minors of Ak are strictly
positive (see [2]). Recall that, by Ando [2, Theorem 4.2], a nonsingular TP matrix
A D .aij/1�i;j�n is oscillatory if and only if ai;iC1 > 0 and aiC1;i > 0 for all
i D 1; : : : ; n � 1. Moreover, observe that since an oscillatory matrix is TP and
nonsingular, we have that aii > 0 for all i D 1; : : : ; n (cf. [2, Corollary 3.8]). Thus,
a tridiagonal oscillatory matrix A D .aij/1�i;j�n satisfies aij ¤ 0 for ji � jj � 1.

It is known (cf. [31, Proposition 4.12], [9, Corollary 2.7] or [17, Corollary 8.2.6])
that the Hadamard product of two n�n tridiagonal TP matrices is again a tridiagonal
TP matrix. Taking into account that the nonsingularity of tridiagonal TP matrices is
also preserved by the Hadamard product (see Proposition 4), we can extend the
previous fact to nonsingular tridiagonal TP matrices. Thus, in [5, Proposition 3.2], a
generalization of [27, Theorem 1] from the class of tridiagonal oscillatory matrices
to the class of nonsingular tridiagonal TP matrices was given.

Proposition 5 Let A; B be two nonsingular n � n tridiagonal TP matrices. Then
A ı B is a nonsingular tridiagonal TP matrix.

We shall now extend Proposition 4 to the class of SBD matrices. Analogously
to (6), we define the Hadamard core of the n � n SBD matrices by

CSBD WD fA W B is SBD ) A ı B is SBDg: (7)

The following result (cf. [5, Proposition 3.4]) shows that tridiagonal SBD matrices
belong to CSBD.

Proposition 6 Let A be an n�n tridiagonal SBD matrix and B an n�n SBD matrix.
Then A ı B is SBD.
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The set of tridiagonal SBD matrices form a semigroup with respect to the
Hadamard product as the following corollary [5, Corollary 3.5] shows. It extends
Proposition 5 to tridiagonal SBD matrices and it is a direct consequence of
Proposition 6.

Corollary 2 Let A; B be two n � n tridiagonal SBD matrices. Then the matrix A ı B
is a tridiagonal SBD matrix.

Besides, Corollary 2 cannot be extended to SBD matrices that are not tridiagonal,
as the following example shows. Observe that the following matrix is a nonsingular
TP matrix

A D
0
@

1:1 1 1

1 1 1

0 1 1:1

1
A ;

so, by Theorem 2, A is SBD. However, the matrix

A ı AT D
0
@

1:12 1 0

1 1 1

0 1 1:12

1
A

satisfies that det.A ı AT/ D �0:9559 < 0. So A ı AT is not a P-matrix. Recall that,
by Proposition 3, SBD matrices are P-matrices, and then, we conclude that A ı AT

it is not SBD.
Let us recall that given A an n � n matrix, if AŒ˛ j ˇ� is invertible for some

˛; ˇ 2 Qk;n, 1 � k � n, then the Schur complement of AŒ˛ j ˇ� in A, denoted by
A=AŒ˛ j ˇ�, is defined as

A=AŒ˛ j ˇ� WD A.˛ j ˇ/ � A.˛ j ˇ�AŒ˛ j ˇ��1AŒ˛ j ˇ/: (8)

If ˛ D ˇ, we denote A=AŒ˛ j ˛� by A=AŒ˛�.
If A is invertible, we can use formula (1.29) of [2] to derive the following formula

for Schur complement of principal submatrices:

.A=AŒ˛�/�1 D A�1.˛/ D A�1Œ˛c�: (9)

In [17, Proposition 1.5.1], it is shown that the Schur complement of principal
submatrices using contiguous index sets, A=AŒ˛� with ˛ D .i; i C 1; : : : ; i C k � 1/,
of a nonsingular TP matrix, is TP. However, this result is not valid for general Schur
complements of TP matrices. For SBD matrices, in [5, Theorem 3.6] it was proved
that general Schur complements of principal submatrices of SBD matrices are again
SBD.

Theorem 3 Let A be an SBD matrix. Then A=AŒ˛�, the Schur complement of AŒ˛�

in A, is SBD for all ˛ 2 Qk;n, 1 � k � n.
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Finally, let us present a lower bound for a minimal eigenvalue of an SBD
matrix. Let us recall that the well-known Gerschgorin’s Circles Theorem provides
a lower bound for an eigenvalue with minimal absolute value, ��, of a matrix
A D .aij/1�i;j�n:

j��j � min
i

8<
:jaiij �

X
j¤i

jaijj
9=
; :

The following result improves this bound for SBD matrices. The next index subset
is used in following result: given i 2 f1; : : : ; ng let

Ji WD f jj jj � ij is oddg: (10)

Observe that, by Theorem 2, we know that KjAjK is SBD, where jAj is a TP
matrix; that is, SBD matrices are similar to TP matrices. So A and jAj have the same
eigenvalues. Recall that an eigenvalue with minimal absolute value of a nonsingular
TP matrix is positive (cf. [2, Corollary 6.6]). Thus, we know that SBD matrices
also satisfy this property. The following result extends to SBD matrices the bound
obtained in [30, Theorem 4.4] for nonsingular TP matrices and corresponds with [5,
Corollary 2.7].

Proposition 7 Let A be an n � n SBD matrix and let �� be an eigenvalue of A with
minimal absolute value. For each i 2 f1; : : : ; ng, let Ji be the index subset defined
by (10). Then

�� � min
i

8<
:aii �

X
j2Ji

jaijj
9=
; : (11)

The following example (which is included in [5, Example 2.8]) shows that the
bound given by Proposition 7 cannot be improved.

Example 1 Let us consider the SBD matrix

A D
0
@

12 �7 �1

0 6 1

0 3 8

1
A :

The eigenvalues of A are 12, 9 and 5, which coincides with the eigenvalues of the
TP matrix jAj. Observe that the bound given by (11), �� � 5, cannot be improved,
because this bound is achieved by the smallest eigenvalue. Observe also that the
lower bound given by the Gerschgorin’s Circles Theorem is �� � minf4; 5; 5g D 4,
which is worse than the previous one.
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3 Inequality for Tridiagonal TP Matrices

We present in this section another property of tridiagonal TP matrices. In particular,
a lower bound for the norm of the inverse of a tridiagonal TP matrix with entries in
Œ0; 1� is presented.

Recall that, given a nonsingular n � n matrix A, the procedure of Gaussian
elimination without pivoting provides as result a sequence of n � 1 matrices:

A D A.1/ �! A.2/ �! � � � �! A.n/; (12)

where A.t/ has zeros below its main diagonal in the first t � 1 columns:

A.t/ D

0
BBBBBBBBBBBBB@

a.t/
11 a.t/

12 : : : : : : : : : : : : a.t/
1n

0 a.t/
22 : : : : : : : : : : : : a.t/

2n
::: 0

: : :
:::

:::
:::

: : :
:::

:::
::: a.t/

tt : : : a.t/
tn

:::
:::

:::
:::

0 0 : : : : : : a.t/
nt : : : a.t/

nn

1
CCCCCCCCCCCCCA

:

Given a real matrix A D .aij/1�i;j�n its Frobenius norm is defined as

kAkF WD
0
@

nX
iD1

nX
jD1

a2
ij

1
A

1=2

:

A Hadamard matrix of order n is a matrix A D .aij/1�i;j�n such that aij 2 f�1; 1g
whose rows and columns are mutually orthogonal; that is, AAT D nIn, where In is
the identity matrix of order n. An S-matrix of order n is a matrix A D .aij/1�i;j�n

such that aij 2 f0; 1g, formed by considering a Hadamard matrix of order n C 1 in
which the entries in the first row and column are 1, changing 1’s to 0’s and �1’s to
1’s, and deleting the first row and the first column.

Let Dn denote the set of all n � n matrices A whose entries are in the interval
Œ0; 1�. Sloane and Harwit proposed (see [32]) the following conjecture concerning
matrices in Dn.

Conjecture 1 If A 2 Dn is a nonsingular matrix, then

kA�1kF � 2n

n C 1
;

where the equality holds if and only if A is an S-matrix.
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This conjecture appeared from a problem in the field of spectroscopy (cf. [21]).
The conjecture were proved for matrices of odd order by Cheng in 1987 (see [8, 16]).

We now present a result that proves the conjecture for nonsingular tridiagonal TP
matrices that lie in the set Dn.

Proposition 8 Let A 2 Dn be a nonsingular tridiagonal TP matrix. Then

kA�1kF � 2n

n C 1
:

Proof We proceed by induction on n. If n D 2 it is known (see [16]) that kA�1kF �p
2 > 4=3.
Suppose that the result holds for matrices of order n � 1; that is, given QA 2

Dn�1 nonsingular tridiagonal TP, then k QA�1kF � 2n�2
n . Consider now A 2 Dn a

nonsingular tridiagonal TP matrix. Since, by Ando [2, Corollary 3.8], a nonsingular
TP matrix have positive principal minors, we have that a11 > 0. Then, after the first
step in Gaussian elimination, we have A.2/ D .a.2/

ij /1�i;j�n (see Eq. (12))

A.2/ D

0
BBB@

a11 a12

0
::: A.2/Œ2; : : : ; n�

0

1
CCCA

where a.2/
i1 D 0 for all i 2 f2; : : : ; ng and a.2/

11 D a11 ¤ 0. Observe that we can
express A D L�1

1 A.2/ (DW .aij/1�i;j�n), where

L1 D

0
BBBBBB@

1
�a21

a11
1

0 1
:::

: : :

0 1

1
CCCCCCA

:

Thus, we have that

A�1 D .L�1
1 A.2//�1 D .A.2//�1L1

D

0
BBBB@

1
a11

ˇ2 � � � ˇn

0
::: .A.2/Œ2; : : : ; n�/�1

0

1
CCCCA

0
BBB@

1
�a21

a11
1

: : :

1

1
CCCA
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D

0
BBB@

.A�1/11 ˇ2 � � � ˇn

�2

::: .A.2/Œ2; : : : ; n�/�1

�n

1
CCCA (13)

where ˇi; �i are real numbers for all i 2 f2; : : : ; ng and .A�1/11 denotes the (1,1)
entry of A�1. Since A.2/ is nonsingular we have that B WD A.2/Œ2; : : : ; n� is also
nonsingular. Taking into account that A 2 Dn is tridiagonal TP and considering
Gaussian elimination, we have that

a.2/
ij D aij 2 Œ0; 1�

for all i; j 2 f2; : : : ; ng, .i; j/ ¤ .2; 2/ and we deduce that

a.2/
22 D a22 � a21

a11

a12 � a22 � 1

and

a.2/
22 D a22 � a21

a11

a12 D det AŒ1; 2j1; 2�

a11

> 0:

Thus B 2 Dn�1. Furthermore, observe that B is also tridiagonal and it can be
expressed as the Schur complement B D A=AŒ1� and this Schur complement in a
TP matrix is TP (see [2, Theorem 3.3]). Thus, by the induction hypothesis, we have
that

kB�1kF � 2n � 2

n
: (14)

Observe that, since A 2 Dn is TP and considering the (1,1) cofactor of A and formula
(2) of [6] for the determinant of a tridiagonal matrix (det A D a11 det AŒ2; : : : ; n� �
a21a12 det AŒ3; : : : ; n�), we have

.A�1/11 D det AŒ2; : : : ; n�

det A
D det AŒ2; : : : ; n�

a11 det AŒ2; : : : ; n� � a12a21 det AŒ3; : : : ; n�

� det AŒ2; : : : ; n�

a11 det AŒ2; : : : ; n�
� 1: (15)

Thus, by (13)–(15) we can derive

kA�1k2
F D kB�1k2

F C �
.A�1/11

�2 C
nX

iD2

ˇ2
i C

nX
iD2

�2
i � kB�1k2

F C C; (16)
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for any 0 � C � 1. Let us consider OC D 8n2�4
n2.nC1/2 , observe that then 0 � OC � 1 for

all n > 2 and thus, by (14) and (16), we have

kA�1k2
F � kB�1k2

F C OC �
�

2n � 2

n

�2

C 8n2 � 4

n2.n C 1/2
D

�
2n

n C 1

�2

and the results holds.

4 Inequality for a General Class of Matrices

In this section, we shall prove that the inequality of the conjecture recalled in the
previous section also holds for more general classes of matrices and, in particular,
for nonsingular TP matrices in Dn.

Our classes of matrices will be closed under Schur complements and will be
formed by P-matrices (all its principal minors are positive) satisfying, in addition, a
classical inequality called the Fisher inequality:

det A � det AŒ˛� det A.˛/

for any ˛ 2 Qk;n and 1 � k < n.

Theorem 4 Let A 2 Cn \ Dn, where Cn is any class of n � n P-matrices closed
under Schur complements and satisfying the Fisher inequality. Then

kA�1kF � 2n

n C 1
:

Proof We proceed by induction on n. If n D 2 it is known (see [16]) that kA�1kF �p
2 > 4=3.
Suppose that the result holds for matrices of order n � 1; that is, given QA 2

Cn�1 \ Dn�1, then k QA�1kF � 2n�2
n . Consider now A 2 Cn \ Dn. Since A is a P-

matrix, we have that a11 > 0. Then, after the first step in Gaussian elimination, we
have A.2/ D .a.2/

ij /1�i;j�n (see Eq. (12))

A.2/ D

0
BBB@

a11 a12

0
::: A.2/Œ2; : : : ; n�

0

1
CCCA
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where a.2/
i1 D 0 for all i 2 f2; : : : ; ng and a.2/

11 D a11 ¤ 0. Observe that we can
express A D L�1

1 A.2/ (DW .aij/1�i;j�n), where

L1 D

0
BBBB@

1
�a21

a11
1

:::
: : :

�an1

a11
1

1
CCCCA

:

Thus, we have that (13) holds. Since A.2/ is nonsingular we have that B WD
A.2/Œ2; : : : ; n� is also nonsingular. Taking into account that A 2 Dn is a P-matrix
and considering Gaussian elimination, we have that either

a.2/
ij D aij 2 Œ0; 1�

or

a.2/
ij D aij � ai1

a11

a1j � aij � 1

and

a.2/
ij D aij � ai1

a11

a1j D det AŒ1; ij1; j�

a11

> 0:

Thus B 2 Dn�1. Furthermore, observe that B can be expressed as the Schur
complement B D A=AŒ1� and so B 2 Cn�1. In conclusion, B 2 Cn�1 \ Dn�1.
Thus, by the induction hypothesis, we have that (14) holds. Since A 2 Cn, Fisher’s
inequality implies that det A � a11 det AŒ2; : : : ; n� and, taking also into account that
A 2 Dn, we have

.A�1/11 D det AŒ2; : : : ; n�

det A
� det AŒ2; : : : ; n�

a11 det AŒ2; : : : ; n�
� 1: (17)

Thus, by (13), (14) and (17) we can derive (16) for any 0 � C � 1. Let us
consider OC D 8n2�4

n2.nC1/2 , observe that then 0 � OC � 1 for all n > 2 and thus, by (14)
and (16), we have

kA�1k2
F � kB�1k2

F C OC �
�

2n � 2

n

�2

C 8n2 � 4

n2.n C 1/2
D

�
2n

n C 1

�2

and the results holds.

As a consequence of the previous result, we can extend the result of the previous
section to all nonsingular TP matrices.
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Corollary 3 Let A 2 Dn be a nonsingular TP matrix. Then

kA�1kF � 2n

n C 1
:

Proof By Theorem 4, it is sufficient to see that the class of nonsingular TP matrices
is a class of P-matrices closed under Schur complements and satisfying the Fisher
inequality. By Ando [2, Corollary 3.8], nonsingular TP matrices are P-matrices. It
is well known that they are closed under Schur complements (cf. [2, Theorem 3.3]).
Finally, it is also well known that they satisfy the Fisher inequality (cf. [17]).

If we consider a nonsingular (tridiagonal) TP matrix A, observe that the lower
bound provided in Sects. 3 and 4 for the norm of A�1 could imply an ill conditioning
of A. However we have presented, in Sect. 2, accurate computations for these classes
of matrices that do not depend on the conditioning of the initial matrix.

Acknowledgements This work has been partially supported by the Spanish Research Grant
MTM2015-65433, by Gobierno the Aragón and Fondo Social Europeo.

References

1. Alonso, P., Delgado, J., Gallego, R., Peña, J.M.: Conditioning and accurate computations with
Pascal matrices. J. Comput. Appl. Math. 252, 21–26 (2013)

2. Ando, T.: Totally positive matrices. Linear Algebra Appl. 90, 165–219 (1987)
3. Barreras, A., Peña, J.M.: Bidiagonal decompositions, minors and applications. Electron. J.

Linear Algebra 25, 60–71 (2012)
4. Barreras, A., Peña, J.M.: Accurate computations of matrices with bidiagonal decomposition

using methods for totally positive matrices. Numer. Linear Algebra Appl. 20, 413–424 (2013)
5. Barreras, A., Peña, J.M.: On the extension of some total positivity inequalities. Linear Algebra

Appl. 448, 153–167 (2014)
6. Barreras, A., Peña, J.M.: On tridiagonal sign regular matrices and generalizations. Advances in

Differential Equations and Applications. SEMA SIMAI Springer Series, vol. 4, pp. 239–247.
Springer, Cham (2014)

7. Barreras, A., Peña, J.M.: Classes of structured matrices related with total positivity. In: Díaz,
J.M., Díaz, J.C., García, C., Medina, J., Ortegóm, F., Pérez, C., Redondo, M.V., Rodríguez,
J.R. (eds.) Proceedings of the XXIV Congress of Differential Equations and Applications/XIV
Congress on Applied Mathematics, pp. 745–750 (2015). ISBN: 978-84-9828-527-7

8. Cheng, C.S.: An application of the Kiefer-Wolfowitz equivalence theorem to a problem in
Hadamard transform optics. Ann. Stat. 15, 1593–1603 (1987)

9. Crans, A.S., Fallat, S.M., Johnson, C.R.: The Hadamard core of the totally nonnegative
matrices. Linear Algebra Appl. 328, 203–222 (2001)

10. Delgado, J., Peña, J.M.: Accurate computations with collocation matrices of rational bases.
Appl. Math. Comput. 219, 4354–4364 (2013)

11. Delgado, J., Peña, J.M.: Fast and accurate algorithms for Jacobi-Stirling matrices. Appl. Math.
Comput. 236, 253–259 (2014)

12. Demmel, J., Koev, P.: Accurate SVDs of weakly diagonally dominant M-matrices. Numer.
Math. 98, 99–104 (2004)



386 A. Barreras and J.M. Peña

13. Demmel, J., Koev, P.: The accurate and efficient solution of a totally positive generalized
Vandermonde linear system. SIAM J. Matrix Anal. Appl. 27, 142–152 (2005)

14. Demmel, J., Gu, M., Eisenstat, S., Slapnicar, I., Veselic, K., Drmac, Z.: Computing the singular
value decomposition with high relative accuracy. Linear Algebra Appl. 299, 21–80 (1999)

15. Dopico, F.M., Koev, P.: Accurate symmetric rank revealing and eigen decompositions of
symmetric structured matrices. SIAM J. Matrix Anal. Appl. 28, 1126–1156 (2006)

16. Drnovšek, R.: On the S-matrix conjecture. Linear Algebra Appl. 439, 3555–3560 (2013)
17. Fallat, S.M., Johnson, C.R.: Totally Nonnegative Matrices. Princeton University Press, Prince-

ton/Oxford (2011)
18. Gantmacher, F.P., Krein, M.G.: Oscillation Matrices and Kernels and Small Vibrations of

Mechanical Systems (revised edn.). AMS Chelsea, Providence, RI (2002)
19. Gasca, M., Micchelli, C.A. (eds.): Total Positivity and Its Applications. Mathematics and Its

Applications, vol. 359. Kluwer Academic Publisher, Dordrecht (1996)
20. Gasca, M., Peña, J.M.: On factorizations of totally positive matrices. In: Gasca, M., Micchelli,

C.A. (eds.) Total Positivity and Its Applications. Mathematics and Its Applications, vol. 359,
pp. 109–130. Kluwer Academic Publishers, Dordrecht (1996)

21. Harwit, M., Sloane, N.J.A.: Hadamard Transform Optics. Academic Press. New York (1979)
22. Karlin, S.: Total Positivity, vol. I. Stanford University Press, Stanford (1968)
23. Koev, P.: Accurate eigenvalues and SVDs of totally nonnegative matrices. SIAM J. Matrix

Anal. Appl. 27, 1–23 (2005)
24. Koev, P.: Accurate computations with totally nonnegative matrices. SIAM J. Matrix Anal.

Appl. 29, 731–751 (2007)
25. Marco, A., Martínez, J.J.: A fast and accurate algorithm for solving Bernstein-Vandermonde

linear systems. Linear Algebra Appl. 422, 616–628 (2007)
26. Marco, A., Martínez, J.J.: Accurate computations with Said-Ball-Vandermonde matrices.

Linear Algebra Appl. 432, 2894–2908 (2010)
27. Markham, T.L.: A semigroup of totally nonnegative matrices. Linear Algebra Appl. 3, 157–164

(1970)
28. Peña, J.M. (ed.): Shape Preserving Representations in Computer Aided Geometric Design.

Nova Science Publishers, Commack, NY (1999)
29. Peña, J.M.: LDU decompositions with L and U well conditioned. Electron. Trans. Numer.

Anal. 18, 198–208 (2004)
30. Peña, J.M.: Eigenvalue bounds for some classes of P-matrices. Numer. Linear Algebra Appl.

16, 871–882 (2009)
31. Pinkus, A.: Totally Positive Matrices. Cambridge Tracts in Mathematics, Num. 181. Cambridge

University Press, Cambridge (2010)
32. Sloane, N.J.A, Harwit, M.: Masks for Hadamard transform optics, and weighing designs. Appl.

Opt. 15 107–114 (1976)


	Total Positivity: A New Inequality and Related Classes of Matrices
	1 Introduction
	2 A Class of Matrices Related to Total Positivity
	3 Inequality for Tridiagonal TP Matrices
	4 Inequality for a General Class of Matrices
	References


