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Preface

Groundwater resources are decreasing at alarming rates and face increasing

pressure due to climate variability, population pressure, and increases in energy

demands. Furthermore, emerging groundwater contamination and pollution risks

are seriously reducing available groundwater resources. The topics discussed

throughout this book are grouped into five sections: (1) sea level rise, climate

change, and food security, (2) emerging contaminants, (3) technologies and deci-

sion support systems, (4) surface water-groundwater interactions, and (5) econom-

ics, and energy production and development. Sea level rise in coastal areas and food

security risks as a result of climate change are discussed in Chaps. 1 through 3.

Chapters 4 through 6 cover emerging groundwater contamination issues as a result

of hydraulic fracturing for energy production and wastes from pharmaceutical and

wastewater treatment plants. Chapters 7 and 8 include different approaches and

decision support systems for quantifying groundwater resources. Surface water–

groundwater interactions are discussed in Chaps. 9 through 12. Finally, Chaps. 13

and 14 discuss groundwater management approaches for agricultural production

and assess potential environmental impacts associated with the use of groundwater

resources for energy production.

This book is unique and different from other groundwater hydrology books in

that it uses a holistic approach in investigating the risks related to groundwater

resources. This book is the first book in the newly initiated book series: Advances in
Water Security. This book is of interest to a wider audience in academia, govern-

mental and nongovernmental organizations, and environmental entities.

Overall, the book will greatly contribute to better understanding emerging risks

to groundwater resources and should help responsible stakeholders make informed

decisions in this regard.

Prairie View, TX Ali Fares, Ph.D.
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Chapter 1

Effects of Climate Change and Sea Level Rise
on Coastal Water Resources

Dorina Murgulet

Abstract A better understanding of the relevant climate-change drivers for coastal

areas has been realized in the past few years. A significant increase in atmospheric

CO2 concentration is predicted to virtually occur and as a result, more CO2 is

absorbed by surface waters, decreasing seawater pH and carbonate saturation. Sea

surface temperatures are also essentially certain to rise significantly, although less

than the global mean temperature rise. Globally, SLR derived from thermal expan-

sion due to warming of oceans and the melting of ice caps, glaciers, and ice sheets

(i.e., Greenland and Antarctica) act together as major factors contributing to RSLR.

The rise will not be spatially uniform, with possible intensification of ENSO and

time variability which suggests greater change in extremes with important impli-

cations for coral reefs. In most cases there will be significant regional variations in

the changes, and any impacts will be the result of the interaction between climate

change drivers (i.e., CO2 concentrations, SST, SLR, storm intensity, frequency, and

track, wave conditions and runoff) and other drivers of change, leading to diverse

effects and vulnerabilities. The direct influences of sea level rise (SLR) on coastal

water resources are associated with seawater encroachment into surface waters and

coastal aquifers. Inundation as a result of increases in mean sea level will have

devastating impacts on unprotected low-lying areas, especially as a result of storm

events which are expected to intensify. Seawater intrusion caused by natural and

human-derived factors will be exacerbated by SLR. However, some coastal areas,

especially on some arid coasts, receiving more precipitation may be less impacted

by seawater intrusion as a result of increased aquifer recharge. Climate change

adverse impacts on freshwater supplies at a global scale are most likely to be more

visible in developing countries with large extents of coastal lowland, small island

states, semi-arid and arid coasts, and large coastal cities particularly in the Asia-

Pacific region, reflecting both natural and socio-economic aspects that increase the

risk levels. Thus, it is difficult to identify future coastal areas with stressed fresh-

water resources, particularly where there is a seasonal water demand stress and poor

management. Assessments of RSLR-related coastal impacts, adaptation, and

D. Murgulet (*)

Department of Physical and Environmental Sciences, Texas A&M University-Corpus Christi,

6300 Ocean Drive, Corpus Christi, TX 78412, USA

e-mail: dorina.murgulet@tamucc.edu

© Springer International Publishing Switzerland 2016

A. Fares (ed.), Emerging Issues in Groundwater Resources, Advances in Water

Security, DOI 10.1007/978-3-319-32008-3_1

1

mailto:dorina.murgulet@tamucc.edu


mitigation, require information related to climate-induced GMSLR, regional vari-

ations, and non-climate-related sea level changes and freshwater stressors.

1 Introduction

The global debate on whether climate is changing and what are the main contrib-

uting factors have recently shifted towards how to deal with changes that are now

foreseeable. Although climate has changed throughout the Earth’s history as a

result of natural cycles, a general consensus exists now among scientists that the

trend in change since the beginning of the industrial revolution (circa ~ 1880) is

mainly the result of anthropogenic factors such as the increase of greenhouse gasses

released into the atmosphere from the combustion of fossil fuels (Neelin 2011).

There are several indicators measured globally over many decades that show that

the Earth’s climate is warming (Fig. 1.1). Current indicators show that if the change

in climate occurs gradually, the impact is expected to be minor by 2025, with some

areas being more affected than others. Impacts are projected to strongly intensify

during the decades following 2025 (UNEP 2003).

The effects and coping strategies in coastal areas, are of particular interest

because these locales provide important habitats and ecosystem services, have

growing human populations, and include large economic centers such as

New York, London, Tokyo, and Mumbai (Nicholls 2011). Among the major effects

of climate change, SLR is caused by thermal expansion of water and the melting of

Fig. 1.1 Long-term measured global indicators that show that the Earth’s climate is warming.

White arrows indicate increasing trends-indicators expected to increase in a warming world; black
arrows indicate decreasing trends-those indicators expected to decrease in a warming world

(Figure source: NOAA-NCDC 2014)
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land-based ice (i.e., ice sheets). The glacio-eustatic mechanism has been shown to

be the most important control on changes in sea level during the Neogene and

Quaternary geologic times (Chappell and Shackleton 1986; Matthews and Poore

1980). Sea level rise has been increasing at around 1.8 mm/year (global average) for

the past century (Leuliette and Miller 2009; Blunden and Arndt 2014) and the rates

will accelerate in response to global warming resulting in a rise of about

600–900 mm by the year 2100 (Leatherman et al. 1995). Also, sea levels are

expected to rise for the next few centuries because of the considerable thermal

inertia characteristic to the Earth’s climate system (Fig. 1.2) (Schmidt and Wolfe

2009).

A rise in sea level of this magnitude will indisputably have a dramatic effect on

low-lying coastal areas and islands. The effects and coping strategies in coastal

areas, are of particular interest because these locales provide important habitats and

ecosystem services, have growing human populations, and include large economic

centers such as New York, London, Tokyo, and Mumbai (Nicholls 2011). Coastal

areas are facing increasing vulnerability to higher frequency of storm surges, salt

water intrusion, coastal erosion, and loss of coastal habitats (Nicholls 2011).While

the extent and severity of impacts may vary considerably, the general treats to

Fig. 1.2 Estimated, observed, and possible future amounts of global sea level rise (GSLR) from

1800 to 2100, relative to the year 2000. Shown in red are estimates from proxy data (for example,

based on sediment records) (1800–1890, pink band shows uncertainty), in blue—tide gauge data

for 1880–2009, and in green are shown satellite observations from 1993 to 2012. The future

scenarios range from 0.66 to 6.6 ft in 2100. The graph shows the range of possible scenarios based

on scientific studies not climatic models. The large currently projected range of SLR of 1–4 ft by

2100, presented by the orange line, reflects uncertainty related to how glaciers and ice sheets will

react to the warming ocean and atmosphere and changing winds and currents. The trend shows

year-to-year variations (Figure source: NOAA- NCDC 2014)
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coastal areas are flooding, erosion, wetland inundation and saltwater intrusion

and/or salinization.

Though generalizations of climate change and SLR effects can be made on a

global scale, the major factors of concern are unique to different areas of the world.

For instance, estimates of future relative sea level rise (RSLR) and vulnerability of

coastal ecosystems and human populations to SLR vary for different regions due to

differences in land motion and different rates of growing populations and develop-

ment. The impacts are expected to render freshwater availability around the world.

The impact of warmer temperatures will intensify the hydrologic cycle through

changes in rates of precipitation and ET and an increase likelihood of severe

weather patterns, higher flooding events (Fig. 1.3), and more droughts. This has

indirect adverse effects on the flux and storage of water in surface and subsurface

reservoirs (Taylor et al. 2012). Increases in evaporation rates will enhance salini-

zation of soils (i.e., irrigation fields or flooded coastal areas) and recharging waters

percolating to aquifers. Furthermore, the indirect effects of climate on water

availability through changes in land practices (i.e. changes in agricultural practices

and irrigation sources and demand) may have greater impacts than the direct

impacts of climate change (Taylor et al. 2012). Groundwater overdraft (i.e.,

groundwater production rates exceed supply to the aquifer) induced by growing

concentrations in urban areas along the coasts result in water quality degradation

due to saltwater intrusion into aquifers. Nevertheless, rising sea levels may be

enhancing the saltwater intrusion process (Abd-Elhamid and Javadi 2008; Langevin

and Zygnerski 2012). To add, most recent research shows that groundwater explo-

ration and recycling into the ocean through precipitation accounts for a rise in sea

level of approximately 5 mm*year�1 (Taylor et al. 2012). Current sea level pre-

dictions do not account for this phenomenon.

2 Climate Change

Climate has changed multiple times in the Earth’s history, but for reasons totally
unrelated to the current pattern. Patterns reveal that SST has a major effect on

precipitation patterns and worldwide atmospheric and ocean circulation. As the

planet continues to warm, additional moisture is added to the atmosphere and

changes in precipitation patterns follow. This trend has been observed in the Earth’s
past especially during the Eocene (50 Mya-present) time when rising CO2 levels, in

combination with the influence of changing ocean currents lead to increasing

temperatures and changes in precipitation patterns (Sloan and Rea 1995)

(Fig. 1.4). Changes in these patterns dictate where human societies formed and

settled (Ma and Xie 2013). For instance, Hester et al. (1997) show how changes in

climatic patterns affected lake levels in North America, which forced relocation of

early Holocene people.

The American Southwest is particularly sensitive to changes in climatic patterns

as seen during the late Holocene (11.7 kya—present) when it experienced long

4 D. Murgulet



Fig. 1.3 According to the Union of Concerned Scientists, there are at least 30 locations (shown in

the figure) expected to experience at least 20 tidal flood events per year by the 2030, by the 2045,

one third of 52 locations analyzed can expect 180 or more flooding events per year (UCS 2014)

1 Effects of Climate Change and Sea Level Rise on Coastal Water Resources 5



periods of drought due to reduced precipitations (Seager et al. 2007). Ratios of

oxygen stable isotopes signals (δ18O) recorded on speleothems were used as a

proxy to reconstruct precipitation patterns which show that moisture from the Gulf

of Mexico (GOM) has had a profound influence on the Southwest (Feng

et al. 2014). Most notably, there was an increase in GOM-derived precipitation in

the region during a period of warming known as the interstadial Bølling-Allerød

period, which occurred between ca. 14.7–12.9 ka and a decrease during the

Younger Dryas cooling period (ca. 12.9–11.5 ka) (Feng et al. 2014; Obbink

et al. 2009). Isotope records reveal phenomena that have influenced past precipita-

tions patterns and provide a predictive model for how they will affect future

climatic behavior. For instance, in the American Southwest, predictions indicate

that if climate continues to warm water availability will become scarcer due to

Fig. 1.4 Increases in temperature as dictated by emissions. In the figure, each line represents a

central estimate of global average temperature rise (relative to the 1901–1960 average) for a

specific emissions pathway. Shading indicates the range (5th–95th percentile) of results from a

suite of climate models. Projections in 2099 for additional emissions pathways are indicated by the

bars to the right of each panel. In all cases, temperatures are expected to rise, although the

difference between lower and higher emissions pathways is substantial. The panel to the (left)
shows two main scenarios as presented in the SRES—Special Report on Emissions Scenarios: A2

assumes continued increases in emissions throughout this century, and B1 assumes much slower

increases in emissions beginning now and significant emissions reductions beginning around 2050.

The (right) panel shows more modern analyses derived from the most recent generation of climate

models (CMIP5) using the most recent emissions pathways (RCPs—Representative Concentration

Pathways). Compared to the old projections (SRES), these new projections explicitly consider

climate policies (includes both lower- RCP 2.6 and higher- RCP 8.5 pathways) that would result in

emissions reductions. The lowest emissions pathway assumes immediate and rapid reductions in

emissions that would lead to a warming of about 2.5 �F of warming in this century while the

highest pathway which is roughly the result of a continuation of the current path of global

emissions increase, is projected to cause an increase of more than 8 �F warming by 2100 (a higher

end of the prediction is more than 11 �F) (Source: NOAA- NCDC 2014)
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lower precipitation rates (Feng et al. 2014). This region provides a good model for

other regions influenced by GOM-derived moisture and by synoptic or greater sized

atmospheric patterns such as the effect El Ni~no and La Ni~na events play on many

parts of North America (Neelin 2011).

Currently there is a good understanding of the causes of most of the Earth’s
climate cycles, as described by the Milankovitch cycles (Hays et al. 1976; Raymo

and Nisancioglu 2003) and as revealed by the geological/stratigraphical records

(i.e., describe geological and oceanographic changes as a result of plate tectonics)

(Weedon 2005). Planetary orbit cycles have had a profound effect on radiative

forcing, hence, greatly affecting the climate. With a good understanding of changes

that occurred pre-industrial age, better understanding of anthropogenic effects upon

climate is possible. The theory behind this assertion is related to the Milankovitch

cycles indicating that periodic changes in the Earth’s obliquity or tilt, over a 41,000
year cycle has effected glacial-interglacial cycles during the last three million years

(Hays et al. 1976). Furthermore, Earth’s precession or the direction of Earth’s spin
axis (over ca. 19 and 23 ka cycles) and eccentricity are considered: the degree to

which the Earth’s orbit is elliptical, in 100 and 400 ka periods (Raymo and

Nisancioglu 2003) have affected climate, both during the Quaternary, and in earlier

epochs. A modelling approach as presented by Erb et al. (2013) evaluates the

mechanism by which the evolution of Earth’s climate system can be modelled,

especially in terms of our most recent past, the Quaternary Period (2.5 mya to

present) primarily because this period reflects relatively current chances and forc-

ings and has most abundant and consistent data. Many of the modeling observations

seem to be in consensus with stable oxygen isotope δ18O signals and along with

evidence from stratigraphic records (Weedon 2005) demonstrate the role of

orbitally forced climate change for past and future climate change predictions.

2.1 Climatic Models

The use of models in climate science is greatly misunderstood, and in general, many

in the non-scientific public arena have expressed doubts and disbelief in the models,

as no one model has proven itself 100% accurate. The purpose of developing and

using climate models is to explain, understand and predict past, current, and future

climate phenomena (Neelin 2011). Zhao (2014) studied modeling of convection as

related to a General Climate Model (GCM) of cloud formation and feedbacks.

While the model demonstrates increases in precipitation with warming, relating this

to cloud feedbacks has proven difficult.

Current models cannot predict with accuracy the feedback sensitivity clouds

impart to the climate system as a whole. While many factors are at play concerning

clouds and climate, two are most important. For instance, water vapor is a highly

effective greenhouse gas that enters the atmosphere as a result of feedback to

increase heat which increases water vapor that in turn stimulates a further increase

in heat; projected increases in Earth’s temperature are dictated by the different

1 Effects of Climate Change and Sea Level Rise on Coastal Water Resources 7



anthropogenic-derived amounts of heat-trapping gases released into the atmosphere

(NOAA-NCDC 2014) (Fig. 1.4). Secondly, low, thick clouds primarily reflect

incoming solar radiation, thereby having a cooling effect on the Earth’s surface.
On the other hand, the high, thin clouds primarily transmit incoming solar radiation

and also trap some of the outgoing infrared radiation emitted by the Earth and

radiate it back contributing to warming of the Earth surface. The portion of the solar

energy that is reflected back to space, called the albedo, is different for different

parts of the world. Even though the balance between the cooling and warming

actions of clouds is considered to be very close, if averaging the effects of all the

clouds around the globe (i.e., cloud albedo forcing), cooling predominates (i.e.,

negative forcing) (Graham 1999). Furthermore, a portion of the Earth’s longwave
radiation absorbed by clouds is reemitted to the outer space and another portion

back toward the surface. The intensity of the emission is dependent upon cloud

characteristics such as temperature, thickness, and makeup of the particles that form

the cloud. A cold cloud top will reduce the longwave emission to space, and

contrary to the momentary albedo forcing of the cloud, by trapping it beneath the

cloud top and will increase the temperature of the Earth’s surface. This so called

“cloud greenhouse forcing” if considered separately has a warming effect or

“positive forcing” on the Earth’s climate (Graham 1999).

Due to complications and uncertainties associated with modeling atmospheric

physics and the extreme variability of cloud formation, determining the effects of

clouds on climate feedbacks in respect to climate change has proven to be difficult

(Zhao 2014). It has also caused much debate in the field of climate science. For

example, Spencer and Braswell (2011) suggested that the process by which clouds

form could be causing climate change, as opposed to the more widely accepted

view that climate change is affecting the way clouds form. This concept would

mean that the climate system as a whole is less sensitive to the effects that

greenhouse gasses have on climate change. While the climate research community

does not generally accept this view, it demonstrates how the results of models are

inconclusive and can be easily criticized.

3 Climate Change and Sea Level Rise

The subject of climate change and SLR has risen to prominence in the last couple

decades; focus has shifted from identifying causes for environmental changes to

observing more closely their impacts and potential strategies to mitigate and/or

adapt to these changes. Analyses of past records related to the planet’s land and

ocean temperatures are utterly important to understanding GSLR associated with

climate change. Research shows that climate change is expected to cause major

changes in SLR, sea surface temperatures, coastal storms, and wave and runoff

characteristics. Climate-induced SLR is produced by thermal expansion of seawater

and melting of land-based ice. Coastal areas are vulnerable to many coastal hazards,

including climate-induced SLR. Sea level rise changes are exacerbated by increases

8 D. Murgulet



in storm events and subsidence caused by anthropogenic activities such as ground-

water withdrawals. It is estimated that over 200 million people are vulnerable to

flooding during extreme events produced by storm surges while 20 million people

live below normal high tide levels (Nicholls 2011). In the United States, although

all coastal states are at risk of flooding due to increased sea level and global

warming, Florida, Louisiana, New York, and California have the highest number

of people residing in areas less than 3.3 f. above high tide (Fig. 1.5). For effective

management to mitigate and reduce the impacts of SLR on coastal ecosystems and

human populations, a better scientific understanding of the climate change and SLR

and the impacts they have on systems is necessary.

3.1 Past and Future Trends: Evidences from Instrumental
and Proxy Records and Model Simulations

Improvements have been made to oceanographic observations and satellite mea-

surements over the last century, robust data exists beginning with the late nine-

teenth century to the early twentyfirst century. Church andWhite (2011) summarize

the global average sea level from satellite altimeter data and coastal sea level

measurements, to provide a synthesis of SLR during this time frame. The study

showed that GMSL (Global Mean Sea Level) has risen by 100–200 mm at the rate

of 1–2 mm/year over the past century. Furthermore, the rate of GMSL rise during

the past two decades is approximately 3.2 mm/year, roughly two times higher than

the average speed of the preceding 80 years. These trends correlate well with the

global mean temperature and sea surface temperature (SST) measurements over the

same time frame (Arndt et al. 2010), showing the relationship between climate

change as the SLR.

Fig. 1.5 Coastal US states at risk from GSLR. Depending on future emission, global warming,

and land ice melting rates, global average sea level could rise to or above the 3.3 foot mark within

this century (UCS 2013; NOAA 2012; Strauss et al. 2012)
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Projections of sea level scenarios are derived from paleo records of climate and

sea level (Levermann et al. 2013; Grinsted et al. 2009). For instance, the past two

millennia sea level changes for the North Carolina coastal zone was reconstructed

using benthic foraminifera from salt marshes (Kemp et al. 2011). The overall trend

(the expected reconstruction error of the global mean sea level record was within

�10 cm) shows a sharp increase of SLR in the middle of the nineteenth century,

coinciding with the Industrial Revolution. After the last glacial maximum, roughly

about 22,000 years ago, sea level rose by about 120 m in about 10,000 years with a

rate of 12 mm/year. This is about four times faster than the average rate of SLR

today. This change happened in episodes of abrupt pulses of SLR (Fairbanks 1989).

Sea-level jumps of approximately 0.4 and 2.1 m have also been related to an abrupt

cooling in the Northern Hemisphere known as the 8.2 kyr event during the last

interglacial period, the Holocene epoch. It has been suggested that this event was

due the freshwater release from Lake Agassiz into the North Atlantic that perturbed

the North Atlantic Meridional Overturning Circulation (T€ornqvist and Hijma

2012).

Stratigraphic information from the Exxon Production Research Company (EPR)

provide an unprecedented record of sea level change on a longer time scale, from

Triassic (~250 Ma) to present (Haq et al. 1987a, b; Vail et al. 1977). Even though

the amplitude of sea level change is poorly constrained using this records, the data

show that causal mechanisms for the large, rapid sea level changes for the past

250 million years interval can only be explained by glacioeustasy linked with

climate change (Miller et al. 2003). Furthermore, past changes in the sea level

could explain the transgression and regression of the sea, which is associated with

eustatic (global) sea level changes, tectonics and sediment supply (Lyell 1830).

Various predictive modeling studies developed semi-empirical models to project

future sea level scenarios incorporating paleo records. Levermann et al. (2013) has

combined paleo-evidence with simulations from physical models to estimate the

future regional sea level projections at a multi-millennial time scale. They proposed

a SLR of approximately 2.3 m per degree centigrade (1 �C) within the next 2000

years. Using a semi-empirical approach Rahmstorf (2007) projected a rise in sea

level of 0.5–1.4 m above the 1990 level by the 2100. These are in close agreement

with efforts conducted by Grinsted et al. (2009) which estimated a SLR between 0.9

and 1.3 m over the next century. The inertia gained by the Earth’s climate system

and feedbacks will cause the current SLR to continue even if greenhouse emissions

are reduced. The fifth IPCC report on climate change predicts a global rise in sea

level of 52–98 cm by the 2100, with a best estimate around 74 cm. Even with a

minimum emission scenario, an estimated mean of 44 cm SLR is expected (IPCC

2013).
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3.2 Impacts of Sea Level Rise

The relative SLR (RSLR) takes into account the sum of global, regional, and local

components of sea level change. The drivers of these components are climate

change and changing ocean dynamics, non-climatic processes such as tectonic

land movements (i.e., uplift or subsidence), glacial isostatic adjustment (GIA),

and natural/anthropogenic-induced subsidence. RSLR varies from one place to

another and is only partly the result of climate change. Its impacts are dependent

on the physical and socioeconomic characteristics of each region (Nicholls 2011).

There are five main impacts associated with the RSLR. These include flooding and

submergence, ecosystem alteration, erosion, salinization, and rising water tables.

Immediate effects include: submergence (also known as the Bathtub effect), coastal

flooding and saltwater intrusion. Longer-term impacts are: wetland loss and change,

salinization of surface waters, soils and shallow aquifers, beach erosion, and

saltwater intrusion in deeper aquifers. Flooding and related physical impacts have

the most significant effect on the socioeconomics of an area. Flooding often results

in damage of coastal infrastructure, built environments, agricultural areas, and

human deaths caused by drowning.

Other examples of socioeconomic impacts of SLR include erosion leading to

loss of beachfront buildings and related infrastructure, adverse effects on tourism

and recreation, and indirect impacts on human health and quality of life (Nicholls

2011). The future health status of the coastal population, its capacity to cope with

climate hazards such as control infectious diseases, and other public health mea-

sures dictate the potential impacts of climate change and SLR on coastal

populations. For instance, many coastal communities rely on marine resources for

food; both human health and the economy of these communities are at risk in terms

of both food supply and quality. Temperature changes have also impacts on marine

ecological processes which can also affect human health associated with cholera,

and other enteric pathogens (Vibrio parahaemolyticus), shellfish and reef fish

poisoning , and HABs (Pascual et al. 2000; Lipp et al. 2002; Hunter 2003).

Although, there is no convincing evidence of the impacts of observed climate

change on coastal disease patterns (Kovats and Haines 2005), connections may

exist between rainfall changes associated with ENSO and cholera risk in

Bangladesh (Pascual et al. 2000) and malaria epidemics in coastal regions of

Venezuela and Colombia (Kovats et al. 2003).

4 Global Climate Change and Coastal Water Resources

Mounting evidence indicates that we are in a climate change period caused by

increasing atmospheric concentrations of greenhouse gases (Intergovernmental

Panel on Climate Change (IPCC) 2014). This phenomenon can have profound

effects on the hydrologic cycle through precipitation, soil moisture, increasing
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temperatures and ET. General Circulation Models (GCMs) fail to accurately predict

changes on mean precipitation but an agreement exists on extreme changes of

temperature and precipitation as a result of an intensification of the hydrologic

system (Bates et al. 2008). Although more rain and ET is expected, the extra

precipitation will not be equally distributed around the globe. Some parts of the

word may experience significant flooding while others may see significant

decreases in precipitation and season changes (i.e. timing alteration for the wet

and dry seasons). Consequently, it is imperative to understand the impact of climate

change on hydrological processes and water resources. The most updated 100-year

warming trend (1906–2005) as reported by IPCC is 0.74 �C� 0.18 �C (IPCC 2014).

Research has shown that the mean sea level has been increasing at a rate of 3.2

millimeters (mm) per year over the past 20 years (NOAA 2014). As seawater

migrates farther inland it can cause destructive erosion, flooding of wetlands,

contamination of aquifers and agricultural soils, and can have disturbing effects

on coastal habitats (NOAA 2014).

4.1 A Global Perspective

With both, anthropogenic factors and an overall increase in temperatures world-

wide, the security of water resources is becoming a topic of increase interest. In

particular, water resources in the coastal regions are of major concern given the

necessary quantities to accommodate the growing needs for human and industrial

consumption. The effects of climate change on the world’s oceans are felt directly
by coastal communities. Climate change effects tend to shift the availability of

freshwater around the globe—decreasing the availability in some areas, while

increasing the availability in others (V€or€osmarty et al. 2013). However, as the

population is increasing in different areas, water availability tends to decrease

worldwide. Thus, best evaluations of water resources should take into account

both, the increased human use and climate-driven shifting availability. Addition-

ally, climate change is altering ecosystems across the globe affecting the water

resource services they provide to humans (e.g., recreation, fishing) (Hoegh-

Guldberg and Bruno 2010).

Globally, climate change-derived freshwater supply problems are expected to

affect the developing countries with large areas of law-land, semiarid or arid coasts,

and coastal megacities. At great risk will be the Asia-Pacific region and small island

states as a result of both natural and socio-economic factors (Alcamo and Henrichs

2002; Ragab and Prudhomme 2002). Consideration of water use efficiency is

particularly important in areas where agriculture is a large consumer, like in the

Nile delta and Asian megadeltas and areas with large freshwater demands associ-

ated with increasing population (i.e., Asia-Pacific region). The IPCC-SRES emis-

sions scenarios estimate a significant impact on water resources by the 2050s based

on different scenarios of water stresses (Arnell et al. 2004). Critical regions with

higher sensitivity to water stresses caused by either increases in water withdrawal or
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decreases in water available have been identified in parts of coastal areas from

western coasts of Latin America and the Algerian coast (Alcamo and Henrichs

2002).

The effects of climate change vary across the globe, and different concerns are

associated with different regions. For instance, the Artic is facing many of the

effects of climate change, including the melting of glaciers and permafrost, changes

in seasonal precipitation, and increased evapotranspiration (Evengard et al. 2011).

It is not only the total amount of water available (i.e., reduced freshwater flows) that

influences coastal Arctic ecosystems and human populations, but also the quality of

the resource that is affected in many ways. For example, the water released as

permafrost thaws is turbid, and includes pollutants otherwise less mobile. China is

faced with a wide variety of stressors based solely on limited water resources due to

ever increasing population. Similarly to the observed trend worldwide, China has

seen a steady increase in temperatures over the past 50 years. Increases in temper-

ature and heatwave frequency caused the retreat of glaciers and a slight change in

seasonal trends. The consequences are flooding events such as that from 1998

which left 21 million hectares of land inundated and destroyed five million

homes in the Yangtze basin (Piao et al. 2010). While the glacier retreat has provided

some aid in maintaining a healthy water budget, poor conduits, low recharge rates,

and underdeveloped infrastructures lead to losses of that the majority of freshwater

discharge from the depleted glaciers to the neighboring countries. To cope with

climate changes China has made adaptations in agricultural realms such as modi-

fications in crop cycles, irrigation, and crop types. Furthermore, the Mediterranean

experiences various stressors on coastal water resources, some of which include

increasing population, tourism, and living standards and development of irrigated

agriculture. Climate change predictions for this area include changes in land use

covers, riverine flows, more extreme hot and severe weather episodes, decreased

precipitation and increases in temperature (Garcı́a-Ruiz et al. 2011). These poten-

tial changes will be a catalyst for change in the region due to increase in water

resource demands and a shortage of water availability.

4.2 Climate Change and Impacts on Coastal Natural Systems

Coastal areas are dynamic systems that undergo changes at different time and

spatial scales as a result of oceanographic and geomorphologic processes (Cowell

et al. 2003) but human pressures may dominate over these natural pressures. Costal

landforms affected by short-term perturbations like storm surges tend to return to

their previous pre-disturbed morphology adjusting towards a dynamic equilibrium

which sometimes results in different conditions in response to varying wave energy

and sedimentation rates (Woodroffe 2003). This natural variability of coasts makes

it challenging to determine the climate change-derived impacts. For instance, recent

erosion of beaches is observed around the world as a result of changes in wind

patterns, development which reduces sediment accretion, and offshore bathymetric
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changes (Pirazzoli et al. 2004; Regnauld et al. 2004). It is difficult in this case to

determine if the observed changes are caused by external factors like climate

change, short-term disturbance of natural climate variability, or by how much

they exceed an internal threshold (i.e., changes in sedimentation patterns) (IPCC

2014). Furthermore, climate-related ocean-atmosphere oscillations such as the El

Ni~no Southern Oscillation (ENSO) also influence Earth’s climate. During an El

Ni~no event, the persistent tropical Trade Winds, that cause the upwelling of cold

subsurface water of the coast of Peru during the La Ni~na, are weakened reducing the
upwelling of cold water. It is at the peak of an El Ni~no event, that the Pacific Ocean
water is warmer than normal and the heat is transferred from the ocean to the

atmosphere increasing the near-surface temperature (World Meteorological Orga-

nization 2014). Recent research indicates that dominant wind patterns and the

ENSO-derived storms may have a great impact on coastal dynamics, perturbing

the geomorphologic changes in eastern Australia, mid-Pacific, and Oregon

(Ranasinghe et al. 2004) and Oregon (Allan et al. 2003; Confalonieri et al. 2007)

and groundwater levels in mangrove ecosystems in Micronesia and Australia

(Drexler 2001; Rogers et al. 2005). It is likely that coasts also respond to longer

term variations such as the decadal oscillations. For instance, long-term monitoring

of the south-east Australian beach reveals a relationship with the Pacific Decadal

Oscillation (PDO) (McLean and Shen 2006) and storm frequencies on Atlantic

coasts were correlated the North Atlantic Oscillation (NAO) (Tsimplis et al. 2005,

2006). Similar periodic fluctuations on coasts around the Indian Ocean are corre-

lated with the Indian Ocean Dipole (IOD) (Saji et al. 1999).

Wetlands, among the most productive ecosystems on Earth, have been abundant

in the past across the US. However, in the past few decades they have been

extensively drained and filled to be used for agricultural, industrial, commercial,

and residential uses. Development can damage and ultimately remove wetlands as

it can modify the amount of sediment delivered to coastal areas and exacerbate

erosion. For instance, the US Environmental Protection Agency estimates that more

than 200 million acres of wetland existed in the lower 48 states in the 1600s and

only about 100 million acres still existed in the 2000s. Historic wetland loss varied

across the states with the greatest losses in California with more than 90%,

Mississippi with 80%, and Louisiana with loses of 30,000–40,000 acres of coastal

area per year. Growing recognition of their importance as habitats and as buffers of

impacts associated with climate change and SLR lead to restoration efforts across

the US. Consequently, the net wetland acreage has been observed to increase

between 1998 and 2004 (Dahl 2005).

4.2.1 Impacts on Surface Coastal Systems

Most of the world’s shorelines have been retreating for the past century and climate

change and SLR are among the underlying causes (Leatherman 2001; Eurosion

2004; Confalonieri et al. 2007). For instance, one half or more of the shorelines in

Mississippi and Texas have eroded at rates between 3.1 and 2.6 m/year since the
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1970s and about 90% of the Louisiana shoreline eroded at a rate of 12 m/year

(Morton et al. 2004) while even higher rates of 30% are reported for Nigeria.

Coastal steepening and squeeze are also noticed around the world (Taylor

et al. 2004). Human development and acceleration in SLR will greatly exacerbate

beach erosion around the globe, although the response will vary locally dependent

on the sediment budget (Confalonieri et al. 2007). Deltaic landforms will also be

affected by both human development and rising sea levels. Sediment starvation due

to artificial infrastructures such as dams and navigation and flood control and

alteration of tide direction are the result of human activities. Changes on surface

water inflows and sediment loads can have tremendous impacts on the ability of a

delta to cope with climate change impacts. For instance, in south-east Louisiana, the

subsiding of the Mississippi delta due to human development (i.e., increased

groundwater use and salinity increase and sediment starvation and increase

in water levels of coastal marshes) occurred at a very fast rate; consequently,

1565 km2 of coastal marshes and adjacent lands were covered by water between

1978 and 2000 (Barras et al. 2003; Confalonieri et al. 2007). Although much of

these land losses are episodic as demonstrated during the landfall of Hurricane

Katrina, if the current global and local stressors will continue along with the

projected increases in sea level and tropical storms, losses will be exacerbated

and may become permanent (Barras et al. 2003).

Global mean SLR will generally cause an increase in surface water levels and

salinities in estuarine systems. Estuarine plant and animal populations may be

displaced as a result of rising sea levels or they may persist if migration is not

blocked and if the rate of change is not faster than the rate at which these natural

communities can adapt or migrate. The greatest impact of climate change on

estuaries may result from changes in physical mixing between freshwater and

seawater as a result of altered runoff rates. For example, freshwater inflows into

estuaries influence nutrient loads, water residence times, vertical stratification,

salinity, and govern phytoplankton growth. Higher freshwater inflows reduce

residence times and increase vertical stratification and vice versa (Moore

et al. 1997). The effect of altered residence times can have a high impact on

phytoplankton production rates, which can increase fourfold per day. In waters

with very low residence times, phytoplankton are generally removed from the

system as fast as they grow, reducing the estuary’s susceptibility to eutrophication

and harmful algal bloom (HABs). Changes in temperatures could also affect algal

production and light availability, dissolved oxygen and carbon for estuarine health.

While temperature plays an important factor on estuarine physiographic processes,

feedbacks and interactions between temperature changes and independent physical

and biogeochemical processes complicate ecological predictions (Lomas

et al. 2002). Acidification and carbonate saturation of coastal waters will lead to

enhanced dissolution of nutrients and carbonate minerals in sediments and reduced

calcification rates. Coral reefs have experienced increasing bleaching rates resulting

in coral mortality on a massive scale during the last two decades suggesting that

coral reef degradation will intensify within the twentyfirst century (Silverman

et al. 2009).
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The increasing trend in atmospheric CO2 concentrations and the induced global

warming has significant impacts on the hydrologic cycle. Melting of ice sheets can

have an impact on the Meridional Overturning Circulation (MOC), which fuels

productivity in the oceans. The observed rapid melting of the Greenland Ice Sheet,

for instance, may cause a significant weakening to the MOC as it creates a

freshwater influx that can interfere with the sinking of cool saline water. This

freshwater flux combined with an increase in global temperatures causes a weak

MOC and leads to ocean stratification and shallower mixing (Hu et al. 2010). In the

short term, the higher temperatures and higher concentrations of atmospheric

carbon could fuel a boom in phytoplankton productivity. However, the shallower

mixing, weak MOC, and stratification will ensure that this is short-lived. Once the

nutrients are depleted, productivity will cease and a massive carbon sequestration

event will take place as sea life dies and accumulates on the ocean floors (Keeling

2007).

4.3 Groundwater and Climate Change

The rate of natural aquifer recharge is highly dependent on the current climatic

conditions, land-use/land-cover and underlying geology (Taylor et al. 2012). Cli-

mate change is among the factors threatening groundwater availability and sustain-

ability around the world; it directly affects groundwater resources as it impacts

aquifer replenishment through changes in precipitation rates, land practices, and

water demands. Impacts on precipitation, evapotranspiration (ET), soil humidity,

and surface water levels ultimately directly affect groundwater systems since

aquifers recharge mainly from precipitation percolating downward through soils

and from interaction with surface water bodies. The relationship between climate

and groundwater in any given area is complicated by land practices, demographics,

and by shifts in rain-fed and irrigated agriculture. This is a very sensitive issue in

many coastal areas where groundwater is the main source of freshwater available

for human consumption and irrigation. Of particular concern are coastal areas

where groundwater overdraft and the aquifer seawater intrusion have been observed

owing to large increases on population and industry demands. In this areas it is

expected that the SLR of 1.8 mm year�1 may have contributed to migration of the

freshwater–seawater interface inland (Bindoff et al. 2007).

4.3.1 Water Issues that Affect Groundwater in Coastal Areas

In terms of groundwater sustainability in coastal areas, the most far-reaching factors

are: salinization (that affects surface water as well) and trends in withdrawals.

Climate change can indirectly exacerbate the intensity of these factors.
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• Trends in withdrawals: Freshwater withdrawals (i.e., groundwater extraction)

have been increasing over the past few decades despite of environmental

requirements (i.e., saltwater intrusion, freshwater inflows to surface waters to

maintain ecological diversity, etc.). Groundwater resources are at high risk of

being depleted as population and industrial and agricultural developments are

increasing. Worldwide, an order of magnitude increase in groundwater use has

been observed during the second half of the twentieth century with projections of

further increase (Burke and Villholth 2007). For instance, in the US groundwater

withdrawals have been steadily increasing between 1950 and 1980 (at about 0.7

billion gallons per day) and remained almost constant until 2005 (Hutson

et al. 2004). Increased groundwater use leads to development of “fossil” ground-

water (i.e., deep aquifers containing water that recharged thousands of years

ago) resources bringing water to the surface otherwise not available for evapo-

ration. This new pool of water has been shown to contribute to SLR through

evaporation to the atmosphere and return to the ocean as precipitation (Taylor

et al. 2012). Nevertheless, paleohydrological patterns reveal the existence of

long-term responses of groundwater to climate forcing in major aquifers in arid

and semi-arid zones around the world which are independent of human activities

(Taylor et al. 2012). Furthermore, as previously mentioned, aquifers depletion in

coastal aquifers leads to the encroachment of saltwater rendering the freshwater

resource available for domestic uses.

• Salinization: A major water sustainability treat in coastal areas, aquifer salini-

zation can be the result of a combination of factors such as: groundwater over-

abstraction (Fig. 1.6), climate change (i.e., increased storm events) and SLR

which accelerate the saltwater intrusion (Fig. 1.7). In general, there are three

scenarios to consider: rise in sea levels due to climate change, decline in

groundwater levels due to over-pumping and a combination of SLR and over-

pumping (Abd-Elhamid and Javadi 2008). Seawater intrusion is a function of

multiple factors such as reduction of groundwater recharge and lowering of

seaward fluxes, coastal topography, and groundwater withdrawals from coastal

aquifers (Oude Essink et al. 2010; Ferguson and Gleeson 2012). Analytical

models suggest that the seawater intrusion effect on coastal aquifers due to

SLR and climatic forcing is negligible compared to the effects of decreased

recharge and groundwater overdraft (Murgulet and Tick 2008; Abd-Elhamid and

Javadi 2011; Ferguson and Gleeson 2012; Langevin and Zygnerski 2012). Most

seawater intrusion problems have been observed predominately in areas with

unsustainable groundwater withdrawals in response to fast increases in popula-

tion rates (i.e. areas such as Bangkok, Jakarta, Bangladesh, Gaza, U.S. the

Coastal Plain aquifer system and the Central & West Coast Basins, etc.)

(Yakirevich et al. 1998; Taniguchi 2011; Johnson and Whitaker 2004; Murgulet

and Tick 2008).

It is expected that the effects of SLR will be more severe in the low-lying coastal

areas compared to those in more elevated zones where saltwater contamination may

occur from surface infiltration due to increasing intensity of storm surges and
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flooding (Figs. 1.3 and 1.8) (Ferguson and Gleeson 2012; Murgulet and Tick 2008).

Storm surge and high tides intensify the risks of to SLR at local to regional scales in

coastal areas (Fig. 1.8). Furthermore, increases in evaporation rates will enhance

salinization of soils (i.e., irrigation fields or flooded coastal areas) and recharging

waters percolating to aquifers. Nevertheless, recent simulations show that under a

wide range of hydrogeologic conditions and population density scenarios, coastal

aquifers are more vulnerable to groundwater extraction than the predicted sea-level

rise. Aquifers with very low hydraulic gradients however, could have higher risks

of contamination due to SLR and will be impacted by saltwater inundation (e.g.,

surface contamination) before saltwater intrusion (Ferguson and Gleeson 2012).

Salinized groundwater can only become available for uses through energy-

intensive desalination or by dilution. For instance, mixing of fresh groundwater

Groundwater Level

Sea Level

Pumping
Well

Ocean

Ocean

Salt Water Wedge

Salt Water Wedge

Fresh Groundwater in a
Confined Aquifer

a

b

Fig. 1.6 Model showing the hypothetical location of the saltwater-freshwater interface in

response to pumping: (a) an unconfined coastal aquifer with groundwater levels above sea level

equilibrium level (no pumping wells and no seawater intrusion); and (b) the same aquifer under a

coastal aquifer pumping scenario; the saltwater edge is being pushed inland, closer to the pumping

well to reach equilibrium. If sea-level rise will occur, the saltwater intrusion process would be

faster (Source: Kan-Rice 2014)
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(~0 salinity) with just 3 to 4 percent (%) sea water (or groundwater of equivalent

salinity) will reduce fresh groundwater availability for many uses, and it becomes

unfit for any purpose other than cooling and flushing once the saltwater content rises

to 6% or more (UNEP 2003). Aquifer desalinization is a slow process because of

long time residence times given that no natural attenuation is involved other than

dilution and dispersion. Aquifer recovery requires displacement of water in storage

which in fractured-flow systems with porous matrix or systems characterized by

large secondary porosities is difficult to attain because of the trapped, relatively

immobile water that has entered by diffusion from the fracture/mobile network

(Morris et al. 2003).

Fig. 1.7 Conceptual model showing the relationship between the saltwater-freshwater interface,

groundwater pumping, and SLR in: (a) an unconfined coastal aquifer under current conditions with
pumping; and (b) the same aquifer under saltwater intrusion, saltwater inundation due to sea level

rise, scenario with no pumping. Included in the diagrams are simulation variables used to simulate

the impact of pumping, sea level rise and inundation: discharge per unit coastline (q), groundwater

extraction rate (Q), aquifer thickness (b), the difference in hydraulic head between the inland

boundary of the flow system and the coast before sea-level rise (Δho), the distance from the

coastline to the well (xi) and the toe of the saltwater wedge (xt). The fresh aquifer water before

extraction or sea-level rise is shown in the gray color area with the water table shape shown by the
dashed line. In the sea-level rise scenario, the upper portion of the saltwater-freshwater interface

moved further inland as a result of saltwater inundation (Source: Ferguson and Gleeson 2012)
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5 Coping with Climate Change/Sea Level Rise
and Changing Water Resources in Coastal Areas

5.1 Management Practices

A combination of mitigation and adaptation measures is necessary to address the

impacts of SLR. Mitigation, for instance, aims to reduce greenhouse gas emissions

and increase sinks, minimizing climate change through climate policy. Adaptation

aims to reduce the impacts of SLR through behavioral changes, ranging from

individual action to coastal management policy. For example, the upgrading of

defense and warning systems and the use of land management can be used to adapt

to SLR. Coastal communities, in particular, and national and international govern-

ments will have to adopt or develop appropriate responses to cope with the

inevitable climate change induced-SLR effects since large populations and regions

will be affected if no action is taken. Generally accepted are the following measures

that humanity can take: (1) stay in place and do nothing, (2) stay in place and

mitigate the problems or (3) be proactive and relocate from the affected areas to

unaffected areas or manage the source of the issue (Reuveny 2007). Socioeco-

nomics dictate to a large extent the ability to mitigate or relocate; on a large scale,

for developed countries will be more feasible to stay and mitigate or relocate whole

groups of people as oppose to less developed countries. The effects of climate

change such as SLR are apparent along the California coastline (Caldwell

et al. 2013). The San Diego region is one of the hearts of economic activity and

Fig. 1.8 The baseline for storm surge is set by the sea level. The baseline changes as the local sea

level increases allowing coastal storm surges to penetrate farther inland. The higher predicted sea

levels (e.g., 2050 and 2100), storm surges and flooding will affect areas much further inland. In

addition, the intensity of tides, natural and artificial infrastructures, and the relief of coastal lands

also influence the extent of local flooding (UCS 2013)
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culture in southern California and the worst impacts caused by SLR are projected to

occur in this region (ICLEI 2014). To start development and implementation of a

solution, a Public Agency Steering Committee, consisting of staff from the five

bayfront cities, the San Diego Unified Port District, and the San Diego County

Regional Airport Authority, gathered to create the “Sea Level Rise Adaptation

Strategy for San Diego Bay.” The steps adopted by this committee for adaptation

are: understanding the problem, setting the goals, developing plans, implementing

the plans, and monitoring the program. Additionally, the vulnerability to SLR is

assessed based upon: exposure, sensitivity, and adaptive capacity. The vulnerability

assessment helps define four aggressive management practices that are applied in

the area: hard defense (seawalls and levees), soft defense (natural habitat), accom-

modation, and withdrawal (ICLEI 2014).

• Hard Defense

One of the best examples of hard defense strategies is the San Francisco Bay

which has been protected for more than 30 years by a 4-mile-long concrete seawall

that kept water away and turned the 700 acres tidal marshes around the bay into

developable land. However, the water level around San Francisco is predicted to

rise by 38 cm inches by 2050 (BCDC 2009). To protect this area which is prone to

inundation giving the rise in sea level, the city’s Capital Planning Committee

(2014) has drafted a proposal to construct a levee on the shoreline and a tidal

gate at the entrance to Mission Creek. Yet another example is the East Coast with

New York City facing a real threat from SLR (Gornitz and Hartig 2002). Hurricane

Sandy brought waters from Flushing Bay into the LaGuardia Airport, on October

29, 2012 (Freedman 2013). Strategies such as a partial seawall or levees and

elevated runways might be applied to mitigate such impacts. The importance of

seawalls as a hard defense is observed by Irish et al. (2013) which analyzed the

damages caused by Hurricane Sandy by using beach and dune profiles and com-

munity conditions for two regions before and after the hurricane: one region had

seawall protection which lessened the impacts of the hurricane; another region

without seawall protection experienced a significantly higher number of damages

(i.e., destroyed residences). Other examples of hard defenses are dikes, a natural or

artificial slope or wall used to regulate water levels, also called levee. In Europe for

instance, the Dutch have fought back against storm surges by constructing dikes for

centuries. However, because those hard defenses are now threatened by SLR and

decreased funding for maintenance, the efforts are reoriented towards developing

soft defenses such as restoration of natural habitats (Inman 2010).

• Soft Defense

Lately an increased interest from scientists and policy-makers is directed

towards the potential use of natural or sustainable infrastructures as a passive

defense strategy against climate change because natural infrastructures are rela-

tively tractable, flexible, and cost-effective (Tam 2009). Soft defenses, particularly

coastal habitats such as salt marshes, sea grass beds, and mangroves, are of interest

to scientists in recent years because of the ecosystem services they provide.
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These habitats, called blue carbon due to their ability to absorb carbon dioxide and

to reduce global warming (McLeod et al. 2011), are also recognized as ideal

infrastructures to buffer storm surges and wave erosions (Bakker et al. 2002). In

the Netherlands for instance, the historical restored salt marsh sites efficiently

accrued sediments that counteracted the sedimentation deficit due to erosion.

Furthermore, coral reefs provide protection against erosion and wave damage,

and these protections are valued at US $16.9 million per year. Ecosystem services

provided by the Mississippi Delta wetlands are worth US $12–47 billion per year.

In the Nam Dinh Province of Vietnam, the total cost of restoring mangroves is

about US $166 per hectare, but the mangrove would provide benefits worth US

$630 per hectare (IUCN 2003). In California, the California State Coastal Conser-

vancy conducted a project (i.e., the Nearshore Linkages Project) to install oyster

reefs and restore sea grass beds in order to protect shoreline from SLR (IPCC 2012).

Restored or engineered oyster reefs could reduce wave energy while sea grass beds

could enhance sedimentation. The Richardson Bay Audubon Center and Sanctuary

and the County of Marin in California used gravel and cobbles to build an erosion-

resistant beach on the Aramburu Island. This was successful restoration operation

as the restored beach is more resilient to erosion and provides high quality habitats

(IPCC 2012).

• Planned Retreat and Relocation

The impacts of climate change and SLR are already so severe in some parts of

the world that a planned retreat or relocation is already necessary. The United

Nations High Commissioner for Refugees in consultation with Brookings LSE and

Georgetown University with funding from the European Union, Norway and

Switzerland met in Sanremo, Italy, to draft a guidebook containing good practices

and suggestions for planned relocations due to climate change and anticipated

disasters (Ferris 2014). This consultation was developed to address the problems

associated with climate change-induced displacement and to ensure that different

entities and national systems develop and implement public policies, legislation,

coordination arrangements, allocation of specific responsibilities and funding that

will not resemble any forced relocations from history (Ferris 2014). Moreover, a

guide for climate-induced relocation should also include strategies for mitigating

potential conflicts between the migrants and the residents in the receiving areas

(Reuveny 2007). In the absence of these arrangements, communities proactively

seeking relocation in response to their declining environment are facing great

difficulties.

Whereas large, more affluent cities like San Francisco, New York and San Diego

have resources to invest in construction of hard defenses, smaller towns and villages

must seek an alternative adaptation method. For instance, coastal tribal communi-

ties such as the Kivalina and Newtok, Alaska, are faced with an immediate threat

from climate change and SLR: both communities have seen an increase in extreme

storm events and amplified erosion, salt water intrusion, and alteration of infra-

structure (e.g., waste treatment facilities) (Maldonado et al. 2013). The Army Corps

of Engineers (USACE) estimated that these villages will be lost to erosion by 2020
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(USACE 2006) and estimated a cost of relocation for each village to be US $80–US

$200 million, respectively. Accumulated funds allocated for disaster reliefs after

five extreme storm events for the Kivalina village, and the construction of a sea

barrier that failed just before completion and the construction of a large rock

revetment, have already surpassed the estimated amount for relocation (Maldonado

et al. 2013). In 1992 the people of Kivalina voted to relocate but have not yet been

able to because they do not have the necessary funds and there is no state and/or

federal designated entity or process in place to provide the necessary support and

assistance. Although at an international level a climate change fund exists (i.e., the

Green Climate Fund), resources provided by developed countries are to be applied

exclusively for climate change mitigation in developing countries (UN 2011).

Furthermore, the federal government has a treaty-based trust relationship that

requires the federal government to protect the interests and wellbeing of the tribes;

Kivalina’s efforts to get assistance in relocating were not successful (Randall 2013).
However, in 2013 the Alaska governor submitted a $2.5 million capital budget

amendment to legislature in order to authorize development of an eight-mile

evacuation and access road for the Native Village of Kivalina (NGA 2013). The

village of Newtok has faced the same barriers at the state and federal levels even

though village leaders have already negotiated a land swap with the US Fish and

Wildlife Service so the village has a tract of land nine miles inland. It is obvious

from these examples that changes in infrastructure using hard defense strategies,

planned retreat, and relocation are yet not sustainable solutions to SLR; they only

provide a temporary solution to an ongoing and increasingly deteriorating problem.

5.2 Mitigation

• Policy Changes

Presently, there are many policies in the developed nations that address carbon

emissions. Cap and trade, one of the most environmentally and economically

practical market-based approaches to controlling the greenhouse gas emissions, is

used to control pollution by providing incentives for reducing emissions. Permits

are issued by governments to set limits to the amount of carbon emissions a

company can release to the atmosphere. Companies are allowed to purchase or

trade permits to get a larger allowance. Another way is to price carbon emissions

through a carbon tax which helps offset some of the negative impacts on the

environment by driving up the cost and reducing the consumption. The “Cash for

Clunkers” program or the Car Allowance Rebate System (CARS) is a governmental

program through which consumers traded qualifying vehicles—passenger cars or

light trucks getting less than 18 miles per gallon and less than 25 years old—and

receive a rebate towards the purchase of a newer, more fuel efficient vehicle

(Shoshannah et al. 2010). Unfortunately, these policies have already been insuffi-

cient in meeting the goals of the American Clean Energy and Security Act, which
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planned to reduce greenhouse gas emissions to 14% below 2005 levels by the year

2020, largely due to CO2 levels continuing to increase steadily from 1.5 parts per

million per year (ppm/year) between 1980 and 1999, 2.0 ppm/year for the

2000–2007 period, and 2.2 ppm in 2007 (Morrow et al. 2010; Dietz et al. 2009).

Clearly, limiting carbon emissions has been ineffective thus far so better policies

are necessary.

A different approach is to analyze the primary source of the stress on the

environment, the exponential growth of the human population. In many third

world countries the population has been growing by 3–10% since 2005 and the

main causes are believed to be the limited education or no access to family planning

resources and unchecked instances of rape (Cohen 1995). On the contrary, China,

the nation with the largest population, implemented the one-child policy since

1979. This reduced the number of births by about 250–300 million and reduced

the total fertility rate from 2.9 in 1979 to 1.7 in 2004 (Hesketh et al. 2005). These

reductions have eased some of the pressure on communities, state and the environ-

ment in a country that still carries a fifth of the population (Penny and Ching 1999).

For effective management, mitigation, and adaptation techniques to the impacts of

global climate change, a better understanding of the importance of human interac-

tions with the environment is critical. Since human water use is a key driver in the

hydrology of coastal aquifers, efforts to adapt to sea-level rise should include better

water management practices.
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Chapter 2

Assessing Groundwater Pollution Risk
in Response to Climate Change
and Variability

Ruopu Li

Abstract Groundwater systems worldwide are facing increasing pressure from

climate variability and human activities. The climate can affect the aquifer directly

and/or indirectly through various pathways, such as groundwater recharge, the

change in soil biogeochemical processes, and land use activities. To date, there

has been relatively little research that specifically addressed the impacts of climate

change on groundwater quality. To address the research gap, this paper highlights

the mechanisms occurring at various hydrogeologic phases (e.g., soil, unsaturated

zones and aquifers) of groundwater contamination that are susceptible to the effects

of climate change. Relevant studies on groundwater pollution risk that have

addressed or can potentially incorporate climate change impacts are summarized

and synthesized in this article. It has been found that change in groundwater quality

as a direct result of climate change is subject to various uncertainties affecting

credible future projections. The change in land use activities, indirectly affected by

climate change, may play more important roles in determining future patterns of

groundwater pollution risks. Research and policy recommendations are provided to

cope with the challenges to sustainable water quality management in a changing

climate.

1 Introduction

As the second largest fresh water resource on Earth, groundwater is the principal

source to meet 36% of worldwide demand for drinking water (D€oll et al. 2012). In
the United States, approximately 40% of the public water supply, serving over

74 million people, is withdrawn from groundwater. Over 97% of those persons

residing in rural areas of the U.S. use groundwater for drinking (National Research

Council 2000). It is likely that population growth and increased climate variability
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will, in the near future, lead to greater dependence on groundwater for public water

supply (Hall et al. 2008).

Increasing evidence of groundwater contamination in recent years, coupled with

concerns about human health and ecological effects of contaminants such as

nitrates and pesticides, has heightened pressure on public agencies to better manage

groundwater (National Research Council 2000; Sampat 2000). The application of

fertilizers and pesticides on croplands, for example, has resulted in deterioration in

drinking water quality worldwide (Spalding and Exner 1993). Nitrate contamina-

tion of groundwater has been linked with various fatal diseases, such as fatal blue

baby syndrome, increasing incidence of gastric cancer and elevated non-Hodgkin’s
lymphoma (Karkouti et al. 2005; Knobeloch et al. 2000). Apart from human health,

changes in groundwater quality also have negative impacts on groundwater-

dependent species such as sightless and non-pigmented crawfish and cavefish

(Butscher and Huggenberger 2009).

Climate change has been regarded as one of the most significant global change

that our society is facing. It has been widely agreed that global warming will

continue affect our societal vulnerability (Jiménez Cisneros et al. 2014). Observed

and predicted alterations of climate such as earlier onset of spring, longer growing

seasons, spatial and temporal changes in precipitation patterns (Feng and Hu 2007),

and higher mean soil temperatures may lead to a profound modification to our

surface and groundwater systems around the world (Arnell 1998). For example,

groundwater recharge in the U.S. High Plain Aquifer may decline by over 20% if

the mean temperature increases by 2.5 �C (Hall et al. 2008). Groundwater levels are

expected to shift around 0.5 m under the future climate change scenarios in south-

central British Columbia, Canada (Scibek et al. 2007). Increasing frequency of

droughts and floods contributed by climate variability is expected to cause growing

dependence on groundwater for public water supplies. In general, groundwater

resource provides a buffer for our water security against the climate extremes.

For water resource managers, it is critical to understand that the availability of

groundwater is not an issue of quantity alone, but also implies sufficient quality to

meet demands (Butscher and Huggenberger 2009). It is important to take measures

and develop strategies that could mitigate the impacts of climate change on our

fresh groundwater reserves based on scientifically defensible information.

In recent years, there have been growing research interests in understanding the

potential impacts of climate change on fresh water resources. However, most of the

research efforts have been focused on climate-stressed surface water systems

(Rehana and Mujumdar 2012). Compared with the surface water, research on the

responses of groundwater systems to climate change, especially in a coupled

human-environment system, has still been relatively scarce (Goderniaux

et al. 2009; Green et al. 2011). Unsurprisingly, surface water is more accessible

to be observed, monitored, measured and analyzed, and its dynamics with climate

change is also more responsive. Among climate change-related research on ground-

water, the focus was dominantly on climate change and its impact on groundwater

quantity instead of groundwater quality (Kumar 2012). For example, in the most

recent Intergovernmental Panel on Climate Change (IPCC) Fifth Assessment
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Report (AR5), very limited information was provided concerning the climate

change’s impacts on groundwater quality (Jiménez Cisneros et al. 2014). In the

report, the major groundwater quality concern was directed to the elevated concen-

trations of fecal coliforms associated with extreme rainfall events (Jean et al. 2006).

In a report by Clifton et al. (2010), the effects of global warming on increased

groundwater salinization and seawater intrusion were concerned.

The current research gap in climate and groundwater quality may be due to the

following reasons: (1) the effects of climate change on groundwater quality dete-

rioration is confounded by anthropogenic factors such as agricultural land use and

land management (Wilby et al. 2006); (2) the physical dynamics of groundwater

system in response to climate change are often indirect and complicated (Jyrkama

and Sykes 2007); (3) considerable uncertainties exist in association with climate

change projections (Bloomfield et al. 2006; Toews and Allen 2009); (4) long-term

observation data of groundwater quality are still scarce or unavailable (Fogg and

LaBolle 2006).

This paper focuses on the climate change and its impacts on the groundwater

pollution risk affected by diffusive sources from human activities such as farm

chemical applications. Although many coastal regions are facing increased ground-

water salinity from saltwater intrusion, vulnerability of aquifers to seawater rise due

to climate change is beyond the scope of this paper. A comprehensive review of

seawater-related issues is available (Ferguson and Gleeson 2012). The objective of

this paper is to summarize and synthesize current research progress and new

frontier regarding modeling practices and long-term projection on the climate-

affected groundwater degradation, and to provide suggestions to policy makers

for integrating the consideration of climate change into groundwater quality man-

agement. It is well recognized that there has been a few excellent reviews on

climate and groundwater published in recent years (such as Green et al. 2011;

Kløve et al. 2014), but focused perspective dedicated to groundwater pollution risk

in response to climate change is still scant.

2 How Climate Change Affects Groundwater Quality

As climate continues to affect our surface water systems at unprecedented rates, the

reliability of groundwater as a fresh water resource becomes critically important for

water security of our society. Buried underground, the groundwater is often

regarded a resource that is protected from direct impacts of climate change.

However, groundwater resource is still expected to be prone to long-term climate

change through various pathways (Green et al. 2011; Stuart et al. 2011; Taylor

et al. 2013). Contamination of groundwater involves various physical and geo-

chemical processes, potentially subject to climate change, along with the transport

of leachate from the pollution sources. Figure 2.1 shows a schematic representation
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of the processes that contribute to nitrate occurrences in groundwater. There has

been increasing evidence that nitrate and pesticide concentrations has been a

serious challenge in many parts of the world (Spalding and Exner 1993; Stuart

et al. 2011; Babiker 2004; Bloomfield et al. 2006; Obeidat et al. 2013).

Climate change can affect the physical and geochemical processes that affect

groundwater quality in many ways, either directly or indirectly (Green et al. 2011).

Figure 2.2 shows a conceptual framework that illustrates an overview of the paths

where climate variability and change could make this precious resource precarious.

Climate change and variability can influence the quality of the groundwater system

directly through aquifer replenishment, indirectly through the modification of land

use that results in varied recharge patterns and pollutant loadings, shifts in biogeo-

chemical processes and concentrated channels in the soil and unsaturated zone. The

following sections provide details about these pathways. Table 2.1 provides a

summary of the impacts of climate change on factors that may affect groundwater

quality along the pathways.
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Fig. 2.1 A conceptual representation of the processes that contribute to nitrate occurrences in

groundwater (the figure cited from Almasri and Kaluarachchi 2007)
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2.1 Impacts of Climate Change on Groundwater Recharge

Assessing the vulnerability of aquifers to pollution is inextricably related to the

understanding of the recharge mechanism, as the transport of contaminant to

aquifers occurs as part of the recharge process (Foster 1998). Changes in recharge

rates and mechanisms can contribute to the mobilization of pollutants stored in the

Climate Change

Recharge Land Use Biogeochemical
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Temp/
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Precip
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Soil Structure

Soil Water
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Deep 
Percolation

HumansCO2 Emission
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Activities

Groundwater
Contamination

Transport

Physical Closeness

Pollutant Loading
Mineralization/
Immobilization

Driving Factors

Pathways

Concentrated
Paths

Temp

Preferential Flow

Fig. 2.2 Pathways that climate change can affect groundwater quality

Table 2.1 Pathways that climate change affect components of groundwater systems

Climate

scenarios Pathways Potential impacts References

Changes in

temperature

and

precipitation

Recharge Changes in transport of leachate;

shifts in seasonal and annual

groundwater levels

Eckhardt and Ulbrich

(2003), Scibek and Allen

(2006), Ali et al. (2012)

Warmer

temperature

Land use Favorable conditions for arable

crops that require higher fertilizer

and pesticide application (e.g.,

corn); earlier and extended grow-

ing seasons

Bloomfield et al. (2006),

Li and Merchant (2013)

Warmer

temperature

Biochemical

processes

Lower soil organic matter; higher

fertilizer application rate for

nutrient compensation; fast

decomposition for preferential

paths; enhanced denitrification

Dalias et al. (2001), Zhu

and Fox (2003), Rivett

et al. (2008)

Extreme

rainfalls

Concentrated

paths

Increased incidence of microbial

contamination through flooding

wells

Jean et al. (2006)

Warmer tem-

perature and

less

precipitation

Concentrated

paths

Increases in the size and fre-

quency of crack formation in

soils, which acts as preferential

flow channels for contaminants

Bloomfield et al. (2006),

Stuart et al. (2011)
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soil and unsaturated zone (Bloomfield et al. 2006). The magnitude and timing of

groundwater recharge shift as a first response to climate change (Scibek and Allen

2006; Ali et al. 2012), in accordance with seasonal mean and annual groundwater

levels (Kløve et al. 2014). Higher precipitation, for example, would generally be

expected to produce greater aquifer recharge rates (Rosenberg et al. 1999;

Rosenzweig et al. 2007). Reduced soil frost due to warming temperature can result

in more recharge and increase risk of contaminant leaching during winters

(Okkonen et al. 2010).

Many modeling techniques have been used to determine the potential impacts of

climate change on groundwater recharge (Chen et al 2002; Croley and Luukkonen

2003; Eckhardt and Ulbrich 2003; Holman 2006; Scibek and Allen 2006). Ground-

water quality in response to climate change requires not only the reliability of the

downscaled projections from the global circulation model (GCMs), but also accu-

rate estimation of groundwater recharge (Jyrkama and Sykes 2007).

Rosenberg et al. (1999) used HUMUS (the Hydrologic Unit Model of the United

States) and SWAT (Soil Water Assessment Tool) to assess plausible impacts of

climate change on water yields and recharge of the Ogallala Aquifer. They applied

three GCMs projections and projected different degrees of reduction in groundwa-

ter recharge. The modeling results showed that increasing precipitation projected

by GCMs may not result in rising groundwater recharge since the elevated evapo-

transpiration caused by warmer temperature can consume the surplus water.

Eckhardt and Ulbrich (2003) found 3.5–7% decreases in annual groundwater

recharge in a central European low mountain range under B1 and A2 scenarios

based on a modified SWAT model, SWAT-G, and climate change scenarios

developed from the Europe ACACIA project. The model predicted a decline in

recharge due to the reduction in snow-rainfall ratio and increases in temperature

and potential evapotranspiration.

Scibek and Allen (2006) used a one-dimensional model, Hydrologic Evaluation

of Landfill Performance (HELP), coupled with statistically downscaled GCMs, to

estimate future recharge conditions under climate change scenarios in a semi-arid

region of south-central British Columbia, Canada. A transient groundwater flow

model, developed using MODFLOW software, was then used to quantify the

impacts of climate change on groundwater levels in an unconfined aquifer. The

changes in groundwater recharge were estimated to range between �0.1 and 0.5 m,

and changes in water levels relative to historic period were less than 0.5 m. It has

been found that the computed recharge was sensitive to the selection of GCM

scenarios and hydrogeologic parameters such as soil and aquifer permeability. But

some technical challenges still existed in this study. For example, the potential

changes in snow melting, growing periods and annual groundwater extraction, as a

result of global warming, were not considered.

Jyrkama and Sykes (2007) projected heightened groundwater recharge in the

Grand River watershed in Ontario, Canada as a result of future changes in climate

conditions. The focus of the study was the projection of spatially explicit recharge

patterns based on HELP3 model and ArcView GIS. The projected alteration in

recharge exhibited high spatial variability in the study area.
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It is noted that the change in recharge rates is also inextricably linked with land

use and cover change in response to climate change. Changes in vegetation cover

and structure, for example, can alter components of the hydrologic cycle such as

interception, infiltration and transpiration, and thus have significant impacts on

groundwater recharge (Le Maitre et al. 1999). Increased frequency of drought may

provoke widespread of conversion from dryland farming practices to irrigation.

This can create potential enhanced artificial recharge. More details on land use are

available in the following section.

2.2 Impacts of Land Use Change (LUC) on Groundwater
Quality as a Result of Climate Change

Climate is probably the most important controlling factor in determining general

types of crops that can be grown within certain geographic locations (Bloomfield

et al. 2006). Alteration of climate patterns can create favorable or unfavorable

conditions for certain arable crops, and thus may cause geographical shifts in the

dominant crops. For example, warmer climate may make some lands in high

latitudes more suitable for arable production. In recent decades, the northern

Great Plains has witnessed change in cropping patterns driven by warmer climate

and biofuel demands (Li et al. 2012). In Britain, southern England is expected to

become more suitable for crops such as maize and sunflowers (Bloomfield

et al. 2006). In addition, the global warming can also extend the growing season

and allow earlier onset of farming. Eckhardt and Ulbrich (2003) projected that the

growing period would start from 1 week to 1 month earlier than the baseline period

depending on the scenarios of greenhouse gas emission.

Groundwater resources are indirectly prone to climate change through conver-

sion of land use. The current groundwater quality concerns largely originate from

the land use that is associated with either non-point sources such as fertilizer

application or more concentrated sources such as dairy lagoons, leakage of urban

sewage or septic tank systems (Arnade 1999; MacQuarrie et al. 2001). For example,

drought, desertification and land degradation associated with increased climate

variability may force more rural population at risk to move into urban areas (Tacoli

2009; Warn and Adamo 2014), thus potentially creating more chances of leakage

from the sewage systems. But this concentrated source is more incidental and less

widespread than the non-point source related to agriculture. Arable crops have

frequently been found to relate to nitrate loadings in groundwater (Goulding 2000;

Babiker 2004; Panagopoulos et al. 2006; Li et al. 2014). The linkage between the

climate and groundwater resources in recent century has been complicated by land

use, including the expansion of agriculture in the form of rain-fed and irrigated

(Taylor et al. 2013). Lima et al. (2011) predicted an increase in groundwater

vulnerability in a basin of Argentina using a modified DRASTIC model that

incorporates future agricultural expansion scenarios from the Dyna-CLUE model.
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Furthermore, it has been found that the indirect climate impacts through farming

decisions often have more significant effects on groundwater quality than the direct

impacts through recharge (Li and Merchant 2013; Taylor et al. 2013). For example,

elevated nitrate concentration is typically a major groundwater quality concern in

the U.S. High Plains, where a large fraction of the wells exceed the maximum

contaminant level of 10 mg/L NO3-N (Scanlon et al. 2006). Increased recharge

associated with conversion of natural vegetation to irrigated cropland has resulted

in large-scale groundwater contamination caused by enhanced flushing of nitrate

and chloride, which had accumulated in the unsaturated zone for centuries (Scanlon

et al. 2006). Fast expansion of corn, partially driven by warmer temperature and

higher corn prices, was expected to contribute to elevated groundwater pollution

risks in this region (Li and Merchant 2013). A shift of cropping pattern from

rotational corn to continuous corn may contribute to elevated NO3-N loading to

groundwater (Owens et al. 1995; Plourde et al. 2013). Both conversion of crop

types and extended growing period may bring in more loadings of farm chemicals.

2.3 Shifts in Biogeochemical Processes

Global warming is likely to influence temperature-dependent reaction rates and

reduction–oxidation (redox) reactions that directly affect many biogeochemical

processes, including soil organic carbon decomposition and nitrate attenuation

(Dalias et al. 2001; Green et al. 2011; Kløve et al. 2014). On one hand, global

warming can amplify microbial activities and accelerate soil organic decomposi-

tion, contributing to the release of nutrients such as nitrate and phosphorus. Increase

in ambient temperature is widely believed to contribute to the reduction in organic

matter contents (Kirschbaum 1995), lowering the effective nitrate in soil and

potentially triggering higher rate of fertilizer application. In addition, the fast

decomposition of some plant root systems (e.g., alfalfa) can create preferential

flow paths and channels for rapid transport of leachate in the deep soil and vadose

zone (Le Maitre et al. 1999; Zhu and Fox 2003). On the other hand, the climate

change may directly or indirectly affect denitrification processes. Studies have

found that higher temperature can lead to increase in the rate of denitrification,

because warming groundwater temperature tends to reduce the dissolved oxygen

concentration and create more preferential anaerobic conditions for denitrification

(Rivett et al. 2008). Therefore, the net effect of climate change on the biogeochem-

ical processes is largely uncertain and needs more research. Up to now, the

availability of relevant monitoring data for the long-term groundwater temperature

is still very limited. Scarce research has been found regarding the magnitude of the

impacts of climate change on groundwater quality through this pathway.
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2.4 Concentrated Paths

Climate variability and change may affect the contamination process in a more

concentrated manner in the future. The significance of these paths may vary

depending on the geographic locations. For example, microbial contamination

can occur through well locations during the extreme rainfall events (Jean

et al. 2006). It is expected that more frequent and extended drought may lead to

growing reliance on groundwater resource and thus increase the drilling of wells for

agricultural irrigation, municipal and industrial purposes. Thus, more opportunities

for the point-source contamination could take place through the wells during

flooding events. This is a valid concern especially in many developing countries.

Moreover, drier and warmer climate conditions in some areas could result in

increases in the size and frequency of crack formation in soils, which will create

preferential flow channels that enable rapid movement of ground pollutants through

the soil profiles and directly into the aquifers (Bloomfield et al. 2006; Greve

et al. 2010; Stuart et al. 2011).

3 Modeling Practices

To quantify the effects of climate change on groundwater contamination process,

we need models relying on physically based descriptions of relevant processes. The

risk of groundwater pollution is typically assessed through simple index models

(Aller et al. 1985), statistical models (Nolan et al. 2002), or process-based models

(Tiktak et al. 2006). Traditionally, groundwater pollution risk assessments have

been focused on the existing conditions of groundwater vulnerability to contami-

nation. Groundwater pollution risk was modeled based on a ‘static’ concept

(Butscher and Huggenberger 2009) and analyses of historic or current hydrogeol-

ogy conditions. The dynamics caused by climate were seldom considered. Since the

risk of groundwater pollution is strongly dependent on factors such as depth-to-

water, recharge and land use conditions that are susceptible to climate impacts, the

patterns of the risk may shift accordingly (Li and Merchant 2013). In this study, we

reviewed a few examples of applications or potential applications for modeling

climate-affected groundwater quality risk.

Index models are usually formulated as equations using a weighted linear

combination of factors in a Geographic Information Systems (GIS) environment

to compute a pollution potential index, which qualitatively indicates the vulnera-

bility of groundwater to contamination (Li et al. 2014). Among numerous index

models (Aller et al. 1985; Foster 1998; Van Stempvoort et al. 1993; Civita 1993;

Goldscheider 2003), The DRASTIC model and its modified versions have been

used with exceptional frequency (Rundquist et al. 1991; Guo et al. 2007; Li

et al. 2014). DRASTIC, is derived from the seven variables used in the model:

Depth-to-water table; Recharge (net); Aquifer media; Soil media (texture);
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Topography (slope); Impact of the vadose zone; and, Conductivity (hydraulic) of

the aquifer (Eq. 2.1). Ratings and weightings are commonly based on expert

knowledge (Merchant 1994) or statistical relationships between variables and

actual pollutant concentration (Panagopoulos et al. 2006). Index methods are

often attractive because they are conceptually simple, usually require fewer

datasets, and are easily implemented in GIS. Their performance, however, is

often reported as mixed (Neukum et al. 2008; Tesoriero and Voss 1997). Major

drawbacks of index methods include (1) the subjectivity inherent in determination

of the rating scales and weighting coefficients, (2) linear model formulation used to

represent non-linear hydrogeologic processes, and (3) the interpretation of the

results which are expressed as dimensionless pollution potential index values

(Merchant 1994). Therefore, groundwater pollution risk under scenarios of climate

change using index methods ought to be interpreted cautiously.

Pollution Potential ¼ DrDw þ RrRw þ ArAw þ SrSw þ TrTw þ IrIw
þ CrCw ð2:1Þ

where D is Depth to Water, R is Net Recharge, A is Aquifer Media, S is Soil Media,

T is Topography (Slope), I is Impact of the Vadose Zone, C is Conductivity of the

Aquifer, r is rating, and w is weight.

In practice, a few studies have employed the index models to quantify the

groundwater pollution risks under different climate scenarios. Ducci (2005) pro-

posed that patterns of regional groundwater pollution vulnerability will vary

between drought, average, and wet periods. And, an index model was employed

to demonstrate that the groundwater vulnerability can be sensitive to climate

conditions. Li and Merchant (2013) implemented a modeling framework that

employs four sub-models, including climate change scenarios, a LUC model,

recharge and groundwater level models, and a modified DRASTIC model, linked

within a GIS framework (Fig. 2.3). The approach was used to evaluate the ground-

water pollution risks under scenarios of future climate and LUCs in North Dakota.

The northward shifts in a cropping pattern of rotational corn-soybeans may lead to

more lands susceptible to elevated fertilizer application. Such changes may have

significant implications for groundwater quality. The results showed that areas with

high vulnerability will expand northward and/or northwestward in Eastern North

Dakota under different scenarios. This research features a LUC model, which has

been used to spatially explicitly model the expansion of corn and soybeans affected

by the climate change. Again, the result of this research can be deemed as empirical

and qualitative in nature due to the limitation of the index models.

Statistical models can evaluate groundwater vulnerability based on statistical

relationships between observed groundwater contamination and related predictor

variables. Predictions of potential climate effects on groundwater quality can be

derived from statistical relationships based on long-term data sets. Statistical

models generate coefficients that best fit observed water quality data, and thus

reduce the subjectivity involved in assigning factor ratings and weights needed by
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index models (Focazio 2002). Such models may employ geo-statistical delineation

of contaminated areas (Almasri and Kaluarachchi 2007), logistic regression anal-

ysis of relationships between predictor variables and observed contamination

occurrence (Nolan et al. 2002; Gurdak and Qi 2006), or weights of evidence

(WofE) modeling, a Bayesian-probabilistic approach (Raines et al. 2000; Masetti

et al. 2007). Logistic regression has been used with especially great frequency

among statistical models, since groundwater pollution risk can readily be computed

as a statistical probability of pollutant concentration above certain threshold. For

instance, Nolan et al. (2002) used logistic regression to predict the probability of

nitrate contamination of recently recharged groundwater in the conterminous

United States. The drawbacks of this approach include the requirement for large

datasets of groundwater quality and hydrogeologic factors to generate robust

statistical relationships. When required data are not available at sufficient spatial,

temporal and/or categorical accuracy, the resulting statistical relationships between

predictor variables and groundwater contamination may be unreliable. It assumes
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Climate Change
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Scenario Setting

Hydrologic Features Land UseOthers

Explanatory Variables

B1, A1B and A2

Fig. 2.3 Modeling framework employed to simulate the groundwater pollution risk affected by

climate change (Li and Merchant 2013)
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spatio-temporal stationarity, which may not hold true for an evolving environment

with climate alteration. Thus, statistical models need to be cautiously evaluated if it

is used for a climate change impact study.

Process-based modeling methods account for physical processes of water move-

ment and the associated fate and transport of contaminants in a quantitative manner,

and hence can produce relatively accurate estimates of pollutant concentration. For

example, Tiktak et al. (2006) used EuroPEARL, a one-dimensional, mechanistic

pesticide leaching model, in a GIS to map pesticide leaching in Europe. Sinkevich

et al. (2005) implemented the Generalized Preferential Flow Transport Model

(GPFM) to locate areas with high risk of contamination by agrochemicals. Almasi

and Kaluarachchi (2007) employed a soil nitrogen dynamic model to estimate

nitrate leaching to the aquifer and then used the MODFLOW andMT3D to simulate

the fate and transport processes of nitrate in the groundwater system (Fig. 2.4).

Although this study did not consider climate change, its modeling framework could

potentially be adapted to simulate the impacts of climate change on the groundwa-

ter quality by simulating the climate change effects on the input factors such as land

use and recharge.

Net Nitrogen
into Soil

Processing
Code

Velocity
Distribution

LMT Package

MODFLOW

On-Ground N
Loading Model

Input files
NLCD
Watersheds
N Sources
Recharge
Surface losses

Nitrogen Soil
Model

Input files of
Transformation coefficients
Soil characteristics

Basic
BCF
RIV
DRN
Well
RCH
PCG

Packages

Packages

SSM Package
of MT3D

MT3D
BTN
ADV
DSP
RCT
GCG

Mass of NO3 Leaching
to Groundwater

[NO3] in
Groundwater

Fig. 2.4 Flowchart for modeling nitrate contamination in groundwater using physical models (the

figure was cited from Almasri and Kaluarachchi 2007)
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Butscher and Huggenberger (2009) analyzed a karst aquifer system in Switzer-

land based on a lumped parameter model, and found that groundwater vulnerability

depends on climate-affected recharge conditions. The Karst system represents the

groundwater systems that are rapidly responding and most susceptible to the

climate effects. In this research, the temporal variation in Karst groundwater

vulnerability is modeled as a dynamic response to variable precipitation and

evaporation conditions. It is based on a lumped parameter model in which flow

can be attributed to three distinct processes representing the recharge system, the

conduit flow system, and the diffuse flow system. Two indices were developed to

represent the vulnerability relative to the fecal bacteria and persistent contaminants

that correspond to the faster conduit flow system and the slower diffuse flow system

respectively. The simulation results showed that hot and dry climate, which are very

likely to occur in the study area, help alleviate the pollution risk of short-lived

contaminants but exacerbate the risk of persistent contaminant.

Process-based models take into account important physical, chemical, geologi-

cal and biological processes, which are described by deterministic equations and

can produce accurate estimates of contaminant concentration. Thus, it is suitable for

quantification of the climate change impacts on groundwater quality. However, the

process-based methods are generally technically complex and constrained for large

regional analyses since the data on key physical parameters are usually not avail-

able. The sensitivities of modeled groundwater quality to the parameterization and

climate change scenarios need to be carefully evaluated.

4 Research and Policy Suggestions

4.1 Research Limitations and Opportunities

Groundwater quality is affected by many complex parameters and processes, which

are directly or indirectly influenced by the climate change. Through a review of

existing related studies, we have found that climate variability and change can

affect the groundwater quality through multiple pathways such as recharge pro-

cesses and LUC. Although groundwater quality is important to meet future

demands for clean drinking water, very few studies have been directed to specifi-

cally address the groundwater pollution risk affected by the climate change and

variability so far. This identified research gap may not be occasional, partially

owing to a variety of uncertainties.

Climate change impact study typically involves projection disparity in GCMs,

uncertainties associated with downscaling techniques of the GCMs, and parameter

and structural uncertainties in the hydro-physical models (Wilby et al. 2006). First

of all, large uncertainties are inherent in the choice of GCMs. Uncertainties

concerning future greenhouse gas emissions, climate sensitivity and regional cli-

mate change responses were typically incorporated into the construction of climate
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change scenarios (Eckhardt and Ulbrich 2003).Various studies have confirmed that

climate change projections based on current global and regional climate models

contribute to the major uncertainties in responses of groundwater system

(Bloomfield et al. 2006; Scibek and Allen 2006; Wilby et al. 2006; Toews and

Allen 2009). For example, projections of GCMs can vary significantly, especially

along the U.S. Great Plains (Li and Merchant 2013). The outputs from different

GCM models show that the boundary where no change in precipitation is oriented

more or less west-to-east in this region. To deal with this uncertainty, most studies

adopt more than one projection for each emission scenario (Butscher and

Huggenberger 2009; Kløve et al. 2014) or a multi-model mean of climate pro-

jections (Li and Merchant 2013). Secondly, the application and usability of GCM

products for hydrologic studies were often constrained by their relatively coarse

spatial and temporal resolutions (Wood et al. 2004). Dynamical and statistical

downscaling are the most commonly used approaches to resolve GCM outputs at

finer spatial and temporal resolutions (Fowler et al. 2007). But the reliability of

GCM outputs theoretically degrades with increases in temporal and spatial resolu-

tions, affecting accurate representation of climate extremes (Fowler et al. 2007).

Thirdly, the uncertainties associated with the choice of parameterization and model

structures could be formidably high. The model development is technically chal-

lenging and normally requires considerable expertise in hydrogeology. The model-

ing results could be sensitive to the models in use. For example, Eckhardt and

Ulbrich (2003) has found that different versions of SWAT model contributed to a

large disparity in projected groundwater recharge in response to climate change in a

central European low mountain range. There has been little information in many

studies regarding which type of uncertainties dominated the modeling outputs.

Ideally, a comprehensive test of key sources of uncertainty to determine their

relative significance to the impacts can be conducted in an integrated modeling

approach (Wilby et al. 2006).

In addition, the research on climate-related groundwater pollution risk may be

affected by the observation of groundwater quality. In many areas, groundwater

quality data were unavailable or collected sporadically. Apart from those fast-

responsive groundwater systems such as karst aquifers, the groundwater quality

may well lag behind climate induced effects in some places due to longer residence

time of the newly recharged groundwater. For instance, the observed nitrate

concentration in groundwater does not necessarily reflect the current risk, since

the nitrate from the most recent recharge leaching may still be deposited in the soil

profiles or vadose zones. Increase in precipitation may help mobilize and facilitate

the release of these contaminants to aquifers. The observed incidence of ground-

water contamination often depends on many site-specific factors such as the type,

characteristics and quantities of applied farm chemicals, and detailed

hydrogeologic parameters (such as subsurface redox conditions and preferential

flow), which may not be mappable at the scales where the models were developed.

For future research, it is indispensable to initiate long-term data collection efforts in

those areas likely to be affected by climate change. Multiple studies have indicated

a possible way to reduce model uncertainties is to improve the necessary database
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by establishing more monitoring networks (Butscher and Huggenberger 2009;

Green et al. 2011; Kløve et al. 2014).

Future research may focus on the following areas: (1) indirect impacts of climate

change on groundwater quality, because indirect impacts such as LUC may be even

greater than the direct effects of climate change; (2) the spatio-temporal interac-

tions between the agricultural landscape, climate change and policy options; (3) the

development of physically based models that can account for the key processes

influencing nitrate fate and transport in groundwater and their interactions involv-

ing climate change.

4.2 Policy Recommendations

To cope with the potential impacts of climate change on groundwater quality,

climate perspectives should be incorporated for the preparation of future water

resource management plans. To make scientifically defensible decisions, water

resource managers and policy makers should start with better understanding of

the relationship between climate change and groundwater, and overcome ‘fears’ of
climate change. First, climate has always been evolving and should never be

regarded as ‘static’. Second, climate may not necessarily result in negative conse-

quences for specific regions. For example, wetter climate does not necessarily lead

to increase recharge (Taylor et al. 2013) and elevated groundwater contamination.

Third, impacts of climate change on groundwater quality may be largely indirect

through its effects on human systems. To develop effective management strategies

for ensuing protection of groundwater quality, we should not only focus on the

direct change in hydrologic-related factors but also those indirect changes such as

phonological change, LUC and management decisions. For example, increased

winter rainfall may stimulate plant disease, and thus require greater use of pesti-

cides (Bloomfield et al. 2006). Therefore, effective communication between the

scientific community and policy makers can help foster scientifically defensible

policies and actions.

At current stage, projecting impacts of climate change on water resources still

represents one of the most difficult problems that water resource managers are

facing (Goderniaux et al. 2009). Although subject to a multitude of uncertainties,

groundwater modeling practices could still benefit the groundwater quality man-

agement in the context of potential climate change, aiding in selecting and prior-

itizing sites for future groundwater monitoring and protection. For the areas

projected to have elevated groundwater pollution risks, appropriate agricultural

policies/practices may be imperative to prevent groundwater contamination, such

as strict irrigation scheduling and fertilizer recommendations for irrigated crops.

It is noted that, in some cases, managing groundwater quantity and quality with

challenges from climate change is in an apparent paradox. For example, the

groundwater recharge in the High Plain Aquifer was projected to decline based

on three GCM scenarios (Rosenberg et al. 1999). A reduction of recharge helps

2 Assessing Groundwater Pollution Risk in Response to Climate Change. . . 45



diminish the percolation of potentially contaminated recharge water to the aquifer,

but it meanwhile reduces the availability of aquifer replenishment and affects the

sustainable use of the aquifer. The increased intensity of rainfall and alteration in

magnitude, timing and forms of precipitation (e.g., early snow melting and lower

snow-rain ratio) are expected to increase the runoff and decrease the availability of

deep percolation, and hence reduce the chance of pollutant leachate to arrive at the

aquifer. However, this risk reduction could be at the cost of decreased groundwater

availability. Thus, it is very useful to integrate both groundwater quantity and

quality and prioritize the manage objectives when the water resource managers

draft plans to cope with climate change.

5 Summary

The groundwater systems are increasingly susceptible to the impacts of climate

change and variability. Various pathways can potentially direct the climate change

effects to the aquifer vulnerability, including altered recharge patterns, the change

in soil biogeochemical processes, land use activities and some concentrated paths.

It has been found that indirect effects of climate on groundwater can be greater than

direct impacts on recharge. For example, the change in land use activities, indirectly

affected by climate change, may play more important roles in future patterns of

groundwater pollution risk. The complexity in mechanisms along these pathways

causes technical challenges in understanding the response of groundwater quality to

climate change.

Compared with surface and groundwater quantity, there has been comparatively

little research that specifically addressed the impacts of climate change on ground-

water quality. Previous studies have been conducted based on the index models

and/or physical models. The results of related modeling practices are subject to

various uncertainties hurdling credible future projections. The magnitude and

nature of uncertainties vary depending on the choice of the GCM projections,

downscaling techniques and hydrological models in use. To cope with the chal-

lenges to sustainable water quality management in a changing climate, climate

perspectives should be taken into consideration for the preparation of future water

management plans.
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Chapter 3

Deficit Irrigation as a Strategy to Cope
with Declining Groundwater Supplies:
Experiences from Kansas

I. Kisekka and J. Aguilar

1 Declining Groundwater Supplies in Kansas

The High Plains aquifer shown in Fig. 3.1 underlies 453,248 km2 in parts of eight

states (Nebraska, Texas, Kansas, Colorado, New Mexico, Oklahoma, Wyoming,

and South Dakota) making it the biggest aquifer in North America (Fig. 3.1). The

predominant formation in the High Plains aquifer is the Ogallala Formation of the

Miocene/Pliocene age (Sophocleous 2012), thus this aquifer is commonly referred

to as the Ogallala aquifer. This predominantly unconfined aquifer comprises of silt,

sand, gravel and clay, and varies in saturated thickness and permeability (Buchanan

et al. 2009). For example, the predevelopment aquifer thickness and depth to water

in Kansas varies from 15 m to over 90 m, and 8 m to over 105 respectively (High

Plain Atlas). Most of the water from the aquifer is paleo or fossil water associated

with the events of the last ice age when glaciers covered the Great Plains.

The Ogallala aquifer is the principal source of irrigation water for very produc-

tive agricultural areas of the US Great Plains including western Kansas, earning this

region the nickname “breadbasket of the world” (Opie 2000). About 27% of the

irrigated cropland in the United States overlies the High Plains aquifer (Kansas

Water Office 2015). In Kansas, the High Plains aquifer consists of lithologically

different yet hydraulically interconnected Ogallala aquifer in the west, the

shallower and geologically younger Great Bend Prairie and the Equus Beds aquifers

in south central Kansas and the associated alluvial aquifers (Kansas Water Office

2015; High Plains Atlas). The Ogallala portion of the aquifer is shared by all users,

domestic, industrial and agriculture, but is heavily developed for irrigation. Over

the last four decades, groundwater levels in the aquifer have been declining due to
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water withdrawals exceeding annual recharge. Recharge rates in many parts of the

Ogallala aquifer are relatively low (Gurdak and Roe 2009) with areas recording

annual recharge rates as low as 1.27 mm (Miller and Appel 1997). Areas that have

experienced significant decline (>13 m) in water level have very low recharge in

addition to having low precipitation and high evapotranspiration rate. Currently the

aquifer is only 10% sustainable in many parts of western Kansas and Panhandles of

Texas and Oklahoma. In some locations in western Kansas, the Ogallala aquifer is

projected to be depleted in less than 50 years as shown in Fig. 3.2.

Fig. 3.1 Map of spatial

extent of the High Plains

aquifer (Credits Gurdak and

Roe 2009)
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2 Irrigation Trends in Kansas

Irrigation in Kansas dates back to 1880s when several irrigation ditch companies

were established along the Arkansas River (Erhart 1969). More rapid irrigation

development is attributed to the period after the Second World War from 1945 to

1980 mainly due to favorable laws encouraging groundwater development,

advances in technology (engines, gear heads and deep well turbine pumps) and

availability of energy (Rogers and Lamm 2012). Figure 3.3 shows increase in

irrigated acreage from 1945 to the late 1970s and peaking at approximately 1.416

million hectares in early 1980s. Irrigation system types have also evolved substan-

tially. For example in the early 1970s only 18% of the 728,434 hectares were under

sprinkler irrigation while the rest was under surface irrigation (Rogers and Lamm

2012). Today of the roughly 1.214 million irrigated hectares, over 90% are

irrigated by center pivot. Figure 3.4 illustrates increased adoption of center pivots

as shown by the shapes of the fields changing from square to circular in southwest

Kansas between 1972 and 2011. The rest of the irrigated area is under surface

irrigation with a small portion (approximately 6070 hectares) under subsurface drip

irrigation (Rogers et al. 2008). The total area under SDI is increasing steadily as

well capacities continue to decline. These changes in irrigation application

Fig. 3.2 Projected life of the Ogallala aquifer in Kansas, were GMD refers to Groundwater

Management District (Credits Kansas Geological Survey, The University of Kansas)
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technologies have been credited for improving irrigation water use efficiency due to

reductions in amounts of unproductive water lost to evaporation, percolation and

runoff. However, improvements in irrigation application efficiency have not

resulted in direct water conservation since groundwater level trends have continued

to decline. For example Fig. 3.5 shows that average depth to water in southwest

Kansas has increased by approximately 18 m. On an individual well basis ground-

water level declines will be different due to variability in the aquifers saturated

thickness. In order to extend the usable life of the aquifer, the latest focus is on

water conservation and one of the key approaches identified by the Kansas Water

Plan for conserving Ogallala water is deficit irrigation.
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Fig. 3.4 Change in irrigation system type in southwest Kansas as shown by the change in field

shapes from square to circular over the 3 years of 1972, 1988 and 2011 (image source: http://www.

nasa.gov)
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3 Deficit Irrigation

Deficit irrigation is defined as the application of water below full crop water

evapotranspiration. Under diminished well capacities where full crop water needs

cannot be met, deficit irrigation management strategies that maximize economic

returns and water productivity and not necessarily yield are attractive to producers.

Usually the goal when working with limited water is to capture and store every

possible source of water in the production system (Schneekloth et al. 2003). In

Kansas, these sources of water include rainfall, snowfall and irrigation. In order to

cope with declining groundwater supplies, many producers are combining dryland

soil water conservation practices such as reduced tillage and residue management

with deficit irrigation management strategies in order to reduce risk, increase crop

water productivity, and increase nutrient use efficiency among other benefits.

No-till and strip till coupled with residue management have been proven to increase

available soil water by reducing soil water loss from tillage operations, reducing

soil water evaporation, enhancing infiltration into the soil, increasing snow capture

and reducing runoff (Smika and Wicks 1968; Norwood 1992; Nielsen et al. 2002;

Klocke et al. 2009).

Other agronomic practices that can be implemented in conjunction with deficit

irrigation include rotating high water use crops such as corn with winter crops such

as wheat, and canola; timely termination of irrigation towards the end of the season

to promote use of previously stored soil water; minimizing water stress during

critical growth stages; choosing drought tolerant varieties and implementing irri-

gation scheduling to optimally apply irrigation water. Choosing the right set of

strategies to maximize net returns of irrigated cropping systems is complex and
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varies from one producer to the other and is mainly influenced by the level of risk

the producer can accept under erratic climate conditions of the Central High Plains

and changes in market prices. Lamm et al. (2014) provides a review of basic deficit

irrigation concepts and when and how they could be implemented for grains, and oil

crops. Corn is the dominant irrigated crop in Kansas (Fig. 3.6) and therefore we will

focus the rest of the discussion on deficit irrigation management strategies for corn

although deficit irrigation could be applied to other row crops.

4 Deficit Irrigation Research for Corn in Kansas

Corn response to limited water has been studied in Kansas for several years. Lamm

et al. (2014) used experimental data from 1989 to 2004 near Colby (northwest

Kansas) to demonstrate that yield and water productivity (yield per unit of crop

water use) for irrigated corn peaked at approximately 80 to 90% of full irrigation

under subsurface drip irrigation (Figs. 3.7 and 3.8). These results provide evidence

that opportunities exist to conserve water under moderate deficit irrigation without

substantial reductions in yields and profitability. A groundwater conservation effort

has been initiated in northwest Kansas called the Sheridan 6 Local Enhancement

Management Area (LEMA) where producers have voluntarily agreed to reduce

their average water use by 20% over a five year period. Klocke et al. (2015) also

used long term experimental data from Garden City (southwest Kansas) to show

that corn response to irrigation varied by year depending on climatic conditions and

other abiotic stress factors such as hail damage (Fig. 3.9). For example a 22%

reduction in irrigation water applied in 2011 which was a drought year resulted in
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only a 16% reduction in yield, while a 16% reduction in irrigation in a wet year

resulted in less 1% reduction compared to a fully irrigated treatment (Fig. 3.7).

It has been reported by others (Howell et al. 1989; Lamm et al. 1993; Klocke

et al. 2009) that deficit irrigation of corn is complicated to implement since

reductions in irrigation water directly result in yield losses given that corn is a

high water use response crop. Although this is true, it is worth noting that the deep

silt loams in western Kansas have high water holding capacities compared to other

arable soils which allow the corn crop to supplement its water needs by extracting

soil water from deeper soil layers if there was sufficient soil water at planting.
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Looking to the future, the choice will be whether to concentrate the water by

irrigating fewer land area (mainly adopted by risk averse producers who prefer

lower but consistent net returns) or spread the water by irrigating large land area

(producers who are willing to take more risk in anticipation of high net returns

during years with above normal rainfall).

Besides water allocation, other research on deficit irrigated corn in Kansas has

explored strategic irrigation water management such as the effect of late spring

GYWet=4.64x10-1+6.65x10-3 (I) -1.14x10-5 (I)2
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preseason irrigation on yield and net returns of corn under low well capacities.

Schlegel et al. (2012) reported that preseason irrigation was profitable at low well

capacities for corn (Table 3.1). These results demonstrate that as well capacities

diminish, late spring preseason irrigation used to build up the soil profile could be

essential to buffer the crop between in-season irrigation events or rainfall. Other

research has explored the effect of soil water monitoring based irrigation schedul-

ing on economic net returns. For example Kisekka et al. (2016) utilized a cropping

systems simulation model (DSSAT-CSM) and 64 years of historical weather data

for Garden City and reported that deficit irrigated corn scheduled by triggering

irrigation at plant available water (PAW) between 40 and 50% produced the

highest long term average economic net returns over a range of corn prices, as

shown in Fig. 3.10. These irrigation triggers resulted in median seasonal irrigations

of 356–406 mm; assuming an average irrigation season of 90 days for corn in

western Kansas that would translate into median capacities of 5 mm/day. The

simulations were based on assuming a full 1.2 m soil water profile at planting.

5 Adaptation of Crop Production to Water Limited
Environments

In limited water environments, a crop can either experience intermittent or terminal

water stress. The latter is common in rainfed systems where the crop could be

subjected to continuous stress between emergence and physiological maturity, due

to long periods with minimal rainfall. Intermittent water stress on the other hand

involves the crop going through cycles of stress and recovery, for example due to

rainfall and deficit irrigation. For this discussion, we only attempt to summarize

some of the important concepts and practices that can be used to adapt deficit

irrigated grain production to limited water environments. Grain yield can be

maximized in water limited environments by increasing total crop water use or

evapotranspiration (ET) and harvest index (HI) while minimizing soil evaporation

Table 3.1 (Adapted from Schlegel et al. 2012): Net returns to land, irrigation equipment, and

management from preseason irrigation at three well capacities and seeding rates at Tribune, KS

2006–2009

Well capacity Preseason irrigation Seeding rate (seeds ha�1)

55,575 67,925 80,275

mm day�1 Net returns $ ha�1

3 No 571 588 529

Yes 704 741 734

4 No 716 699 645

Yes 793 869 882

5 No 1025 1109 1198

Yes 1030 1131 1215

3 Deficit Irrigation as a Strategy to Cope with Declining Groundwater Supplies. . . 59



contribution to total crop water use as shown in Eq. (3.1) proposed by Stewart and

Peterson (2014):

GY ¼ ET*
T

ET
*
1

TR
*HI ð3:1Þ

where GY is dry grain yield (kg ha�1), ET is total crop water use (soil water

evaporation plus transpiration) between seeding and harvest (kg ha�2), T/ET is the

fraction of the ET that is transpired by the crop, TR is the transpiration ratio or the

kg of water transpired to produce 1 kg of above ground biomass and HI is harvest

index (kg dry grain/kg aboveground dry biomass). Each of the components in

Eq. (3.1) and how they can be managed to maximize grain yield are discussed in

an example below:

Corn price of 0.10 $ kg-1

Net Returns ($/ha)
-200 0 200 400 600

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

0.0

0.2

0.4

0.6

0.8

1.0
Corn price of 0.14 $ kg-1

Net Returns ($/ha)
0 200 400 600 800 1000 1200

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

0.0

0.2

0.4

0.6

0.8

1.0

Corn price of 0.18 $ kg-1

Net Returns ($/ha)
200 400 600 800 1000 1200 1400 1600 1800

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

0.0

0.2

0.4

0.6

0.8

1.0
Corn price of 0.56$ kg-1

Net Returns ($/ha)
200 400 600 800 1000 1200 1400

C
um

ul
at

iv
e 

Pr
ob

ab
ili

ty

0.0

0.2

0.4

0.6

0.8

1.0

80% PAW
70% PAW 
60% PAW 
50% PAW 
40% PAW 
30% PAW 

Fig. 3.10 Effect of plant available water irrigation scheduling trigger on corn net returns at

Garden City Kansas (Kisekka et al. 2015)
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In southwest Kansas average grain yield of fully irrigated corn averages

14,000 kg ha�1 in wet years and 13,000 kg ha�1 in dry years. Reduction in irrigation

is usually accompanied by reductions in yield. The reductions in yield vary based

on seasonal rainfall, for deficit irrigated corn at 80% ET level yield reductions

could range from 7% in wet years to over 16% in drought years (Fig. 3.7). To

increase GY in Eq. (3.1), the ET, T/ET and HI terms need to be increased through

changes in management or genotypic adaption. TR is usually a more stable variable

for a given crop in a given environment.

Sufficient water at planting ensures good seedling establishment and buffers the

crop from early drought stress during vegetative growth which could have substan-

tial negative impacts on leaf area index, biomass accumulation and grain number

for corn. For example in dryland systems soil water at plant can account for as high

as 50% of seasonal ET in years with low precipitation (Stewart and Peterson 2014).

Encouraging deep soil water extraction might also increase total seasonal ET in

water limited environments. Selecting hybrids with ability to develop deep rooting

systems to enhance soil water extraction in deep soil layers should be preferred. In

Kansas irrigation shortly after planting is not a recommended practice since it can

result in shallow rooting systems (Lamm et al. 1996). Many producers prefer to

have soil water in the top 1.2 m of the soil profile between 0 and 50% at planting.

Steward and Peterson (2014) noted that having sufficient water at planting reduced

risk and improved yields and recommended taking soil profile soil water readings at

planting. Optimum fertilizer management (matching nitrogen, phosphorus and

potassium application rates to available water resources) could also enhance plant

growth and increase soil water extraction and enhance maximization of

ET. Therefore maximizing ET requires taking a dynamic cropping systems

approach to management with recognition of physical and legal constraints on

production systems such as diminished well capacity and water right restrictions.

The fraction of ET that is transpired by the crop (T/ET) could be increased by

adopting management practices that reduce soil water evaporation (E). Klocke

et al. (2009) measured soil water evaporation in corn in southwest Kansas and

reported that E was reduced by nearly 50% compared to bare soil when the soil

surface was covered with corn Stover and wheat stubble. Ritchie and Burnett (1971)

noted that T/ET is greatly affected by LAI; for dry soil surface T/ET ranged from

0 when LAI is 0, to 0.5 when LAI was 1 up to T/ET of 1 when LAI was 3 or greater.

These findings imply that management practices that result in high LAI such as

planting high population densities particularly for corn could increase T/ET, and

improve grain yields at high to moderate irrigation capacities but for low irrigation

capacities a balance has to be achieved between reducing HI and net returns due to

increased input costs and the marginal yield increases as demonstrated by Schlegel

et al. (2012).

Transpiration ratio (TR) is related to VPD. Tanner and Sinclair (1983) showed

that biomass accumulation was directly proportional to transpiration. Sinclair

(2009) noted that the rate of transpiration through the stomata was directly

influenced by the difference in vapor pressure inside and outside the leaf or vapor

pressure deficit (VPD). Stewart and Peterson (2014) noted that VPD was much
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higher in arid and semi-arid environments compared to humid environments which

increases the amount of water required to produce one unit of biomass in these

environments. The TR for C4 crops such as corn averages 220 kg H2O kg above

ground biomass�1 when growing in an average climate of VPD of 2 kPa (Sinclair

and Weiss 2010). This estimate is close to a TR calculated for full and deficit

irrigated corn for 2011 growing season at Garden City Kansas ranging from 204 to

243 kg H2O kg above ground biomass�1 respectively. Stewart and Peterson (2014)

explained that the transpiration environment of a fully irrigated crop at high

population density was different from a similar dryland crop at low population

density due to differences in microclimate. Given this background there appears to

be an opportunity to control microclimate in deficit irrigated corn by increasing

plant population, and making timely deficit irrigation applications which could

lower VPD and reduce TR by increasing LAI and radiation use efficiency.

Harvest index is strongly affected by water stress, as the level of stress increases

HI decreases. Prihar and Stewart (1990) reported HI for corn under stress free

conditions to range from 0.58 to 0.6 representing the genetic HI for corn. HI for

corn grown in Garden City in 2011 ranged from 0.45 to 0.37 for the full and deficit

irrigated respectively. The slightly lower HI for the fully irrigated corn probably

indicates that the crop might have experienced some level of stress along its life

cycle since 2011 was a severe drought year. Generally Steiner et al. (1994) showed

that HI increased with grain yield therefore any management strategy that maxi-

mizes ET would increase HI. Although reducing plant density in water limited

environments could have a positive effect on HI, its negative effect on water use

efficiency may negate its benefits on HI.

Given that Eq. (3.1) is linear it is evident that the independent variables are

intertwined and increasing one would affect other terms as demonstrated in Stewart

and Peterson (2014). However, ET is the major driving factor and all management

strategies need to focus on maximizing ET. Debaeke and Aboudrare (2004)

reviewed strategies that can be used to maximize ET some of which have already

be discussed including: (1) increasing soil water at planting, (2) increasing plant

soil water extraction, (3) reducing the contribution of soil water evaporation to total

crop water use, (4) optimizing seasonal water use patterns e.g., planting short

season varieties to match seasonal rains, (5) selection of crops that tolerate stress

and (6) irrigating at critical growth stages.

6 Decision Support Tools for Implementing Deficit
Irrigation

Other than agronomic and economic considerations, producers have to make daily

decisions on how to manage irrigation with limited water. There are producers who

prefer conserving water by dividing their production into various crops without

substantially affecting their overall net return. This is particularly important and
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useful in irrigated areas where water supplies are limited, such as some areas in

western Kansas. To help producers manage their limited water resources, K-State

Research and Extension established the Mobile Irrigation Lab website (www.bae.

ksu.edu/mobileirrigationlab), which hosts a suite of web-based and downloadable

tools that can help producers make pre-season decisions (Crop Water Allocator),

in-season decisions (Crop Yield Predictor), and daily irrigation (KanSched)

decisions.

An online tool developed by K-State Research-Extension called Crop Water

Allocator (CWA) calculates net economic return for selected combinations of crops

in a given land split and water allocated to each crop (Klocke et al. 2006). The

decision support tool examines each possible combination of crops selected for

every possible combination of water allocation by 10% increments of the water

supply with the intention of helping farmers choose the best combination of crops

with the highest net return within the cropping season (Fig. 3.11). The backbone of

this tool are the different yield versus ET production functions generated by Kansas

Water Budget model and validated using experimental data for corn, sorghum,

winter wheat, alfalfa, soybean, sunflower, and fallow. Individual fields or groups of

fields can be divided into the following ways: 100%; 50%-50%; 25%-75%; 33%-

33%-33%; 25%-25%-%50; 25%-25%-25%-25%. Using current or expected crop

and fuel prices, and production costs, several irrigation scenarios can be compared

side-by-side with various cropping combinations in an iterative process. Each

scenario generates net returns and the program arranges them from the most

profitable option to the least (Fig. 3.11). This program benefits not only producers,

but also economists, water resource managers, and policy makers in making water

conservation decisions.

The Crop Yield Predictor (CYP) was conceptualized as an important decision

tool after the crops have been planted. The CYP is an in-season adjustment tool for

scheduling irrigation events when water is limited by projecting the yield at the end

of the season for a particular irrigation strategy. As another decision support tool,

KanSched is an ET-based irrigation scheduling tool that utilizes the daily ET

estimates to calculate the water balance in the soil profile.

7 Conclusion

Groundwater levels in the Ogallala aquifer are declining and many well capacities

are now unable to meet full crop ET. Deficit irrigation management offers oppor-

tunities for maintaining productivity of major irrigated crops such as corn under

declining ground water supplies. Research from Kansas indicates moderately

reducing irrigation water for corn by 20% results in yield reductions ranging

from 7 to 16% depending on seasonal rainfall. Given the uncertain future of

groundwater these modest yield reductions may be acceptable to some producers.

As well capacities continue to decline, other strategies may be to combine proven

dryland land soil water conservation techniques (e.g., reduced tillage and residue
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management, ensuring sufficient soil water planting, selecting varieties that tolerate

drought, managing crop microclimate to maximize ET) with deficit irrigation

strategies, thus reducing risk and maintaining grain yields under water limited

environments. Decision support tools are available to help producers assess pro-

duction options with limited water.

Fig. 3.11 Screenshots of the online version of Crop Water Allocator. Features on this program

include customizable input, unique crop combinations button, tabbed format, hidden and resizable

panes, and pinning option for comparison of results
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Chapter 4

Hydraulic Fracturing and Its Potential
Impact on Shallow Groundwater

Ripendra Awal and Ali Fares

Abstract Unconventional natural gas extraction from impermeable geologic

formations is getting momentum in recent years due to advances in horizontal

drilling and hydraulic fracturing. By 2040, shale resources are projected to account

for 53% of all natural gas production in the U.S. However, the development of

unconventional oil/gas production from hydraulic fracturing has raised serious

concerns about its potential impact on the quantity and quality of water resources

and the environment due to the large volume of water needed and the use of toxic

substances in hydraulic fracturing fluids. This paper gives an overview of the

hydraulic fracturing used to extract shale gas, its potential impact on water

resources, provides an overview of modeling studies and tools used to assess its

potential impacts, and regulation issues related to it. The most significant risks

resulting from hydraulic fracturing and shale gas development are (1) the excessive

withdrawal of water, (2) gas migration and groundwater contamination due to

faulty well construction, blowouts, (3) contamination by wastewater disposal, and

(4) accidental leaks and spill of wastewater and chemicals used during drilling and

hydraulic fracturing process.

1 Introduction

Unconventional natural gas extraction from impermeable geologic formations has

been gaining momentum in recent years due to advances in horizontal drilling and

hydraulic fracturing. The top ten countries holding the largest shale gas resources

based on an assessment by the U.S. Energy Information Administration (USEIA

2014) in 41 countries are China, Argentina, Algeria, U.S., Canada, Mexico,

Australia, South Africa, Russia, and Brazil. Updated estimate of global shale gas

resources indicate availability of technically recoverable 55� 109 m3 of world

shale oil resources and 207� 1012 m3 shale gas resources (USEIA 2013). The

U.S. has a number of natural gas shale basins located in different states. The
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major shale gas basins in the U.S. are Barnett, Haynesville, Eagle Ford, Fayette-

ville, Woodford, Utica, and Marcellus shale formations. By 2040, shale resources

are projected to account for 53% of all U.S. natural gas production (USEIA 2014).

The development of unconventional oil/gas has raised serious concerns about its

potential impact on the quantities and quality of local water resources due to the

large water volume withdrawals it uses for hydraulic fracturing and the use of toxic

substances in hydraulic fracturing fluids. These toxic substances also cause threats

to the environment. This paper explores potential impacts of hydraulic fracturing

used for the production of shale gas on groundwater resources. It begins with a brief

introduction on the unconventional oil and natural gas source; then it provides an

overview of the hydraulic fracturing process. The following section contains an

overview of potential impacts of hydraulic fracturing and shale gas development on

groundwater resources. A brief review of modeling studies and tools used to assess

potential impacts of hydraulic fracturing is then presented. The last section before

the summary section of this paper discusses the current regulations related to

hydraulic fracturing.

2 Unconventional Oil and Natural Gas Production: Shale,
Coalbed Methane, and Tight Fracturing

Unconventional oil and gas resources are trapped in very tight or low permeability

rock; thus, the effort required to extract them is greater than for conventional

resources. Hydraulic fracturing is often used to stimulate the production of hydro-

carbons by creating pathways for the natural gas to flow out of the source rock and

into the well from unconventional oil and gas reservoirs to make oil and gas

production cost-effective (USEPA 2011a). Hydraulic fracturing is also used to

increase the gas flow in wells that are considered conventional reservoirs and

make them even more economically viable (Martin and Valkó 2007). The three

main categories of unconventional oil and natural gas resources are—shales,

coalbeds, and tight sands. Figure 4.1 represents a schematic of geologic nature of

the most major sources of natural gas in the United States and illustrates both

conventional and unconventional gas resources. Gas-rich shale is the source rock

for many natural gas resources. The application of hydraulic fracturing and hori-

zontal drilling technologies have made shale gas an economically viable alternative

to conventional gas resources. Conventional gas accumulations occur when gas

migrates from gas-rich shale into an overlying sandstone formation, and then

becomes trapped by an overlying impermeable formation called the seal (https://

www.eia.gov/todayinenergy/detail.cfm?id¼110). Associated gas accumulates in

conjunction with oil, either dissolved in the oil or as a free gas cap above the oil

in the reservoir, while non-associated gas does not accumulate with oil, but it is

found in reservoirs containing no oil (dry wells). Tight sand gas accumulations

occur in a variety of geologic settings where gas migrates from a source rock into a
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sandstone formation, but is limited in its ability to migrate upward due to reduced

permeability in the sandstone. Coalbed methane does not migrate from shale, but is

generated during the transformation of organic material to coal.

The conventional natural gas production differs from unconventional shale gas

in several ways (Table 4.1).

The three types of unconventional gas reservoirs are discussed here.

Shale gas: Shale rock formations are present in many locations across the U.S.;

they have become an important source of natural gas in the U.S. (USEPA 2011a).

The distribution of shale plays in the contiguous U.S. is illustrated in Fig. 4.2.

Depths for shale gas formations can range from 150 to 4110 m below the earth’s
surface (GWPC and ALL Consulting 2009). At the end of 2014, the six most

productive shale gas fields in the country—the Marcellus, Eagle Ford, Barnett,

Haynesville, Fayetteville and Woodford Shales—were producing 896� 106 m3 of

natural gas per day according to EIA’s official shale gas estimates in November,

2015 (Fig. 4.3). According to recent report by EIA, shale gas constituted 40% of the

total U.S. natural gas supply in 2012, and will make up 53% of the U.S. gas supply

in 2040 if current trends and policies persist (USEIA 2014).

Use of hydraulic fracturing and directional drilling technologies has also con-

tributed to the increase in oil production in the U.S. over the last few years.

Although oil production from shales is increasing in the Eagle Ford Shale in

Texas, the Niobrara Shale in Colorado, Nebraska, and Wyoming, and the Utica

Shale in Ohio, it has been concentrated primarily in the Williston Basin in North

Dakota (USEIA 2010; USEPA 2011a). Between January 2008 and May 2014,

U.S. monthly crude oil production rose by 3.2 million barrels per day, with about

Fig. 4.1 Schematic geology of natural gas resources (http://www.eia.gov/todayinenergy/detail.

cfm?id¼110)
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Table 4.1 Comparison between conventional and unconventional natural gas productions

No. Description Conventional Unconventional References

1. Well type Vertical Horizontal

2. Well pad

footprint

>0.4–1.2� 104 m2 1.2–2.4� 104 m2 Smrecak

et al. (2012)

3. Water required 70–300 m3 7.5–34� 103 m3; average

15� 103 m3
Smrecak

et al. (2012)

4. Time to drill

well

~1 month ~3 months Smrecak

et al. (2012)

5. Hydraulic frac-

turing required

Sometimes Almost always

6. Source rock Large pocket of

resource; easy to

extract

Resource scattered throughout

rock, hard to extract, expensive

Smrecak

et al. (2012)

7. Total production

volumes

850–1130� 106 m3 Fraction of amount produced by

conventional (see Sect. 3.4)

Lake

et al. (2013)

8. Rate of decline

in production

volumes

Low rate of decline Very steep rate of decline in the

initial production period (see

Sect. 3.4)

Lake

et al. (2013)

Fig. 4.2 Shale gas plays in the contiguous U.S. (http://www.eia.gov/oil_gas/rpd/shale_gas.jpg)
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85% of the increase coming from shale and related tight oil formations in Texas

and North Dakota (Ratner and Tiemann 2014).

The new global shale gas resource estimate based on 137 shale formations in

41 countries outside the U.S. and EIA’s own assessment of resources within the

U.S. indicate technically recoverable resources of 55� 109 m3 of world shale oil

resources and 207� 1012 m3 of world shale gas resources (USEIA 2013). The

basins with assessed shale oil and shale gas formations are illustrated in Fig. 4.4.
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Fig. 4.3 Monthly dry shale gas production in the U.S. (Data source: U.S. EIA, http://www.eia.
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Fig. 4.4 Map of basins with assessed shale oil and shale gas formations, as of May 2013
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Coalbed methane: Coalbed methane is formed as part of the geological process

of coal generation and is contained in varying quantities within all coal (USEPA

2011a). Depths of coalbed methane formations range from 140 m to greater than

3050 m (Rogers et al. 2007; National Research Council 2010). The permeability

decreases at greater depths lowering production; thus, efficient production of

coalbed methane can be challenging from a cost-effectiveness perspective at depths

greater than 2130 m (Rogers et al. 2007). In 1984, there were very few coalbed

methane wells in the U.S.; by 1990, there were almost 8000, and in 2000, there were

almost 14,000 (USEPA 2004). In 2012, natural gas production from coalbed

methane reservoirs made up 5% of the total U.S. natural gas production; this

percentage is expected to 7% in 2040 (USEIA 2014). Production of gas from

coalbeds almost always requires hydraulic fracturing (USEPA 2004), and many

existing coalbed methane wells that have not been fractured are now being consid-

ered for hydraulic fracturing (USEPA 2011a).

Tight sands: Tight sands (gas-bearing, fine-grained sandstones or carbonates

with a low permeability) accounted for 20% of total gas production in the U.S. in

2012 (USEIA 2014), but may account for as much as 35% of the nation’s recov-
erable gas reserves (Oil and Gas Investor 2005). Depths of tight sand formations

range from 370 to 6100 m across the U.S. (Prouty 2001). Almost all tight sand

reservoirs require hydraulic fracturing to release gas unless natural fractures are

present (USEPA 2011a).

There is a 56% projected increase in total natural gas production by 2040 from

its level in 2012; this will result from increased development of shale gas, tight gas,

and offshore natural gas resources (Fig. 4.5). Shale gas production is the largest

contributor, growing by more than 280� 109 m3, from 270� 109 m3 in 2012 to

560� 109 m3 in 2040 (USEIA 2014). The shale gas share of total U.S. natural gas

production is projected to increase from 40% in 2012 to 53% in 2040. Similarly,
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tight gas and offshore gas production shares of total U.S. natural gas production will

increase by 2% and 1%, respectively, from 2012 to 2040. Their shares of total

production remain relatively constant.

3 Overview of Hydraulic Fracturing Process

The following sections provide an overview of unconventional natural gas produc-

tion based on the USEPA (2011a), which includes site selection and preparation,

well construction and development, hydraulic fracturing, and natural gas produc-

tion and closure.

3.1 Site Selection and Preparation

Site selection is the first process in any hydraulic fracturing project; it starts with

exploring possible well sites then one of these sites will be selected for production;

soon after that site preparation will follow. Selecting an appropriate site is very

important for production of substantial quantities of natural gas at a minimum cost.

Several factors which may be considered in the selection process include the site

location with respect to adjacent buildings and other infrastructure, geologic for-

mations, distance to natural gas pipelines or feasibility of installing new pipelines

(Chesapeake Energy 2009), local ecology, water availability and disposal options,

seasonal restrictions related to climate or wildlife concerns (IEA 2012) and laws

and regulations (USEPA 2011a).

A well pad of sufficient area to accommodate the needed equipment during the

drilling and production phases is first constructed prior to the start of any drilling

work. The selected area should be large enough to host multiple wellheads; water

storage tanks and/or pits. The well pad should also accommodate additional above

ground storage capabilities needed to store drilling fluids and waste. The well pad

should have enough space for trucks and other equipment. On average, a typical

shale gas production site occupies between 1.2 and 2.4� 104 m2 in addition to

access roads for transporting materials to and from the well site (USEPA 2011a).

3.2 Well Construction and Development

3.2.1 Types of Wells

Vertical, horizontal and directional wells with at least one section which has a

curved axis (J-shaped and S-shaped) represent the current practices in drilling

for natural gas. In the U.S., 63% of wells drilled were horizontal, 11% were
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directional, and 26% were vertical by the end of 2012 (Amer et al. 2013). A

schematic representation of a typical well completion at deep shale gas-bearing

formation is shown in Fig. 4.6; such formations contain rock formations of several

hundred of meters separating shallow groundwater aquifers. The well shown in

Fig. 4.6 is a horizontal well composed of vertical and horizontal legs; its dimensions

(length and depth) are location specific. They are a function of the location and the

properties of the exploited geological formations. A production well may have

multiple layers of cemented casing (i.e., conductor, surface, intermediate, and

production) isolating it from its adjacent geological formations. The surface casing

extends below the base of the shallow groundwater aquifers. It isolates and protects

the shallow groundwater aquifers from potential contamination from the production

well. The production casing, which is the innermost casing, usually runs all the way

to the reservoir. A typical well can extend more than a kilometer below the ground

surface, while the “toe” of its horizontal leg can extend more than 3 km from the

vertical leg (Zoback et al. 2010). The exposure to gas-containing formation in

horizontal drilling is comparatively higher than in a vertical well. Thus, production

is more economical in horizontal drilling (USEPA 2011a). It may also have the

advantage of limiting the amount of disruption and thereby the overall

Roughly 200 tanker
trucks deliver water for
the fracturing process.

A pumper truck injects a
mix of sand, water and
chemicals into the well.

Natural gas flows out of well.

Recovered water is stored in open
pits, then taken to a treatment
plant.

Storage
tanks

Natural gas is piped
to market.

WellWater table

Hydraulic Fracturing
Hydraulic fracturing, or
“fracking,” involves the injection
of more than a million gallons
of water, sand and chemicals
at high pressure down and
across into horizontally drilled
wells as far as 10,000 feet
below the surface. The
pressurized mixture causes the
rock layer, in this case the
Marcellus Shale, to crack.
These fissures are held open
by the sand particles so that
natural gas from the shale can
flow up the well.

Well turns
horizontal

Marcellus Shale

Sand keeps
fissures open

Natural gas
flows from
fissures
into well
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Fig. 4.6 Unconventional gas production method (Graphic by Greenberg/ProPublica) (http://

www.propublica.org/special/hydraulic-fracturing-national)
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environmental impact of well construction on the surface because fewer wells are

needed to access natural gas resources in a given area (GWPC and ALL Consulting

2009).

Multilateral wells are becoming more popular in shale gas production in the

Marcellus Shale region, eastern North America (Kargbo et al. 2010) and other

regions. For a multilateral well, at least two horizontal production holes are drilled

from a single surface location (Ruszka 2007) to create an arrangement similar to an

upside-down tree, with the vertical portion of the well as the “trunk” and multiple

“branches” extending out from it in different directions and at different depths

(USEPA 2011a).

3.2.2 Design and Construction of Production Wells

An appropriate well design and construction should ensure no negative impact on

the environment; it also must assure a safe production of hydrocarbons by avoiding

leaks outside the well, protecting adjacent groundwater aquifers, separating the

production formations; and by proper implementation of hydraulic fractures and

other stimulation operations (API 2009a). Appropriate well construction is vital for

protecting shallow groundwater resources from any leak originating from the

production zone and comprises; (1) drilling a hole, (2) casing it (installing a steel

pipe), and (3) cementing the pipe in place.

Drilling of a Production Well: The drilling string used to drill a well consists of a
drill bit, drill collars (heavy weight pipe to put weight on the bit), and a drill pipe. A

drilling fluid, e.g., oil-based liquid, compressed air, or water, is injected down the

drilling string. Water-based liquids are a mixture of water, barite, clay, and chem-

ical additives (http://www.oilgasglossary.com/drilling_fluid.html). Drilling fluids

are essential to cool the drill bit, lubricate the drilling assembly, remove the

formation cuttings drilled, maintain the pressure control of the well, and protect

the integrity of the well being drilled (API 2009b). Drill cuttings and drilling liquids

are treated, recycled or disposed of after their removal from the wellbore.

Casing: The borehole is lined with casings, made of steel pipes, whose purpose

is to isolate the geologic formation from the materials and equipment in the well.

This preserves the borehole structure, limits the injected/produced fluid to the

wellbore and the production zone, and offers a method of pressure control. The

casing is subject to tremendous pressure within and from outside the borehole

during installation, well cementing, fracturing of production formations, and well

operation; consequently, it must be very strong to endure all stresses related to these

activities. Containing the fluid within the casing substantially reduces the chances

of contaminating the zones adjacent to the well. Some operators may decide not to

case wells dug in strong geological formations which are relatively immune from

collapsing on themselves. There are several types of casing used in well construc-

tion including conductor, surface, intermediate, and production which serve differ-

ent purposes. The surface casing is intended to protect the shallow groundwater

aquifers from contamination during the production, drilling, and completion of the
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well. This casing is cemented into place; it starts from the surface all the way to

below the deepest surface groundwater aquifer. A production well may have

multiple layers of cemented casing isolating it from its adjacent geological forma-

tions. Additional and more detailed information about this topic can be found in the

literature, e.g., USEPA (2011a), USEPA (2015c), and API (2009b).

Cementing: Cement plays a vital role in the proper functioning of production

wells; mechanically, it supports the casing. It also prevents the spread of the fluids

outside the wellbore. The type of cement and the way it is placed in the well are

crucial in the success of this phase (USEPA 2011a). Having adequate layer and

uniform layer of cement around each casing combined with ability of the cement to

confine fluid movement outside the well are crucial in establishing and maintaining

the mechanical integrity of the well, while an adequately constructed production

well can fail as a result of corrosion and the downhole stresses (Bellabarba

et al. 2008). Most wells have cement behind the surface casing, however, the length

and location of cement behind intermediate and production casings can vary based

on the presence and locations of over-pressured formations, formations containing

fluids, or geologically weak formations. Additional details on this topic can be

found in literature, e.g., USEPA (2011a), USEPA (2015c), and API (2009b).

3.3 Hydraulic Fracturing of Vertical, Horizontal
and Multilateral Wells

Once a well is constructed, the production geological formation, i.e., tight sands,

shale or coalbed, is hydraulically fractured to enhance natural gas production. The

hydraulic fracturing process needs large volumes of readily available water at the

well site (Fig. 4.6). The water is mixed with different chemicals including propping

agents (called proppants which are solid materials) that prevent the fractures from

closing after pressure is reduced in the well (Palisch et al. 2008). Sand is the most

common proppant (Carter et al. 1996); however, bauxite, ceramics, and resin-

coated sand are also commonly used (Arthur et al. 2008; Palisch et al. 2008).

Almost all water-based fracturing techniques use proppants; however, it’s worth

noticing that some fracturing techniques do not use any proppants, e.g., nitrogen gas

is commonly used to fracture coalbeds and does not require the use of proppants

(Rowan 2009). The production casing is perforated by explosive charges introduced

into the well; then, the geological formation is fractured when hydraulic fracturing

fluid is injected down the well under high pressure (USEPA 2011a). The fractures

of production formations are enhanced with proppant carried by the hydraulic

fracturing fluid (Fig. 4.6).

The fluid that returns to the surface can be referred to as either flowback or

produced water, and may contain both hydraulic fracturing fluid and natural water.

During the flowback period, which usually lasts up to 2 weeks, approximately

10–40% of the fracturing fluid returns to the surface (Gregory et al. 2011). After

76 R. Awal and A. Fares



the well is placed into production, aqueous and nonaqueous liquid continues to be

produced at the surface in much smaller volumes (2–8 m3 d�1) over the lifetime of

the well (Gregory et al. 2011). Flowback and produced water are collectively

referred to as hydraulic fracturing wastewaters (USEPA 2011a). These wastewaters

are typically stored on-site in tanks or pits before being transported for treatment,

disposal, land application, and/or discharge.

3.4 Well Production and Closure

The production rates of natural gas can significantly vary between basins and within

regions of each basin, depending on a number of factors mainly geologic factors

and completion techniques. The mean well production rates for coalbed methane

formations range from 1420 to 14,160 m3 d�1 across the U.S., with maximum

production rates reaching 566,340 m3 d�1 in the San Juan Basin and 28,320 m3 d�1

in the Raton Basin (Rogers et al. 2007). The industry estimates that a typical well in

the Marcellus Shale initially produces 79,290 m3 d�1; the production rate decreases

to 15,570 m3 d�1 after 5 years and 6370 m3 d�1 after 10 years, after which it drops

approximately 3% a year (NYSDEC 2011). The average actual production rate of a

well in the Barnett Shale is about 22.7� 106 m3 during its lifetime, which averages

about 7.5 years (Berman 2009). It is not uncommon to refracture an oil or gas well

when it is no longer cost-effectively producing hydrocarbons from it (USEPA

2011a). Wells may be refractured after roughly 5 years of service (NYSDEC 2011).

Wells that are no longer producing gas economically must be properly plugged

to prevent possible fluid migration that could contaminate soils or waters; the

primary environmental concerns are protecting freshwater aquifers and shallow

groundwater resources, and isolating downhole formations that contain hydrocar-

bons (API 2009a).

Fluid may flow down the wellbore or up the well toward ground or surface

waters causing serious contamination of water resources and the environment (API

2009a). A secure surface plug is essential to prevent surface water from seeping into

the wellbore and migrating into groundwater resources (API 2009a); setting cement

plugs is highly essential to isolate hydrocarbon and injection/disposal intervals, in

addition to setting a plug at the base of the lowermost shallow groundwater

resources present in the formation (API 2009a).

3.5 Cost of Production

The major components of cost in the drilling and completion of a shale gas well are

the rig, associated drilling services, and the hydraulic fracturing stage of well

completion. Well construction costs are primarily influenced by a number of

factors, mainly the geographical location, the well depth, to some extent reservoir
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pressure, and by the market and infrastructure conditions in the country or region

under consideration (IEA 2012). Operational costs vary with local conditions: for

example, just as for drilling, operating costs in Europe are expected to be 30–50%

higher than those in the United States for a similar shale gas operation (IEA 2012).

The International Energy Agency’s analysis of a typical shale gas well that was
regularly drilled in 2011 into deep shale reservoirs (such as the Haynesville and

Eagle Ford shale plays) with a depth of the order of 3000 m, having a horizontal

section of around 12,000 m and completed with 20 facture stages using a total of

2000 tons of proppant and 15,000 m3 of water is about $8 million (IEA 2012).

Drilling costs change from month and also vary by location. The cost of drilling and

completing a well in the Woodford shale (Oklahoma), where the shale is

1800–2400 m deep is estimated to be $6.7 million, whereas the cost of drilling

and completing a new well in the Haynesville shale (TX), where the shale is

3000–4200 m deep is estimated to be $9.5 million (Lake et al. 2013). The hydraulic

fracturing process accounts for around 40% of the total well cost—around twice as

much as the second most expensive item, the rig itself (IEA 2012). The cost of

drilling the well is approximately 60% of the total and completion costs make up

the remaining 40% (Lake et al. 2013).

The International Energy Agency developed a set of “Golden Rules”, suggesting

principles that can allow policymakers, regulators, operators and others to address

environmental and social impacts (IEA 2012). According to IEA’s estimate, apply-

ing the Golden Rules could increase the overall financial cost of development of a

typical shale-gas well by an estimated 7%. However, for a larger development

project with multiple wells, additional investment in measures to mitigate environ-

mental impacts may be offset by lower operating costs (IEA 2012).

4 Potential Impact of Hydraulic Fracturing and Shale Gas
Development on Shallow Groundwater

Groundwater is an important resource that provides drinking water for nearly half

the people in the U.S. (Nolan and Hitt 2006). Unfortunately, the groundwater

resource is susceptible to contamination due to multiple activities associated with

shale gas development. These impacts are caused by activities and products related

to hydraulic fracturing processes (e.g. fracturing chemicals, and waste generated by

hydraulic fracturing operations). The major issues that are related to hydraulic

fracturing and shale gas development include groundwater (aquifer) contamination

by hydraulic fracturing chemicals, accidental chemical spills, waste disposal, air

quality, the land footprint of drilling activities, pipeline placement and safety, and

the amount of water used (Rahm 2011). The most significant environmental risks

associated with the development of shale gas are similar to those associated with

conventional onshore gas, including gas migration and groundwater contamination

due to faulty well construction, blowouts, and above-ground leaks and spill of
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wastewater and chemicals used during drilling and hydraulic fracturing (Zoback

et al. 2010). A lack of sound scientific hydrogeological field observations and a

scarcity of published peer-reviewed articles on the effects of both conventional and

unconventional oil and gas activities on shallow groundwater make it difficult to

address these issues (Jackson et al. 2013). This section will discuss potential impact

of shale gas development and hydraulic fracturing on shallow groundwater.

4.1 Water Use in Hydraulic Fracturing

Large volumes of fresh water from surface or subsurface sources are required for

fracturing operations. Most sites in the U.S. need between 10 and 15� 103 m3 of

water per well (Table 4.2). Plays in more humid regions generally use surface water

(e.g. Marcellus Shale play), whereas limited surface water availability in more

semiarid regions may result in more groundwater (e.g. Eagle Ford play) use (Nicot

et al. 2014). It was estimated that about 35,000 wells were hydraulically fractured in

2006 in the U.S. (White Paper 2008). The annual national water requirement may

range from 265 to 530� 106 m3. This amount of water is equivalent to annual water

consumption of five million people (USEPA 2011a). Nearly half of the wells

hydraulically fractured since 2011 were in regions with high or extremely high

water stress and over 55% were in areas experiencing drought (Freyman 2014).

Total water consumption for shale gas development will grow with the increase in

number of wells and shale gas production. Almost all of water injected for hydraulic

fracturing will be non-usable permanently unless the flowback is treated and

re-introduced back into the hydrologic cycle (Donaldson et al. 2013). Water use

estimates for hydraulic fracturing represent a small fraction of water used in each

state (�0.1% in Colorado,�0.5% in Texas, and<0.5% in Oklahoma), the volume

may be significant locally, depending on competition with other sectors, especially

in areas where water is scarce (Nicot et al. 2014). The large amount of water

required for hydraulic fracturing in a very short time can have a significant adverse

impact on the local water system. However, so far, it is not clear how the large

volume water withdrawals impact the local water system (Kellman and Schneider

Table 4.2 Water needs per-well from shale gas plays in the United States (Sakmar 2011)

Shale gas

play

Volume of drilling water

per well (m3)

Volume of fracturing water

per well (m3)

Total volume of

water (m3)

Barnett

shale

1510 8710 10,220

Fayetteville

shale

230 10,980 11,580

Haynesville

shale

3790 10,220 14,010

Marcellus

shale

300 14,380 14,690
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2010; Litovitz et al. 2013). For aquifers with low permeability, the radial distance

from the wellbore that is affected by the water withdrawal can be small but the

ecological impact on such small distances can be severe (Donaldson et al. 2013).

This can also lead to lowering of the water table or dewatering of drinking water

aquifers, decreased groundwater contribution to stream flows, and reduced volumes

of water in surface water reservoirs. Lowering the water table in coastal regions can

cause salt water intrusions into the groundwater aquifer. Impacts that can produce

long-term alterations of the aquifer can include the introduction of oxygen in water

and recharging the subsurface aquifer, which in turn can generate geochemical

reactions (Donaldson et al. 2013). Recharged water trickling into the subsurface

aquifer can introduce contaminants and excessive withdrawal of water can cause

compaction of the aquifer, resulting in subsidence and permanent loss of water-

bearing capacity (Donaldson et al. 2013). Since surface and subsurface water

sources are hydraulically connected, changes of the quality and quantity of the

surface water can produce adverse effects on shallow subsurface aquifers and vice

versa (Winter et al. 1998).

One of the alternatives to offset the large water requirements for hydraulic

fracturing is to treat and recycle the flowback and produced water in the hydraulic

fracturing process (Pickett 2009; Veil 2010). The produced water may be treated

and reused to compose a new fracturing solution by adding additional chemicals as

well as freshwater. There are, however, challenges associated with reusing

flowback due to the high concentrations of total dissolved solids (TDS) and other

dissolved constituents found in flowback (Bryant et al. 2010; Ferrer and Thurman

2015). Constituents such as specific cations (e.g., calcium, magnesium, iron, bar-

ium, and strontium) and anions (e.g., chloride, bicarbonate, phosphate, and sulfate)

can interfere with hydraulic fracturing fluid performance by producing scale or by

interfering with chemical additives in the fluids (Godsey 2011). There are also some

challenges in constructing a treatment system on-site to quickly treat a large volume

of water (20–75% of the injected hydraulic fracturing fluid) on a temporary basis

and then moving the equipment and setting it up at a new site in few weeks. Another

alternative of reducing the demand for fresh water on local resources is to use

non-potable groundwater, but non-potable water may require treatment for removal

of salts that could cause precipitation when chemicals necessary for the hydraulic

fracturing process are added (Donaldson et al. 2013). Collection and store of

surface water in impoundments during wet seasons to provide water for the

hydraulic fracturing process during dry seasons (Donaldson et al. 2013) is an

another alternative in reducing water demand on groundwater or surface water.

4.2 Well Drilling and Production

Groundwater contamination from shale gas operations can occur as a result of a

several malfunctioning and or accidents e.g., leakage from a poorly cemented well

annulus; leakage from the faulty well casings (e.g., poorly joined or corroded
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casings); migration of hydrocarbon gas along natural deformation features (e.g.,

faults, joints, or fractures) or those initiated by drilling (e.g., faults or fractures

created, reopened, or intersected by drilling or hydraulic fracturing activities);

migration of gases through abandoned or legacy wells (Darrah et al. 2014); surface

spills and leaks from storage and production facilities etc. Failure of the cement or

casing surrounding the wellbore poses a greater risk to shallow groundwater

resources. If the annulus is improperly sealed, natural gas, hydraulic fracturing

fluids, and formation water containing high concentrations of dissolved solids may

be communicated directly along the outside of the wellbore among the target

formation, shallow groundwater aquifers, and layers of rock in between. Although

there are state requirements for well casing and integrity, accidents and failures still

occur, as was demonstrated by an explosion in Dimock Township, Pennsylvania

(Cooley and Donnelly 2014). In 2009, a residential water well in Dimock exploded

as a result of methane buildup in the well. Further investigation found methane gas

in other drinking water wells, which were located near drilling wells with improper

or insufficient casings.

A study in the states of New York and Pennsylvania found that methane levels in

shallow wells in active gas production areas were 17 times higher than in those

outside of active gas production areas. Isotopic compositions of methane and higher

molecular weight hydrocarbons such as ethane and propane and methane-to-ethane

ratios can help determine whether the gas is thermogenic or biogenic in origin and

whether it is derived from shale or other formations (Gorody 2012; Barker and Fritz

1981). However, determining the source of methane does not necessarily establish

the migration pathway. An isotopic analysis of the methane suggests that the

methane in the active gas production areas originated from deep underground and

is consistent with deeper thermogenic methane sources and matched gas geochem-

istry from gas wells nearby (Osborn et al. 2011). Jackson et al. (2013) analyzed

141 drinking water wells in the Marcellus Shale region of northeastern Pennsylva-

nia, examining natural gas concentrations and isotopic signatures with proximity to

shale gas wells. Methane was detected in 82% of drinking water samples, with

average concentrations six times higher for homes <1 km from natural gas wells.

Ethane was 23 times higher in homes <1 km from gas wells; propane was detected

in ten water wells, all within approximately 1 km distance. They also found that the

concentration of dissolved methane in drinking water well samples correlated well

with the distance from hydraulic fracturing wells. Overall, their data suggest that

some homeowners living within 1 km from gas wells have drinking water contam-

inated with stray gases. Molofsky et al. (2013) evaluated data from 1701 water

wells in Suquehanna County, northern Pennsylvania. Based on statistical analysis

they determined that there is not a significantly significant difference between the

methane concentrations in production and nonproduction areas. They found that

higher methane concentrations in groundwater more closely correlated with topog-

raphy and elevation. Their findings also show that isotopic signatures are not

indicative of thermogenic methane resulting from stray gas related to Marcellus

Shale production. However, this study indicates that the interpretation of isotopic

data is complex because multiple thermogenic gas sources may exhibit subtle
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variations that are difficult to detect and evaluate. These conclusions are not

consistent with those of Jackson et al. (2013).

Darrah et al. (2014) analyzed 113 and 20 samples from drinking-water wells

overlying the Marcellus and Barnett Shales, respectively; they examined hydrocar-

bon abundance and isotopic compositions and provided the first comprehensive

analyses of noble gases and their isotopes in groundwater near shale-gas wells.

Using noble gas and hydrocarbon tracers, they distinguished natural sources of

methane from anthropogenic contamination and evaluate the mechanisms that

cause elevated hydrocarbon concentrations in drinking water near natural-gas

wells. They documented fugitive gases in eight clusters of domestic water wells

overlying the Marcellus and Barnett Shales, including declining water quality

through time over the Barnett. Gas geochemistry data implicate leaks through

annulus cement (four cases), production casings (three cases), and underground

well failure (one case) rather than gas migration induced by hydraulic fracturing

deep underground. Optimizing well integrity is a critical, feasible, and cost-

effective way to reduce problems with shallow groundwater contamination (Darrah

et al. 2014).

Old, abandoned and improperly plugged wells can also potentially serve as

migration pathways (USEPA 2011a) for contaminants to enter groundwater sys-

tems. Natural underground fractures, as well as those potentially created during the

fracturing process, could also serve as conduits for groundwater contamination

(Myers 2012). Based on modeling studies, Myers (2012) suggested the possibility

of significant hydraulic fracturing fluid migration even within decades. However,

many of the subsequent modeling studies suggest that fluid migration over vertical

distances of the order of 1–2 km will deliver very low amounts of fracturing fluid

(Kissinger et al. 2013), or are significant only over 1000 year time scales (Gassiat

et al. 2013), even in the presence of a permeable pathway. Results from various

modeling studies proved that the probability of hydraulic fracturing fluid migration

over the large vertical distances that separate the upper limit of induced hydraulic

fractures and deepest groundwater aquifers is very small (Birdsell et al. 2015).

4.3 Hydraulic Fracturing Fluid

Hydraulic fracturing utilizes up to 10 and 15� 103 m3 of hydraulic fracturing fluid

per hydraulic fracturing event (Sakmar 2011). Sand and other inert solids, such as

ceramic beads, are injected into the formation to provide a support, or “proppant”,

which prevents the fractures from closing once the well pressure is released. In

addition to proppant, other chemicals are added to the injected hydraulic fracturing

fluids. These chemicals serve various functions as illustrated in Table 4.3. The

U.S. EPA has identified hundreds of chemicals that are used as additives in

hydraulic fracturing fluids (USEPA 2011a). Stringfellow et al. (2014) analyzed

physical, chemical, and biological characteristics of 81 common hydraulic fractur-

ing chemical additives. The analytical characterization of such additives is
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important to understand the transport, environmental fate and ultimate potential

health impact in various water compartments associated with hydraulic fracturing

(Ferrer and Thurman 2015). Many additives used in hydraulic fracturing fluids are

known to be toxic to human and wildlife. The potential for contamination of

aquifers by the residual hydraulic fracturing fluids that remain underground must

be considered (Finkel et al. 2013). Hydraulic fracturing fluid could migrate along

abandoned and improperly plugged oil and gas wells through an inadequately

sealed annulus between the wellbore and casing or through natural or induced

fractures outside the target formation (Vidic et al. 2013). The likelihood of spills

throughout the entire lifecycle of shale gas development, blowouts (uncontrolled

release of natural gas from a gas well after pressure control systems have failed),

leakage from pits or tanks that store the hydraulic fracturing fluids may raise the

serious risk of groundwater and surface water contamination. Even small quantities

of the toxic hydraulic fracturing fluids can contaminate shallow aquifers with

hydrocarbons, toxic chemicals, heavy metals, and radioactive materials (Finkel

et al. 2013). According to draft reports of EPA released in December 2011

(USEPA 2011b) and September 2012 (USEPA 2012), EPA testing detected the

presence of chemicals commonly associated with hydraulic fracturing in drinking

water wells in Pavillion, Wyoming. Encana Oil and Gas Inc., the company respon-

sible for the natural gas wells, disputed the findings of the study criticizing the

EPA’s testing methods and assumptions as well as the processes used to construct

Table 4.3 Volumetric composition and purposes of the typical constituents of hydraulic fractur-

ing fluid (Gregory et al. 2011)

Constituent

Composition by

volume (%) Example Purpose

Water and

sand

99.500 Sand suspension “Proppant” sand grains hold

microfractures open

Acid 0.123 Hydrochloric or

muriatic acid

Dissolves minerals and initiates cracks in

the rock

Friction

reducer

0.088 Polyacrylamide

or mineral oil

Minimizes friction between the fluid and

the pipe

Surfactant 0.085 Isopropanol Increases the viscosity of the fracture fluid

Salt 0.060 Potassium

chloride

Creates a brine carrier fluid

Scale

inhibitor

0.043 Ethylene glycol Prevents scale deposits in pipes

pH-

adjusting

agent

0.011 Sodium or potas-

sium carbonate

Maintains effectiveness of chemical

additives

Iron

control

0.004 Citric acid Prevents precipitation of metal oxides

Corrosion

inhibitor

0.002 n,n-dimethyl

formamide

Prevents pipe corrosion

Biocide 0.001 Glutaraldehyde Minimizes growth of bacteria that produce

corrosive and toxic by-products
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the monitoring wells and analyze the results (Cooley and Donnelly 2014). The

organic contaminants, likely derived from drilling or hydraulic fracturing fluids,

were detected in initially potable groundwater used by several households in

southeastern Bradford County, Pennsylvania (Llewellyn et al. 2015). In the absence

of baseline data, it is difficult to confirm or deny reports of groundwater contam-

ination. Collecting baseline groundwater quality data prior to initiating hydraulic

fracturing would likely have been an effective way to evaluate potential impacts

(Stephens 2014).

4.4 Wastewater

Partially returned hydraulic fracturing fluid, injected for hydraulic fracturing pro-

cess, is called flowback water. Flowback of the hydraulic fracturing fluid occurs

over a few days to a few weeks following hydraulic fracturing, depending on the

geology and geomechanics of the formation (Gregory et al. 2011). The highest rate

of flowback occurs on the first day, and the rate diminishes over time; the typical

initial rate may be as high as 1000 m3 d�1 (GWPC and ALL Consulting 2009).

Flowback water contains some of the chemicals used in the hydraulic fracturing

process, together with metals, minerals and hydrocarbons leached from the reser-

voir rock. High levels of salinity are quite common and, in some reservoirs, the

leached minerals can be weakly radioactive, requiring specific precautions at the

surface (IEA: World Energy Outlook 2012).

Wastewater management and disposal laws forbid operators from directly

discharging wastewater associated with shale-gas production into waterways

(Donaldson et al. 2013). Flowback water as well as water that is returned to the

surface over the life of the gas well (produced water) must be stored and then

treated and/or properly disposed of. There are different options available for dealing

with wastewater from hydraulic fracturing:

• Underground injection

• Wastewater treatment at municipal and industrial wastewater treatment plants

• Recycling/reuse

• Other industrial uses

The choice of treatment of flowback mainly depends on the quality of wastewa-

ter and the intended use of the treated effluent (Lester et al. 2015). Flowback fluids

usually require on-site storage followed by recycling, reinjection, or deep-well

disposal into a saline aquifer. Flowback fluids may contaminate shallow ground-

water due to release from lagoons during extreme precipitation events or failure of

the impoundments (Jackson et al. 2013). Inadequate treatment of wastewaters and

subsequent discharge into surface or groundwater could potentially lead to water

quantity and quality impacts (Rahm and Riha 2012). Most wastewater generated

from oil and gas production in the United States is disposed of through deep

underground injection (Clark and Veil 2009). When underground injection is
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utilized, such operations are performed using Class II (disposal) underground

injection control wells as defined by the U.S. Environmental Protection Agency

(Veil et al. 2004). However, all regions have not adequate deep-well disposal

capacity for shale gas development. In Texas, there were over 11,000 Class II

disposal wells in 2008, or slightly more than one disposal well per gas-producing

well in the Barnett Shale (Tintera 2008). In contrast, the whole state of Pennsylva-

nia has only seven Class II disposal wells available for receiving flowback water

(Gregory et al. 2011). Thus, wastewater reinjection is not generally an attractive

option, as injection well facilities are usually located long distances from well pads,

requiring significant transportation and incurring high costs (Veil 2010). There is a

possibility of groundwater contamination if regulations and guidelines for con-

struction and operation of deep injection wells are not strictly followed. The

subsurface formation selected for injection of wastewater should have high porosity

and permeability, and there should be impermeable zones above the injection zone

to offer protection to any shallow water aquifers (Cooley and Donnelly 2014).

Future research efforts should focus on wastewater disposal and on the efficacy of

contaminant removal by industrial and municipal wastewater treatment facilities

(Rozell and Reaven 2012).

4.5 Surface Spills and Leaks

Hydraulic fracturing operations are intensive over a short period of time, usually a

few weeks, and are equipment intensive and require large amounts of chemicals,

such as: pumps, proppants, vehicles, and other equipment that can result in

unintentional spills on the surface (Donaldson et al. 2013). Spills and leaks from

storage and production facilities may occur at well pads or result from accidents

during transport of chemicals and wastes leading to potential impact on surface

water and groundwater. Most of the water quality issues in the U.S. associated with

hydraulic fracturing activities are the result of surface spills or leakage into the

shallow water formations (Metzger 2011). Spills and leaks are an important route of

potential groundwater contamination from hydraulic fracturing activities (Gross

et al. 2013). Fluid released onto the ground from spills can seep into shallow

groundwater aquifers, flow into surface waters, evaporate into the air, or stay on

the surface soil depending upon the type of spill and its location. Between July 2010

and July 2011, Gross et al. (2013) noted 77 reported surface spills (about 0.5% of

the active wells) impacting the groundwater in Weld County, Colorado. Their

analysis provides scientific evidence that benzene can contaminate groundwater

sources following surface spills at active well sites. Surface spills can occur as a

result of a host of unpredictable accidents, such as: tank ruptures, equipment or

surface impoundment failures, overfills, accidents, ground fires, or improper oper-

ations. Vandalism and other illegal activities can also result in spills and improper

wastewater disposal (Cooley and Donnelly 2014). In 2012, a spill of 76 m3 of

hydraulic fracturing wastewater is being investigated as criminal mischief in
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Canton Township, Pennsylvania (Clarke 2012). Accidents of truck carrying

hydraulic fracturing wastewater can also lead to chemical and wastewater spills.

A truck accident in Mifflin Township, Pennsylvania, released hydraulic fracturing

wastewater into a nearby creek in December 2011 (Reppert 2011). The pathway by

which spilled chemicals may migrate to groundwater, surface water, and air

depends on many factors, including the site, type of chemicals, and/or fluid prop-

erties. Some of the chemicals used in hydraulic fracturing are hazardous to human

health (Stringfellow et al. 2014). Thus, these chemicals should be managed prop-

erly by making sure that they will not spill and contaminate the environment.

Water impoundments are used to store water for preparing hydraulic fracturing

fluids. They also can be used to store flowback water before and after treatment. The

failure of impoundments can release waste. In fall 2011, some wastewater ponds in

Pennsylvania overflowed because of excessive rainfall from tropical storm Lee

(Donaldson et al. 2013).

Surface spills and their effects can be minimized by: (1) providing adequate

training for the crew handling equipment and chemicals; (2) using chemicals that

are not toxic to the environment and are bio-degradable; (3) using appropriate liners

to contain spills; (4) using double-walled tanks to minimize accidents related to

rupture of single walls; (5) having site-specific spill prevention control, counter-

measure plans, and the associated equipment/chemicals necessary to neutralize any

spill; and (6) proper housekeeping (Donaldson et al. 2013).

The most commonly reported remediation activity, to clean up a spill and its

affected environmental media, mentioned in approximately half of the hydraulic

fracturing-related spill records evaluated by the U.S. EPA, was removal of spilled

fluid and/or affected media, typically soil (US EPA 2015b). Other remediation

methods reported by the U.S. EPA (USEPA 2015b) included the use of absorbent

material, vacuum trucks, flushing the affected area with water, and neutralizing the

spilled material.

5 Modeling Studies and Tools

Hydraulic fracturing of the shale formations have raised concerns of environmental

risks to groundwater quality of aquifers, particularly due to gas migration and

contaminant transport through induced and natural fractures (Vidic et al. 2013).

Many studies, which have found thermogenic gas in water wells found more gas

near fracture zones (DiGiulio et al. 2011; Osborn et al. 2011; Breen et al. 2007),

suggesting that fractures are pathways for gas transport (Myers, 2012). Hydraulic

fracturing fluid has been found in aquifers (DiGiulio et al. 2011; USEPA 1987),

although the exact source and pathways was not known. It is difficult to determine

whether hydraulic fracturing of the shale formations has affected groundwater

quality, because it requires baseline conditions and detailed information of well

drilling and casing. Most importantly, complex flow and solute transport through

induced and natural fractures, which are generally from over 1000 m below
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overlying aquifers, requires a long-term and extensive monitoring program, which

is often unavailable (Cai and Ofterdinger 2014). With so little data concerning the

movement of contaminants along pathways from depth, either from wellbores or

from deep formations, to aquifers, conceptual analyses are an alternative means to

consider the risks (Myers 2012). The different modeling tools used to analyze flow

and transport in the fractured rock system are summarized in Table 4.4.

A recent study applied a groundwater flow model to estimate the risk of

groundwater contamination from hydraulically fractured shale by using particle

tracking method (Myers 2012). The study concluded that hydraulic fracturing could

create high upward advective flow in the fracture and advective travel time between

the shale formations to overlying aquifers could be less than 10 years. However,

there were concerns on the modeling framework of Myers (2012) that it neglects

critical hydrologic processes and misrepresents physical flow boundary conditions,

which could in turn severely compromise its conclusions (Cai and Ofterdinger

2014; Cohen et al. 2013; Saiers and Barth 2012).

Kissinger et al. (2013) studied different qualitative scenarios dealing with the

flow/leakage paths; (1) Flow of fracturing fluid and/or brine through natural fault

zones, (2) Flow of methane through natural fault zones and (3) Flow of methane

through the rock using the simulation software DuMux. Their results show that a

significant fluid migration is only possible if a combination of several conservative

assumptions is met by a scenario.

Gassiat et al. (2013) studied the potential for slow contamination of shallow

groundwater due to hydraulic fracturing at depth via fluid migration along conduc-

tive faults. They used two-dimensional, single-phase, multispecies, density-

dependent, finite-element numerical groundwater flow and mass transport model

(SUTRA-MS). A sensitivity analysis of contaminant migration along the fault

considered basin show that specific conditions are needed for the slow contamina-

tion of a shallow aquifer: a high permeability fault, high overpressure in the shale

unit, and hydrofracturing in the upper portion of the shale near the fault. Under such

conditions, contaminants from the shale unit reach the shallow aquifer in less than

1000 years following hydraulic fracturing, at concentrations of solutes up to 90% of

their initial concentration in the shale, indicating that the impact on groundwater

quality could be significant.

Cai and Ofterdinger (2014) conducted realizations of numerical modeling sim-

ulations to assess fluid flow and chloride transport from a synthetic Bowland Shale

(UK) over a period of 11,000 years. This study investigated fluid and chloride mass

fluxes before, during, and after hydraulic fracturing of the Bowland Shale using

HydroGeoSphere model. This modeling revealed that the hydraulically fractured

Bowland Shale is unlikely to pose a risk to its overlying groundwater quality when

the induced fracture aperture is 200 μm. In the extremely unlikely event of the

upward fracture growth directly connecting the shale formation to the overlying

Sherwood Sandstone aquifer with the fracture aperture �1000 μm, the upward

chloride mass flux could potentially pose risks to the overlying aquifer in 100 years.

The model study also revealed that the upward mass flux is significantly intercepted

by the horizontal mass flux within a high permeable layer between the Bowland
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Table 4.4 Summary of numerical models used to investigate different possible mechanisms that

could lead to upward migration of fluids/gases from a shale gas reservoir

S. No. Model Model description Model references

Application

references

1 MODFLOW-

2000

MODFLOW is a com-

puter program that sim-

ulates three-

dimensional ground-

water flow through a

porous medium using a

finite-difference

method

Harbaugh et al. (2000) Myers

(2012)

2 DuMux DuMux is a free and

open-source simulator

for flow and transport

processes in porous

media, based on the

Distributed and Unified

Numerics Environment

(DUNE)

Flemisch et al. (2011) Kissinger

et al. (2013)

3 SUTRA-MS U.S. Geological Survey

numerical variable-

density simulator of

groundwater flow as

well as the transport of

multiple-solutes

(A modified version of

SUTRA)

Hughes and Sanford

(2005)

Gassiat

et al. (2013)

4 HydroGeoSphere HydroGeoSphere is a

fully integrated surface

and subsurface flow and

transport numerical

model. The subsurface

module is based on a

three-dimensional

(3-D) subsurface flow

and transport code

FRAC3DVS which is

an efficient and robust

numerical model that

solves the three-

dimensional variably

saturated subsurface

flow and solute trans-

port equations in

nonfractured or frac-

tured media

Therrien et al. (2004),

Therrien and Sudicky

(1996)

Cai and

Ofterdinger.

(2014)

(continued)
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Table 4.4 (continued)

S. No. Model Model description Model references

Application

references

5 TOUGH+ The TOUGH+ code,

developed at the Law-

rence Berkeley National

Laboratory, includes

equation-of-state mod-

ules that describe the

non-isothermal flow of

real gas mixtures,

water, and solutes

through fractured

porous media and

accounts for all pro-

cesses involved in flow

through tight and shale

gas reservoirs (i.e.,

gas-specific Knudsen

diffusion, gas and solute

sorption onto the media,

non-Darcy flow, salt

precipitation as temper-

ature and pressure drop

in the ascending reser-

voir, etc.)

Freeman (2010),

Freeman et al. (2011),

Freeman et al. (2012),

Freeman et al. (2013),

Moridis et al. (2010),

Olorode (2011)

USEPA

(2015a)

TOUGH+Rgas Describes the coupled

flow of a real gas mix-

ture and heat in geo-

logic media

Moridis and Freeman

(2012)

TOUGH

+RgasH2O

Describes the

non-isothermal

two-phase flow of a real

gas mixture and water

and the transport of heat

in a gas reservoir,

including tight/shale

gas reservoirs

Moridis and Freeman

(2012)

TOUGH

+RGasH2OCont

Describes physics and

chemistry of flow and

transport of heat, water,

gases, and dissolved

contaminants in porous/

fractured media

Moridis and Webb

(2014)

ROCMECH Simulates

geomechanical behav-

ior of multiple porosity/

permeability continuum

systems and can accu-

rately simulate the evo-

lution and propagation

of fractures in a forma-

tion following hydraulic

fracturing

Kim and Moridis

(2012a, b, c), Kim and

Moridis (2013)



Shale and its overlying aquifers, reducing further upward flux toward the overlying

aquifers.

Lawrence Berkeley National Laboratory (LBNL), in coordination with the

U.S. EPA, used numerical simulations (Table 4.4) to investigate six possible

mechanisms that could lead to upward migration of fluids, including gases, from

a shale gas reservoir and the conditions under which such hypothetical scenarios

may be possible (USEPA 2015a). Six possible mechanisms included in EPA’s
subsurface migration modelling are:

• Scenario A: Defective or insufficient well construction coupled with excessive

pressure during hydraulic fracturing operations results in damage to well integ-

rity during the stimulation process. A migration pathway is then established

through which fluids could travel through the cement or area near the wellbore

into overlying aquifers. In this scenario, the overburden is not necessarily

fractured.

• Scenario B1: Fracturing of the overburden because inadequate design of the

hydraulic fracturing operation results in fractures allowing fluid communication,

either directly or indirectly, between shale gas reservoirs and aquifers above

them. Indirect communication would occur if fractures intercept a permeable

formation between the shale gas formation and the aquifer. Generally, the

aquifer would be located at a more shallow depth than the permeable formation.

• Scenario B2: Similar to Scenario B1, fracturing of the overburden allows in

direct fluid communication between the shale gas reservoir and the aquifers after

intercepting conventional hydrocarbon reservoirs, which may create a dual

source of contamination for the aquifer.

• Scenario C: Sealed/dormant fractures and faults are activated by the hydraulic

fracturing operation, creating pathways for upward migration of hydrocarbons

and other contaminants.

• Scenario D1: Fracturing of the overburden creates pathways for movement of

hydrocarbons and other contaminants into offset wells (or their vicinity) in

conventional reservoirs with deteriorating cement. The offset wells may inter-

sect and communicate with aquifers, and inadequate or failing completions/

cement can create pathways for contaminants to reach the groundwater aquifer.

• Scenario D2: Similar to Scenario D1, fracturing of the overburden results in

movement of hydrocarbons and other contaminants into improperly closed

offset wells (or their vicinity) with compromised casing in conventional reser-

voirs. The offset well could provide a low-resistance pathway connecting the

shale gas reservoir with the groundwater aquifer

The EPA’s subsurface migration modeling project is proceeding along two main

tracks (USEPA 2015a). The first addresses the geomechanical reality of the mech-

anisms and seeks to determine whether it is physically possible (as determined and

constrained by the laws of physics and the operational quantities and limitations

involved in hydraulic fracturing operations) for the six migration mechanisms

(Scenarios A to D2) to occur. The second axis focuses on contaminant transport,

assuming that a subsurface migration has occurred as described in the six scenarios,
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and attempts to determine a timeframe for contaminants (liquid or gas phase)

escaping from a shale gas reservoir to reach the groundwater aquifer. There is

currently no single numerical model that includes all the processes in order to

accurately describe the hypothetical scenario conditions; thus, the LBNL chose the

Transport of Unsaturated Groundwater and Heat (TOUGH) family codes in com-

bination with existing modules to create a model that better simulates the subsur-

face flow and geomechanical conditions in the migration scenarios (USEPA

2015a).

Gaps still remain in the knowledge of the hydraulic fracturing process. Future

work needs reliable field data to calibrate and validate numerical models (Kissinger

et al. 2013). The role of fault zones may have a considerable influence on the

migration of fracturing fluid or brine; thus, possible connections between shallow

and deep groundwater should be analyzed and quantified through isotope and or

chemical analysis (Kissinger et al. 2013). Numerical modeling tools used to analyze

flow and transport in the fractured rock system should be improved by incorporat-

ing all major processes involved in flow and transport in the fractured rock system.

The required input parameters for numerical modeling are very hard to obtain, and a

validation with field data requires an intensive, very costly and a time-consuming

monitoring program (Kissinger et al. 2013).

6 Regulations

Managing and regulating the development of shale gas resources is a growing

global interest and challenge because of concerns for potential environmental

impacts due to multiple activities associated with shale gas development, coupled

with the broad occurrence of shale gas throughout the world (Rahm and Riha 2012).

The development of shale gas raises several legal issues related to potential impacts

on the environment. In the United States, federal, state, and local governments have

responded with a large number of new regulations to address these issues, and there

continue to be frequent developments relating to the regulation of hydraulic frac-

turing (Hall 2014). There are several environmental statutes that have implications

for the regulation of hydraulic fracturing by the federal government and states

(Vann et al. 2013). Different laws and regulations are associated with varying

phases and protocols of shale gas development (Table 4.5).

In recent years, different state enacted regulations requiring the mandatory

disclosure of hydraulic fracturing fluid composition. As of August 2013, about

19 states had enacted mandatory disclosure regulations (Hall 2014). Though, the

mandatory disclosure regulations enacted by the various states have important

similarities, but it is different in some ways (Hall 2014). Currently, 16 states use

FracFocus, managed by the GroundWater Protection Council and Interstate Oil and

Gas Compact Commission, as a means of official state chemical disclosure (https://

fracfocus.org/). The site was created to provide the public access to reported

chemicals used for hydraulic fracturing within their area. A few states have enacted
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Table 4.5 An overview of relevant legislation (Modified from Holloway and Rudd 2013)

S. no. Laws and regulations Applicable phases and protocols

1 Clean Water Act (CWA) Oil and gas operators must obtain a storm

water permit under the CWA for the con-

struction and operation of a well pad and

access road that is one acre or greater. This

act also prohibits the discharge of any pol-

lutant into U.S. waters without a permit.

2 Clean Air Act (CAA) The new regulations issued by the Envi-

ronmental Protection Agency (EPA) under

CAA are intended for operators to control

emissions of volatile organic compounds

(VOCs) from flowback during the hydrau-

lic fracturing process by adopting volatile

organic compound capture techniques

called “green completion” or “reduced

emissions completions”.

3 Endangered Species Act (ESA) Operators must consult with the U.S. Fish

and Wildlife Service and potentially obtain

an incidental “take” permit if their opera-

tions may affect endangered or threatened

species by oil and gas development or the

withdrawal of water from streams

4 Migratory Bird Treaty Act (MBTA) Operators are held strictly liable for any

harm to migratory birds, and must ensure

that maintenance of surface pits or use of

rigs does not attract and harm these birds

5 Emergency Planning and Community

Right-to-Know Act (EPCRA) and Occu-

pational Safety and Health Act (OSHA)

Operators must meet safety requirements in

a myriad of work processes such as work-

ing at heights, tank entry, excavation,

medical surveillance, first aid, and chemi-

cal storage. Operators must also maintain

Material Safety Data Sheets (MSDS) for

certain hazardous chemicals that are stored

on site in threshold quantities

6 Comprehensive Environmental Respon-

sibility, Compensation, and Liability Act

(CERCLA)

Operators must report releases of hazardous

chemicals of threshold quantities and may

potentially be liable for cleaning up spills

7 Resource Conservation and Recovery

Act (RCRA)

Most wastes from hydraulic fracturing and

drilling are exempt from the hazardous

waste disposal restrictions, meaning that

states—not the federal government—have

responsibility for disposal procedures for

the waste

8 Safe Drinking Water Act (SDWA) Hydraulic fracturing operators are exempt

from the SDWA, which requires that enti-

ties that inject substances underground

prevent underground water pollution. The

SDWA applies only to waste from hydrau-

lic fracturing and drilling that is disposed of

in underground injection control wells. If

operators use diesel fuel in hydraulic frac-

turing, however, they are not exempt from

SDWA



provisions that either require or encourage baseline testing of water samples from

water wells within a specified radius from a proposed oil and gas well before an oil

or gas well is drilled or fractured (Hall 2014). Stronger and fully-enforced govern-

ment regulations are needed in many states to ensure sufficient environmental

protection from rapid shale gas developments (Zoback et al. 2010).

7 Summary

This work provides an overview of hydraulic fracturing used to extract shale gas,

potential impact of hydraulic fracturing and shale gas development on groundwater,

an overview of modeling studies and tools to access potential impacts, and regula-

tions related to hydraulic fracturing. The most significant risks related to ground-

water contamination from the development of shale gas are; (1) the excessive

withdrawal of water, (2) gas migration and groundwater contamination due to

faulty well construction, blowouts, (3) contamination by wastewater disposal, and

(4) accidental leaks and spill of wastewater and chemicals used during drilling and

hydraulic fracturing.

• Unconventional natural gas extraction from impermeable geologic formations is

getting momentum in recent years due to advances in horizontal drilling and

hydraulic fracturing.

• The development of shale gas has raised a serious concern about the potential

impact on hydrological cycle due to water withdrawal for hydraulic fracturing

and potential impact on water resources and environments due to use of toxic

substances in hydraulic fracturing fluids.

• In places with limited available water, scientific water balance studies are

necessary to insure water supplies for other needs can be maintained. Different

alternatives of reducing the demand for fresh water for hydraulic fracturing on

local resources is to treat and recycle the flowback and produced water in the

fracturing process, use non-potable groundwater, collect and store of surface

water in impoundments during wet seasons to provide water for the fracturing

operation during dry seasons.

• Maintaining well integrity during both the drilling and operating phases of shale

gas development is a critical, feasible, and cost-effective way to reduce possible

contamination of shallow groundwater.

• Collecting baseline conditions and detailed information of groundwater quality

data prior to initiating hydraulic fracturing is an effective way to evaluate

potential impacts of hydraulic fracturing on groundwater.

• Proper handling of flowback fluids, on-site storage, recycling, reinjection, or

deep-well disposal into a saline aquifer may protect possible contamination of

water resources.
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• Different chemicals used in the hydraulic fracturing fluid should be managed

properly, making sure that it does not spill, leak and contaminate the ground-

water and environment.

• Numerical modeling tools used to analyze flow and transport in the fractured

rock system should be improved by incorporating all major processes involved

in flow and transport in the fractured rock system.

• Stronger, fully-enforced government regulations are needed in many states to

provide sufficient protection against potential impact of hydraulic fracturing and

shale gas development to the environment and shallow groundwater aquifer.
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Chapter 5

Pharmaceuticals and Groundwater
Resources

Matteo D’Alessio and Chittaranjan Ray

Abstract Due to advances in analytical techniques and increasing concerns related

to the potential impact on aquatic and terrestrial organisms, the reported occurrence

of pharmaceutical compounds in groundwater has significantly increased during the

past two decades. This chapter provides an overview of the detection of pharma-

ceutical, life-style, and endocrine disruptor compounds in groundwater from five

geographical areas (Africa, Asia, Central and South America, Europe, and North

America). The occurrence of these compounds has been linked to the four major

sources of contamination: agricultural practices/wastes, landfill, septic tanks, and

wastewater. The concentration of the detected compounds ranged between ng/L

and μg/L. Pharmaceutical compounds, in particular antibiotic and analgesic/anti-

inflammatory, represent the most common group detected in groundwater, regard-

less of the geographic location. Carbamazepine (anticonvulsant), sulfamethoxazole

(antibiotic), and caffeine (life-style) represent the three most common compounds

detected in groundwater. The occurrence of the detected compounds in groundwa-

ter is primarily related to wastewater and/or agricultural practices/wastes. None of

the detected compounds has been linked to all four major sources of contamination.

However, five compounds (ibuprofen, paracetamol, triclosan, caffeine and cotin-

ine) have been linked to three sources of contamination such as wastewater, landfill,

and septic tanks.

1 Introduction

During the last few decades, the reported presence of organic-micropollu-

tants�such as personal care products, household chemicals, and pharmaceutically

active compounds�dramatically increased in the environment (Ternes 1998;

Kolpin et al. 2002; Focazio et al. 2008; Snyder et al. 2008; Benotti et al. 2009;

Luo et al. 2014). The increasing concern associated with these micropollutants was

due to their potential impact on aquatic and terrestrial organisms (Thiele-Bruhn and
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Beck 2005; Madureira et al. 2011) and human health (Boxall 2004; Fent et al. 2006;

Bolong et al. 2009). Most of these studies focused on surface waters, in which the

occurrence of pharmaceutical compounds was more frequent, and occurred at

higher concentrations compared to groundwater (Ternes 1998; Kolpin et al. 2002;

Ashton et al. 2004; Bartelt-Hunt et al. 2009). However, advances in analytical

instrumentation enhanced the ability to detect pharmaceutical compounds at con-

sistently lower concentrations (Richardson and Ternes 2014). As a consequence of

these improvements and public interest over these compounds, the number of

studies investigating the occurrence of these compounds in groundwater drastically

increased over the last two decades (Barnes et al. 2008; Teijon et al. 2010; Estévez

et al. 2012; Lapworth et al. 2012; Meffe and de Bustamante 2014; de Jesus Gaffney

et al. 2015).

The focus of this chapter is to examine the occurrence of pharmaceutical

compounds, life style compounds, and endocrine disruptors exclusively in ground-

water. In contrast with other studies, we investigated not only the occurrence of

these compounds in Europe and the USA but also in Africa, Asia, and Central and

South America. For the purpose of this chapter, pesticides, industrial products, and

industrial by-products are not investigated due to the extensive literature already

available regarding their occurrence in surface and groundwater (Spalding and

Exner 1993; Squillace et al. 1996; Kolpin et al. 1998; H€ohener et al. 2003;

Verstraeten et al. 2003; Gilliom 2007). In this chapter, we first examine the legal

framework related to groundwater protection and prevention of possible contami-

nants such as pharmaceutical compounds; second, we investigate the possible

sources of contaminations and the pathways leading to the occurrence of these

compounds in groundwater based on approximately 100 studies published between

1990 and 2014; third, we identify the most common pharmaceutical compounds

detected in groundwater across the different geographical areas and their potential

source.

2 Legal Framework

Monitoring and protection of groundwater, especially in terms of pharmaceutical

compounds, shows significant discrepancy between the different countries. In the

United States, the Environmental Protection Agency (EPA) promulgated the final

Ground Water Rule (GWR) in 2006 in an attempt to minimize the risk of exposure

to fecal contamination that may occur in public water systems that use ground water

sources (815-F-06-003, USEPA 2006). In addition to bacterial contamination, the

EPA defined the primary standards (NPDRWs) to protect public health by limiting

the levels of contaminants in drinking water. The maximum contaminant level goal

(MCLG, a non-enforceable public health goal) and maximum contaminant level

(MCL, an enforceable standards) are defined for disinfectants (3), disinfection

by-products (4), inorganic chemicals (16), organic chemicals (53), radionuclides
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(4), and microorganisms (7) (http://water.epa.gov/drink/contaminants/#Primary).

In addition to the NPDRWs standard, USEPA has also defined a contaminant

candidate list (CCL), which are known or anticipated to occur in public water

system and may require additional regulations. There are 116 candidates in the

latest CCL, CCL3 2009, including pesticides, disinfection by-products, chemical

used in commerce, waterborne pathogens, pharmaceuticals and biological toxins

(http://www2.epa.gov/ccl/contaminant-candidate-list-3-ccl-3). Among the pharma-

ceutical compounds, nine hormones (17α-estradiol, Equilenin, Equilin, 17-

β-estradiol, estriol, estrone, 17α-ethynyl estradiol, Mestranol, and

19-Norethisterone) and one antibiotic (erythromycin) are included in CCL3.

All the European Union Countries are fully involved in the process of

implementing the principles of the European Water Framework Directive (2000;

2000/60/EC) and the Groundwater Daughter Directive (2006; 2006/118/EC). The

overall goals of these laws are to improve groundwater protection and knowledge,

and achieve effective management of this resource. In addition, the Drinking Water

Directive (1998) defines the limits for a small number of organic micropollutants

including aromatic hydrocarbons, chlorinated solvents and disinfection

by-products. The European Commission (EC 2008) defines the priority substances

directive, while the EC 2011 proposed revision and addition of pharmaceutical

compounds such as ibuprofen, diclofenac, a-ethinyloestradiol, and perfluorooctane

sulfonate.

In Japan, the environmental quality standards (EQS) for groundwater pollution

were issued in 1997 and were further revised during the last decade (Findikakis and

Sato 2011). In the latest version of 2012, 28 hazardous substances including heavy

metals, chlorinated organic compounds and volatile organic carbons, are regulated

(http://www.env.go.jp/en/water/gw/gwp.html). However, pharmaceutical com-

pounds and their potential degradation by-products are not included.

Similar to Japan, Mexico and China do not include pharmaceutical compounds

in their list of targeted compounds for groundwater protection. In Mexico, surface

water and groundwater are required to comply with the 44 physical, chemical and

biological quality parameters established by Mexican law in order to be considered

suitable for human consumption (Félix-Ca~nedo et al. 2013). In China, the Environ-
mental Quality Standard for Groundwater, established in 1993, focused on a limited

number of inorganic salts and heavy metals, two pesticides (BHC and DDT) and

biological parameters (Findikakis and Sato 2011).

3 Sources of Contamination and Pathways

Sources of pharmaceutical compounds in the environment can be classified as:

point-sources and diffuse sources. Figure 5.1 shows the possible sources of con-

tamination, the pathways and the final receptors of pharmaceutical compounds in

the environment.
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Wastewater treatment plants (Ternes and Hirsch 2000; Nakada et al. 2008;

Vulliet and Cren-Olivé 2011; López-Serna et al. 2013; Bradley et al. 2014), poten-

tial leakage from landfills (Holm et al. 1995; Barnes et al. 2004; Buszka et al. 2009)

and septic tanks (Verstraeten et al. 2005; Carrara et al. 2008; Schaider et al. 2014)

represent the most common point-sources, while application of manure and

bio-solids from wastewater treatment plants (Kolodziej et al. 2004; Bartelt-Hunt

et al. 2011; Pinheiro et al. 2013; Zhou et al. 2013), spills (Reddersen et al. 2002),

and urban runoff represent the most common diffuse sources of pharmaceutical

compounds in the environment. Aerial source represents a new possible diffusive-

source of pharmaceutical compounds. According to Hamscher and Hartung (2008),

dust can represent a new route for veterinary compounds to enter the environment.

The occurrence of pharmaceutical compounds in groundwater due to wastewater

reuse or disposal has been well documented in developed countries (i.e., European

Union, United States, and Japan) as well as in developing countries (i.e. China)

(Clara et al. 2004; Vulliet et al. 2008; Kuroda et al. 2012; Zhou et al. 2013). On the

other hand, the presence of these compounds in groundwater due to leakages from

septic tanks and landfills has been reported only in Europe (Holm et al. 1995) and

the United States (Eckel et al. 1993; Swartz et al. 2006; Carrara et al. 2008; Buszka

et al. 2009; Schaider et al. 2014). Even if limited, the studies investigating the

occurrence of pharmaceutical compounds in groundwater due to agricultural prac-

tices are well distributed across the world (Krapac et al. 2004; Hu et al. 2010;

Bartelt-Hunt et al. 2011; Pinheiro et al. 2013).

The origin of point-source pollution can be easily identified and the spatial

distribution can be confined. Point-source pollution is characterized by a high

Fig. 5.1 Sources, pathways and final receptors for pharmaceutical compounds, life-style com-

pounds and endocrine disruptor compounds (Redrawn, sources: Lapworth et al. 2012; Stuart

et al. 2012; Deo and Halden 2013)
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frequency of occurrence, high concentration of the pharmaceutical compounds, and

limited natural attenuation through the soil and subsurface due to reduced contact

time. On the other hand, diffuse pollution originates from less defined sources and

can disperse over broad regions. The concentrations of pharmaceutical compounds

associated with diffuse contamination are usually low but the natural attenuation

through soil and subsurface is usually enhanced by the longer contact time.

This chapter reviews 99 studies that have been published between 1992 and 2014

showing the occurrence of pharmaceutical compounds in groundwater around the

world. Among the 99 studies investigated, 91 (93%) have been published during

the last 14 years and 43 (44%) in the last 4 years. For simplicity, the data presented

are grouped based on the geographical area in which the studies have been

conducted and the type of study. Five distinct geographical areas have been

identified: Africa, Asia, Central and South America, Europe, and North America

(Canada and USA). There is a significant disparity in terms of the number of studies

conducted within each geographical area. Of the 99 studies investigated, a majority

(78) have been conducted in Europe (52) and North America (36), while only

11 studies in the remaining three areas (7 in Asia, 2 in Central and South America,

and 2 in Africa) (Fig. 5.2). Among the European countries, most of the studies have

been conducted in Germany (28), France (7), Spain (5) and the UK (4). The studies

have been further divided as research studies (75) and survey-reviews (23).

The research studies have been subsequently divided into four groups based on

the potential source of contamination. Three point-source contaminations (landfill,

septic tanks, and wastewater), and one diffuse source (agricultural practices and

wastes) have been identified. A total of 56 studies have been related to wastewater,

12 to agricultural practices, 4 to landfills and 4 to septic tanks. The frequency of the

four most common sources of contamination varies among the different regions

(Fig. 5.3).

In Africa, the only two studies available are a survey conducted in Zambia

(Sorensen et al. 2014) and a field study conducted in Tunisia (Cary et al. 2013); of

the 2 studies available for Central and South America, one is a survey conducted in

Mexico (Félix-Ca~nedo et al. 2013) while the other was conducted in Brazil and has
been related to the detection of veterinary antibiotics and hormones in groundwater

from the application of a pig slurry (Pinheiro et al. 2013). Among the 7 studies

investigating the occurrence of pharmaceuticals in Asia, 5 are related to wastewater

and 2 to agricultural practices. Wastewater has been the primary source of contam-

ination investigated in Europe. Among the 52 studies conducted in Europe,

38 focused on wastewater, 13 on survey-review, and only one is related to leakage

from a landfill. In North America, the distribution of 36 for the four major sources

of contamination include 12 relating to wastewater, 9 to agricultural practices and

wastes, 8 to surveys-reviews, 4 to the investigation of leaching from septic tanks

and 3 to leaching from a landfill.
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1 (a)
1 (b)

2 (c)

5 (d)

1 (e) 1 (f) 1 (g)

38 (h)

13 (i)

9 (j)
3 (k)

4 (l)
12 (m)

8 (n)

Africa: Survey (a) Africa: WW (b)
Asia: Agriculture (c) Asia: WW (d)
Central South America: Agriculture (e) Central South America: Survey and review (f)
Europe: Landfill (g) Europe: WW (h)
Europe: Survey and review (i) North America: Agriculture (j)
North America: Landfill (k) North America: Septic tanks (l)
North America: WW (m) North America: Survey and review (n)

Fig. 5.3 Distribution of studies among the five geographical areas identified based on the

potential source of contamination [WW ¼ wastewater]

2 (a)

7 (b) 
2 (c)

53 (d)

36 (e)

Africa (a)
Asia (b)
Central South America (c)
Europe (d)
North America (e)

Fig. 5.2 Distribution of the

99 studies reporting the

presence of pharmaceutical

compounds, life-style

compounds and endocrine

disruptor compounds

among the five geographical

areas identified
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4 Pharmaceutical Compounds Investigated and Their
Occurrence Across the World

In the context of this chapter, pharmaceuticals have been divided into three groups:

pharmaceutical, life-style and endocrine disruptor compounds. Due to the extensive

literature available, pesticides and industrial additives and by-products are not

included.

Pharmaceutical compounds include a large group of compounds such as antibi-

otic, analgesic and anti-inflammatory, anticonvulsant, cardiovascular drug, and

insect repellent. These compounds have been detected in groundwater at concen-

trations up to a few μg/L (Barnes et al. 2008 Watanabe et al. 2008; Fang et al. 2012;

Jiang et al. 2014).

The life-style group primarily includes compounds acting on the central nervous

system (CNS stimulant) and artificial sweeteners. Caffeine and cotinine, breakdown

product of nicotine, represent the most common life-style compounds and they have

been frequently detected in wastewater effluents, and consequently in groundwater

(Seiler et al. 1999; Nakada et al. 2008; Fram and Belitz 2011; Reh et al. 2013; Stuart

et al. 2014). Artificial sweeteners, common in developed countries, can be used as a

tracer of human wastewater (Engelhardt et al. 2011; Wolf et al. 2012), including in

urban settings with complex hydrology (Van Stempvoort et al. 2011).

The endocrine disruptor group occurs naturally and are synthetically produced

for use in oral contraceptives and hormonal therapy as well as human antibiotics

and in veterinary treatment of domestic and farm animals (Wise et al. 2011).

Estrone, the breakdown product of 17β�estradiol, has been frequently identified

(Kolodziej et al. 2004; Loos et al. 2010; Vulliet and Cren-Olivé 2011).

The pharmaceutical group represents the largest group of compounds detected in

groundwater around the world, followed by life-style and endocrine disruptors

(Fig. 5.4).

4.1 Africa

As shown in Fig. 5.2 there is a lack of studies investigating the occurrence of

pharmaceutical compounds in groundwater in Africa. Few studies have investi-

gated the occurrence of trace elements (Chinyem 2013), bacteria (Bello

et al. 2013a, b) and pesticides (Achagra et al. 2013; Fekkoul et al. 2013) in

groundwater. The only studies investigating the occurrence of emerging contami-

nants have been conducted in a monitoring study in Zambia (Sorensen et al. 2014)

and in a field study in Tunisia (Cary et al. 2013). Two pharmaceutical compounds,

triclosan (antiseptic) and N,N-Diethyl-m-toluamide (DEET) (insect repellent), and

one life-style compounds (caffeine) were identified in Zambia (Sorensen

et al. 2014), while carbamazepine was identified in Tunisia (Cary et al. 2013)

(Fig. 5.5).
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Among the three compounds identified in Zambia, DEET has been detected

more frequently (37 times) and at higher concentration (�1.8 ng/L) compared to

triclosan (6 times, �0.03 ng/L) and caffeine (once, 0.17 ng/L). This study has also

revealed the absence of other life-style compounds, and pharmaceutical compounds

that are commonly detected in developing countries (Sorensen et al. 2014). In

Tunisia, the occurrence and variability of carbamazepine in groundwater (ranging

between below the analytical detection limit to 910 ng/L) was related to the quality

of the treated wastewater impacting the field site (Cary et al. 2013).

Fig. 5.4 Distribution of pharmaceutical compounds, life-style compounds, and endocrine

disruptors in ground water samples in the five geographical areas investigated

25 (a)

25 (b)25 (c)

25 (d)

Anticonvulsant (a)
Antiseptic (b)
Insect repellent (c)
Life-style compounds (CNS stimulant) (d)

Fig. 5.5 Occurrence (%) of

compounds detected in

groundwater samples

collected in Africa (number

of compounds detected¼ 4)

108 M. D’Alessio and C. Ray



4.2 Central and South America

Similar to Africa, a limited number of studies are also available for Central and

South America. Five compounds (three pharmaceutical and two endocrine

disruptors) have been identified in the two studies conducted in Mexico (Félix-

Ca~nedo et al. 2013) and in Brazil (Pinheiro et al. 2013) (Fig. 5.6; Table 5.1).

Salicyclic acid (analgesic/anti-inflammatory), sulfadimidine (antibiotic), and

triclosan (antibiotic) are the three pharmaceutical compounds detected (Félix-

Ca~nedo et al. 2013; Pinheiro et al. 2013), while estrone and 17β-estradiol are the

two endocrine disruptors identified (Pinheiro et al. 2013) (Table 5.1). The occur-

rence of the two endocrine disruptors as well as of sulfadimidine has been related to

the application of pig slurry to the soil (Pinheiro et al. 2013). Salicylic acid and

triclosan have been commonly detected at concentrations ranging between 1 and

464 ng/L in a survey conducted in Mexico City (Félix-Ca~nedo et al. 2013).

4.3 Asia

Pharmaceutical compounds were reported only in the groundwater of the Asian

countries China, Japan, and Israel. Twenty-four compounds were identified, which

include 23 pharmaceutical and one life-style compound (caffeine). The current

literature does not report the occurrence of endocrine disruptor compounds

(Fig. 5.7).

Antibiotic (16) and analgesic/anti-inflammatory (3) represent the two most

common detected classes of pharmaceutical compounds. In particular, the most

common compounds identified include (Fig. 5.8) two antibiotics, sulfamethoxazole

(Hu et al. 2010; Zhou et al. 2013; Jiang et al. 2014), and tetracycline (Hu et al. 2010;

20 (a) 

20 (b)

20 (c)

40 (d)

Analgesics/Anti-inflammatories (a)

Antibiotic (b)

Antiseptic (c)

Endocrine disruptors (d)

Fig. 5.6 Occurrence (%) of

compounds detected in

groundwater samples

collected in Central and

South America (number of

compounds identified¼ 5)
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Chen et al. 2011; Jiang et al. 2014), and one anticonvulsant, carbamazepine

(Nakada et al. 2008; Gasser et al. 2010; Kuroda et al. 2012).

The majority of the compounds (14) have been reported in a single study.

Wastewater and agricultural practices are the only two sources of contamination

investigated. The occurrence of seven antibiotics has been related to agricultural

practices and wastewater, while the occurrence of the remaining compounds has

only been related to wastewater (Table 5.2). Tetracyclines, including oxytetracy-

cline, tetracycline, and chlortetracycline, and crotamiton have showed the highest

Table 5.1 Compounds, with relative pharmacological class, source, number of studies conducted

and reference, detected in groundwater in Central and South America

Compound Class References Source

Number of

studies

Pharmaceuticals

Salicylic acid Analgesics/anti-inflamma-

tories byproducts

Félix-Ca~nedo
et al. (2013)

Review 1

Sulfadimidine Antibiotic Pinheiro

et al. (2013)

Manure 1

Triclosan Antiseptic Félix-Ca~nedo
et al. (2013)

Review 1

Endocrine disruptors

Estrone Pinheiro

et al. (2013)

Manure 1

17b-Estradiol Pinheiro

et al. (2013)

Manure 1

67 (a)13 (b)

4 (c)
4 (d)

4 (e) 4 (f) 4 (g)

Antibiotic (a)
Analgesics/Anti-inflammatories (b)
Anticonvulsant (c)
Scabicidal and antipruritic agent (d)
Antiseptic (e)
Insect repellents (f)
Life-style compounds (CNS stimulant) (g)

Fig. 5.7 Occurrence (%) of

compounds detected in

groundwater samples

collected in Asia (number of

compounds identified¼ 24)
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concentrations in groundwater (ranging between 1 and 47 μg/L) (Kuroda

et al. 2012; Jiang et al. 2014). The remaining compounds have been detected at

lower concentrations (<200 ng/L) (Nakada et al. 2008; Chen et al. 2011; Kuroda

et al. 2012; Zhou et al. 2013; Jiang et al. 2014).

4.4 North America

In North America, 86 compounds have been reported. Pharmaceutical compounds

are the most abundant (67), followed by life-style compounds (10), and endocrine

disruptors (9). Among the pharmaceutical compounds, antibiotic (18), analgesic/

anti-inflammatory (12), anticonvulsant (12), and compounds acting as central

nervous system depressant (8) represent the most common groups (Fig. 5.9).

Sulfamethoxazole (antibiotic) has been detected ten times, carbamazepine (anti-

convulsant), and caffeine (life-style compound) have been detected nine times, and

represent the most common compounds detected in groundwater in North America

(Fig. 5.10).

Wastewater and agricultural practices represent the two most common sources

of groundwater contamination in North America. Among the 86 compounds

detected, 5 (ibuprofen, paracetamol, triclosan, caffeine and cotinine) share 3 sources

of contaminations, 14 share two sources of contamination, and the remaining 67 has

been related to one single source of contamination (Table 5.3). None of the

compounds detected share the four sources of contaminations.
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Fig. 5.8 Most common compounds detected in groundwater in Asia
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Table 5.2 Compounds, with relative pharmacological class, source, number of studies conducted

and reference, detected in groundwater in Asia

Compound Class References Source

Number

of

studies

Pharmaceuticals

Sulfamethoxazole Antibiotic Hu et al. (2010),

Jiang et al. (2014),

Zhou et al. (2013)

Manure,

WW

3

Tetracycline Antibiotic Hu et al. (2010),

Chen et al. (2011),

Jiang et al. (2014)

Manure,

WW

3

Trimethoprim Antibiotic Chen et al. (2011),

Jiang et al. (2014)

Manure,

WW

2

Ciprofloxacin Antibiotic Hu et al. (2010),

Jiang et al. (2014)

Manure,

WW

2

Oxytetracycline Antibiotic Chen et al. (2011),

Jiang et al. (2014)

Manure,

WW

2

Sulfadiazine Antibiotic Chen et al. (2011),

Jiang et al. (2014)

Manure,

WW

2

Sulfamethazine Antibiotic Chen et al. (2011),

Zhou et al. (2013)

Manure,

WW

2

Norfloxacin Antibiotic Jiang et al. (2014) WW 1

Chloramphenicol Antibiotic Hu et al. (2010) Manure 1

Chlortetracycline Antibiotic Jiang et al. (2014) WW 1

Enrofloxacin Antibiotic Jiang et al. (2014) WW 1

Lincomycin Antibiotic Hu et al. (2010) Manure 1

Ofloxacin Antibiotic Jiang et al. (2014) WW 1

Roxithromycin Antibiotic Jiang et al. (2014) WW 1

Sulfamonomethoxine Antibiotic Zhou et al. (2013) Manure 1

Sulfadoxine Antibiotic Hu et al. (2010) Manure 1

Propyphenazone Analgesics/anti-

inflammatories

Kuroda et al. (2012) WW 1

Ethenzamide Analgesics/anti-

inflammatories

Kuroda et al. (2012) WW 1

Salicylic acid Analgesics/anti-

inflammatories

byproducts

Chen et al. (2011) WW 1

Carbamazepine Anticonvulsant Nakada et al. (2008),

Kuroda et al. (2012),

Gasser et al. (2010)

WW 3

Crotamiton Scabicidal and

antipruritic agent

Nakada et al. (2008),

Kuroda et al. (2012)

WW 2

Triclosan Antiseptic Chen et al. (2011) WW 1

Diethyltoluamide Insect repellents Kuroda et al. (2012) WW 1

Life-style compounds

Caffeine CNS stimulant Nakada et al. (2008),

Kuroda et al. (2012)

WW 2
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Concentrations of detected compounds range between ng/L and μg/L (Snyder

et al. 2004; Barnes et al. 2008; Gottschall et al. 2011; Fang et al. 2012). Gemfibro-

zil, ibuprofen, sulfamethazine, lincomycin, and acetaminophen show the highest

concentrations among the identified compounds ranging between 1.9 and 6.8 μg/L
(Barnes et al. 2008; Watanabe et al. 2010; Fang et al. 2012; Deo and Halden 2013).

4.5 Europe

Europe provides the largest number of compounds detected in groundwater. Among

the 169 compounds detected, pharmaceuticals are the most abundant (144),

followed by endocrine disruptors (13), and life-style (12). Among the pharmaceu-

tical compounds, antibiotic (37), analgesic/anti-inflammatory (24), anticonvulsant

(18), and the cardiovascular drug (17) represents the most common groups

(Fig. 5.11).

An anticonvulsant (carbamazepine), an antibiotic (sulfamethoxazole), and two

analgesic/anti-inflammatory drug (diclofenac and ibuprofen) were the most com-

monly detected compounds in groundwater in Europe (Fig. 5.12).

Wastewater represented the major source of contamination in Europe. Among

the 52 studies investigated, only one (Holm et al. 1995) studied the occurrence of

these compounds in groundwater due to the possible leaching from a landfill

(Table 5.4).

21 (a)

14 (b)

10 (c)
9 (d)5 (e)

5 (f)
5 (g)

1 (h)
1 (i)
1 (j)
1 (k)
1 (l)
1 (m)
1 (n)

1 (o)
1 (p)

7 (q)
5 (r) 10 (s)

Antibiotic (a) Analgesics/Anti-inflammatories (b)
Anticonvulsant (c) CNS depressant (d)
Cardiovascular drug (e) Lipid regulator (f)
Histamine H1 and H2 receptor antagonists (g) Antisceptic (h)
Insect repellent (i) Anticoagulant (j)
Anesthetic (k) Antifungal agent (l)
Antiviral (m) Decongestant (n)
Sunscreen (o) X-ray contrast media (p)
Life-style compounds (CNS stimulant) (q) Life-style compounds (sweetner) (r)
Endocrine disruptors (s)

Fig. 5.9 Occurrence (%) of compounds detected in groundwater samples collected in North

America (number of compounds identified¼ 86)
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In most of the studies, the concentration of the pharmaceutical compounds, as

well as life-style and endocrine disruptor, were found to be below a few ng/L

(Rabiet et al. 2006; Maskaoui and Zhou 2010; Wolf et al. 2012; López-Serna

et al. 2013). However, concentrations higher than 1 μg/L were often detected in

groundwater (Kreuzinger et al. 2004; Wolf et al. 2012; Reh et al. 2013; Meffe and

de Bustamante 2014).

5 Conclusion

The occurrence of pharmaceutical life-style, and endocrine disruptor compounds

has been reported during the past two decades around the world. There is a clear

discrepancy regarding the number of studies conducted to investigate the presence

of these compounds in groundwater among the five different geographical regions

as well as the potential sources of contamination. The majority of the studies have

been conducted in Europe and only relate to wastewater. In North America, the

studies are more distributed among the four potential sources of contamination. In

Asia, the only studies available are conducted in China, Japan, and Israel, and are
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Table 5.3 Compounds, with relative pharmacological class, source, number of studies conducted

and reference, detected in groundwater in North America

Compound Class References Source

Number

of

studies

Pharmaceuticals

Sulfamethoxazole Antibiotic Lindsey et al. (2001),

Hinkle et al. (2005),

Verstraeten et al. (2005),

Miller and Meek (2006),

Barnes et al. (2008),

Godfrey et al. (2009),

Watanabe et al. (2010),

Fram and Belitz (2011),

Bradley et al. (2014),

Schaider et al. (2014)

Review,

WW,

septic

tanks

10

Sulfamethazine Antibiotic Batt et al. (2006), Barnes

et al. (2008), Watanabe

et al. (2010), Bartelt-

Hunt et al. (2011)

Manure,

review

4

Lincomycin Antibiotic Barnes et al. (2004),

Barnes et al. (2008),

Watanabe et al. (2010),

Bartelt-Hunt et al. (2011)

Landfill,

review,

manure

4

Trimethoprim Antibiotic Verstraeten et al. (2005),

Fram and Belitz (2011),

Bradley et al. (2014),

Schaider et al. (2014)

Septic

tanks,

WW,

review

4

Erythromycin Antibiotic Verstraeten et al. (2005),

Bartelt-Hunt et al. (2011)

Manure,

septic

tanks

2

Monensin Antibiotic Watanabe et al. (2008),

Bartelt-Hunt et al. (2011)

Manure 2

Oxytetracycline Antibiotic Krapac et al. (2004),

Mackie et al. (2006)

Manure 2

Sulfadimethoxine Antibiotic Batt et al. (2006),

Watanabe et al. (2010)

Manure 2

Tetracycline Antibiotic Krapac et al. (2004),

Monteiro and Boxall

(2010)

Manure,

review

2

Anhydrotetracycline Antibiotic Krapac et al. (2004) Manure 1

Anhydrochlortetracycline Antibiotic Krapac et al. (2004) Manure 1

Beta-Apooxytetracycline Antibiotic Krapac et al. (2004) Manure 1

Ciprofloxacin Antibiotic Karnjanapiboonwong

et al. (2011)

WW 1

Sulfamerazine Antibiotic Bartelt-Hunt et al. (2011) Manure 1

Sulfamethizole Antibiotic Schaider et al. (2014) Septic

tanks

1

Sulfathiazole Antibiotic Bartelt-Hunt et al. (2011) Manure 1

(continued)
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Table 5.3 (continued)

Compound Class References Source

Number

of

studies

Tylosin Antibiotic Watanabe et al. (2010) Manure 1

Triclocarban Antibiotic Gottschall et al. (2011) Review 1

Ibuprofen Analgesics/anti-

inflammatories

Drewes et al. (2003),

Verstraeten et al. (2005),

Miller and Meek (2006),

Carrara et al. (2008),

Barnes et al. (2008),

Buszka et al. (2009),

Gottschall et al. (2011)

Septic

tanks,

WW,

review,

landfill

7

Paracetamol Analgesics/anti-

inflammatories

Snyder et al. (2004),

Hinkle et al. (2005),

Verstraeten et al. (2005),

Barnes et al. (2008),

Buszka et al. (2009),

Katz et al. (2009)

Review,

WW,

septic

tanks,

landfill

6

Diclofenac Analgesics/anti-

inflammatories

Drewes et al. (2002),

Miller and Meek (2006),

Carrara et al. (2008)

Septic

tanks,

WW,

review

3

Compound Class References Source Number
of
studies

Naproxen Analgesics/anti-

inflammatories

Drewes et al. (2003),

Miller and Meek (2006),

Carrara et al. (2008)

WW,

septic

tanks,

review

3

Antipyrine Analgesics/anti-

inflammatories

Bradley et al. (2014),

Schaider et al. (2014)

Septic

tanks,

WW

2

Acetaminophen Analgesics/anti-

inflammatories

Fram and Belitz (2011),

Bradley et al. (2014)

Review,

WW

2

Codeine Analgesics/anti-

inflammatories

Verstraeten et al. (2005),

Fram and Belitz (2011)

Review,

septic

tanks

2

Indomethacin Analgesics/anti-

inflammatories

Carrara et al. (2008) Septic

tanks

1

Ketoprofen Analgesics/anti-

inflammatories

Carrara et al. (2008) Septic

tanks

1

Propyphenazone Analgesics/anti-

inflammatories

Drewes et al. (2003) WW 1

Salicylic acid Analgesics/anti-

inflammatories

byproducts

Carrara et al. (2008) Septic

tanks

1

Tramadol Analgesics/anti-

inflammatories

Bradley et al. (2014) WW 1
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Table 5.3 (continued)

Compound Class References Source

Number

of

studies

Carbamazepine Anticonvulsant Seiler et al. (1999),

Drewes et al. (2003),

Snyder et al. (2004),

Miller and Meek (2006),

Katz et al. (2009),

Godfrey et al. (2009),

Fram and Belitz (2011),

Bradley et al. (2014),

Schaider et al. (2014)

WW;

review;

septic

tanks

9

Phenytoin Anticonvulsalnt Miller and Meek (2006),

Bradley et al. (2014),

Schaider et al. (2014)

Review,

WW,

septic

tanks

3

Fluoxetine Anticonvulsant Barnes et al. (2008),

Katz et al. (2009)

WW,

review

2

Bupropion Anticonvulsant Bradley et al. (2014) WW 1

Citalopram Anticonvulsant Bradley et al. (2014) WW 1

Desvenlafaxine Anticonvulsant

byproduct

Bradley et al. (2014) WW 1

Diazepam Anticonvulsant Bradley et al. (2014) WW 1

O-desmethyl venlafaxine Anticonvulsant Gottschall et al. (2011) 1

Venlafaxine Anticonvulsant Bradley et al. (2014) WW 1

Carisoprodol CNS depressant Bradley et al. (2014) WW 1

Meprobamate CNS depressant Snyder et al. (2004),

Barnes et al. (2008),

Schaider et al. (2014),

Bradley et al. (2014)

Review;

septic

tanks

3

Methocarbamol CNS depressant Bradley et al. (2014) WW 1

Metaxalone CNS depressant Bradley et al. (2014) WW 1

Pentobarbital CNS depressant Eckel et al. (1993) Landfill 4

Primidone CNS depressant Drewes et al. (2003),

Hinkle et al. (2005),

Zhao et al. (2011)

WW 3

Promethazine CNS depressant Bradley et al. (2014) WW 1

Temazepam CNS depressant Bradley et al. (2014) WW 1

Atenolol Cardiovascular

drug

Bradley et al. (2014),

Schaider et al. (2014)

Septic

tanks,

WW

2

Compound Class References Source Number
of
studies

Dehydronifedipine Cardiovascular

drug

Verstraeten et al. (2005),

Barnes et al. (2008)

Septic

tanks;

review

1

(continued)
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Table 5.3 (continued)

Compound Class References Source

Number

of

studies

Diltiazem Cardiovascular

drug

Barnes et al. (2008) Review 1

Metoprolol Cardiovascular

drug

Bradley et al. (2014) WW 1

Gemfibrozil Lipid

regulating

Carrara et al. (2008),

Fang et al. (2012),

Schaider et al. (2014)

Septic

tanks;

review

3

Glyburide Lipid regulator Bradley et al. (2014) WW 1

Metformin Lipid regulator Bradley et al. (2014) WW 1

Clofibric acid Lipid regulator Drewes et al. (2002) WW 1

Ranitidine Histamine H1

and H2 receptor

antagonists

Bradley et al. (2014) WW 1

Diphenhydramine Histamine H1

and H2 receptor

antagonists

Bradley et al. (2014) WW 1

Famotidine Histamine H1

and H2 receptor

antagonists

Bradley et al. (2014) WW 1

Fexofenadine Histamine H1

and H2 receptor

antagonists

Bradley et al. (2014) WW 1

Triclosan Antiseptic Barnes et al. (2004),

Godfrey et al. (2009),

Carrara et al. (2008),

Fram and Belitz (2011),

Karnjanapiboonwong

et al. (2011)

Septic

tanks,

landfill,

WW,

review

5

N,N-Diethyl-m-toluamide

(DEET)

Insect repellent Hinkle et al. (2005),

Barnes et al. (2008)

WW,

review

2

Warfarin Anticoagulant Verstraeten et al. (2005),

Bradley et al. (2014)

Septic

tanks,

WW

2

Lidocaine Anesthetic Bradley et al. (2014) WW 1

Fluconazole Antifungal

agent

Bradley et al. (2014) WW 1

Acyclovir Antiviral Bradley et al. (2014) WW 1

Pseudoephedrine Decongestant Bradley et al. (2014) WW 1

Oxybenzone Sunscreen Snyder et al. (2004),

Miller and Meek (2006)

Review 2

Life-style compounds

Caffeine CNS stimulant Seiler et al. (1999),

Hinkle et al. (2005),

Verstraeten et al. (2005),

Swartz et al. (2006),

Barnes et al. (2008),

Buszka et al. (2009),

Katz et al. (2009), Fram

and Belitz (2011), Brad-

ley et al. (2014)

WW,

landfill,

review,

septic

tanks

9
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Table 5.3 (continued)

Compound Class References Source

Number

of

studies

Cotinine CNS stimulant Barnes et al. (2004),

Verstraeten et al. (2005),

Buszka et al. (2009),

Bradley et al. (2014)

Landfill,

septic

tanks,

WW

4

1,7-dimethylxanthine CNS stimulant

byproducts

Verstraeten et al. (2005),

Barnes et al. (2008),

Buszka et al. (2009)

Septic

tanks,

review,

landfill

3

Nicotine CNS stimulant Godfrey et al. (2009),

Bradley et al. (2014)

WW 2

Paraxanthine CNS stimulant Swartz et al. (2006) Septic

tanks

1

p-Xanthine CNS stimulant

byproduct

Fram and Belitz (2011) Review 1

Compound Class References Source Number
of
studies

Acesulfame Sweetener Van Stempvoort

et al. (2011)

WW 1

Saccharin Sweetener Van Stempvoort

et al. (2011)

WW 1

Sucralose Sweetener Van Stempvoort

et al. (2011)

WW 1

Cyclamate Sweetner Van Stempvoort

et al. (2011)

WW 1

Endocrine disruptors

Estrone Kolodziej et al. (2004),

Swartz et al. (2006)

Septic

tanks,

manure

2

17b-Estradiol Mansell and Drewes

(2004), Swartz

et al. (2006)

WW,

septic

tanks

2

Cholesterol Barnes et al. (2004),
Barnes et al. (2008)

Landfill,

review

2

Coprostanol Barnes et al. (2004),

Barnes et al. (2008)

Landfill,

review

2

Oestriol Miller and Meek (2006) Review 1

Oestrone Miller and Meek (2006) Review 1

Testosterone Kolodziej et al. (2004) Manure 1

Stigmastanol Barnes et al. (2004) Landfill 1

17-α-ethinylestradiol Karnjanapiboonwong

et al. (2011)

WW 1
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focused on wastewater and agricultural practices. No studies, and consequently no

data are available for many developing Asian countries, in which poor waste

disposal practices occur (AECOM 2010), leading to a high risk of groundwater
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Fig. 5.11 Occurrence (%) of compounds detected in groundwater samples collected in Europe

(number of compounds identified¼ 168)
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Table 5.4 Compounds, with relative pharmacological class, source, number of studies conducted

and reference, detected in groundwater in Europe

Compound Class References Source

Number

of

studies

Pharmaceuticals

Sulfamethoxazole Antibiotic Hirsch

et al. (1999),

Sacher

et al. (2001),

Schmidt

et al. (2003),

Bruchet

et al. (2005),

Ternes

et al. (2007),

Tracol and

Duchemin

(2009), Loos

et al. (2010),

NAQUA (2009),

Maskaoui and

Zhou (2010),

Teijon

et al. (2010),

Vulliet and Cren

Olivé (2011), de

Jesus Gaffney

et al. (2015),

Cabeza

et al. (2012), Reh

et al. (2013),

Lόpez-Serna
et al. (2013),

Meffe and de

Bustamante

(2014)

WW,

review

16

Sulfamethazine Antibiotic Hirsch

et al. (1999),

NAQUA (2009),

Teijon

et al. (2010),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013), de

Jesus Gaffney

et al. (2015)

Review,

WW

6

Erythromycin Antibiotic Sacher

et al. (2001),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013), de

Jesus Gaffney

et al. (2015)

Review,

WW

5

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Ofloxacin Antibiotic Teijon

et al. (2010),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013)

WW 3

Roxithromycin Antibiotic Vulliet and Cren

Olivé (2011),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW 3

Sulfapyridine Antibiotic Teijon

et al. (2010),

Cabeza

et al. (2012), de

Jesus Gaffney

et al. (2015)

WW,

review

3

Trimethoprim Antibiotic Vulliet and Cren

Olivé (2011),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW 3

Ciprofloxacin Antibiotic Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013)

WW 2

Clarithromycin Antibiotic Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW 2

Doxycycline Antibiotic Faille (2010),

Lόpez-Serna
et al. (2013)

Review,

WW

2

Enoxacin Antibiotic NAQUA (2009),

Lόpez-Serna
et al. (2013)

WW 2

Josamycin Antibiotic Lόpez-Serna
et al. (2013),

Meffe and de

Bustamante

(2014)

WW,

review

2

Tylosin Antibiotic Lόpez-Serna
et al. (2013),

Meffe and de

Bustamante

(2014)

WW 2

Anhydroerythromycin Antibiotic byproduct Lόpez-Serna
et al. (2013)

WW 1

Azithromycin Antibiotics Lόpez-Serna
et al. (2013)

WW 1

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Chlortetracycline Antibiotic Lόpez-Serna
et al. (2013)

WW 1

Danofloxacin Antibiotic Lόpez-Serna
et al. (2013)

WW 1

Dimetridazole Antibiotic Stuart

et al. (2011)

Review 1

N-acetyl-sulfadiazine Antibiotic byproduct Lόpez-Serna
et al. (2013)

WW 1

Desamino-SMX Antibiotic Reh et al. (2013) WW 1

Enrofloxacin Antibiotic Lόpez-Serna
et al. (2013)

WW 1

Flumequine Antibiotic Lόpez-Serna
et al. (2013)

WW 1

Metronidazole Antibiotic Lόpez-Serna
et al. (2013)

WW 1

Nifuroxazide Antibiotic Estevez

et al. (2012)

WW 1

N-acetyl-

sulfamethoxazole

Antibiotic byproduct Lόpez-Serna
et al. (2013)

WW 1

Norfloxacin Antibiotic NAQUA (2009),

Lόpez-Serna
et al. (2013)

WW 2

Oxytetracycline Antibiotic Lόpez-Serna
et al. (2013)

WW 1

Albendazole Antibiotic Petrovı́c

et al. (2014)

Review 1

Compound Class References Source Number
of
studies

Spiramycin Antibiotic Lόpez-Serna
et al. (2013)

WW‘ 1

Sulfadiazine Sulfonamide antibiotic NAQUA (2009),

Lόpez-Serna
et al. (2013), de

Jesus Gaffney

et al. (2015)

WW,

review

3

Sulfadimethoxine Antibiotic Meffe and de

Bustamante

(2014)

WW 1

Sulfamethizole Antibiotic Meffe and de

Bustamante

(2014)

WW 1

Sulfanilamide Antibiotic Holm

et al. (1995)

Landfill 1

Sulfanilic acid Antibiotic Holm

et al. (1995)

Landfill 1

Tetracycline Antibiotic Lόpez-Serna
et al. (2013)

WW 1

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Tilmicosin Antibiotic Lόpez-Serna
et al. (2013)

WW 1

4-Nitro-SMX Antibiotic Reh et al. (2013) WW 1

Diclofenac Analgesics/anti-

inflammatories

Sacher

et al. (2001),

Heberer (2002),

Heberer

et al. (2004),

Ellis (2006),

Rabiet

et al. (2006),

Einsiedl

et al. (2010),

Faille (2010),

Loos

et al. (2010),

Maskaoui and

Zhou (2010),

Teijon

et al. (2010),

Vulliet and Cren

Olivé (2011),

Cabeza

et al. (2012),

Wolf

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

Review,

WW

15

Ibuprofen Analgesics/anti-

inflammatories

Heberer

et al. (1997),

Heberer (2002),

Rabiet

et al. (2006),

Ellis (2006),

Einsiedl

et al. (2010),

Faille (2010),

Loos

et al. (2010),

Makris and

Snyder (2010),

Teijon

et al. (2010),

Stuart

et al. (2011),

Wolf

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013),

Petrovı́c

et al. (2014)

Review,

WW

14

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Ketoprofen Analgesics/anti-

inflammatories

Heberer

et al. (1997),

Heberer (2002),

Rabiet

et al. (2006),

Faille (2010),

Loos

et al. (2010),

Vulliet and Cren

Olivé (2011),

Lόpez-Serna
et al. (2013)

Review,

WW

7

Phenazone Analgesics/anti-

inflammatories

Heberer

et al. (1997),

Sacher

et al. (2001),

Reddersen

et al. (2002),

Maeng

et al. (2010),

Lόpez-Serna
et al. (2013), Reh

et al. (2013),

Petrovı́c

et al. (2014)

WW,

Spill

7

Propyphenazone Analgesics/anti-

inflammatories

Heberer (2002),

Reddersen

et al. (2002),

Heberer

et al. (2004),

Maeng

et al. (2010),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013),

Petrovı́c

et al. (2014)

Spill,

WW

7

Salicylic acid Analgesics/anti-

inflammatories

byproducts

Heberer (2002),

Togola and

Budzinski

(2007), Faille

(2010), Vulliet

and Cren Olivé

(2011), Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013),

Petrovı́c

et al. (2014)

Review;

WW

7

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Naproxen Analgesics/anti-

inflammatories

Rabiet

et al. (2006),

Teijon

et al. (2010),

Vulliet and Cren

Olivé (2011),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013),

Petrovı́c

et al. (2014)

Review,

WW

6

Acetaminophen Analgesic—anti-

inflammatory

Vulliet and Cren

Olivé (2011),

Lόpez-Serna
et al. (2013), de

Jesus Gaffney

et al. (2015)

Review;

WW

3

AMDOPH Analgesic—anti-

inflammatory

Reddersen

et al. (2002),

Heberer

et al. (2004),

Maeng

et al. (2010)

Spill 3

Paracetamol Analgesics/anti-

inflammatories

Rabiet

et al. (2006),

Faille (2010),

Reh et al. (2013)

Review,

WW

3

Acetylsalicylic acid Analgesics/anti-

inflammatories

Rabiet

et al. (2006),

Tracol and

Duchemin (2009)

WW 2

Codeine Analgesics/anti-

inflammatories

Teijon

et al. (2010),

Lόpez-Serna
et al. (2013)

WW 2

Indomethacin Analgesics/anti-

inflammatories

Maskaoui and

Zhou (2010),

Lόpez-Serna
et al. (2013)

WW 2

Compound Class References Source Number
of
studies

N-methyl phenacetin Analgesics/anti-

inflammatories

Heberer

et al. (1997),

Heberer (2002)

2
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Antipyrine Analgesics/anti-

inflammatories

Cabeza

et al. (2012)

WW 1

Atorvastatin Analgesics/anti-

inflammatories

Lόpez-Serna
et al. (2013)

WW 1

Dimethylaminophenazone Analgesics/anti-

inflammatories

Reddersen

et al. (2002)

Spill 1

Gabapentin Analgesics/anti-

inflammatories

Stuart

et al. (2014)

Review 1

Mefenamic acid Analgesics/anti-

inflammatories

Lόpez-Serna
et al. (2013)

WW 1

N-acetyl-4-amino-

antipiryne

Analgesics/anti-

inflammatories

Teijon

et al. (2010),

Cabeza

et al. (2012)

WW 2

N-formyl-4-amino-

antipiryne

Teijon

et al. (2010),

Cabeza

et al. (2012)

WW 2

Phenylbutazone Analgesics/anti-

inflammatories

Lόpez-Serna
et al. (2013)

WW 1

Pyrazole Analgesic, anti-

inflammatory

Tracol et

Duchemin (2009)

1

4OH diclofenac Analgesics/anti-

inflammatories

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Carbamazepine Anticonvulsant Sacher

et al. (2001),

Clara

et al. (2004),

Heberer

et al. (2004),

Kreuzinger

et al. (2004),

Bruchet

et al. (2005),

Rabiet

et al. (2006),

Osenbruck

et al. (2007),

Ternes

et al. (2007),

Togola and

Budzinski

(2007), Musolff

et al. (2009),

NAQUA (2009),

Review,

WW

25

(continued)
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Tracol et

Duchemin

(2009), Faille

(2010), Loos

et al. (2010),

Maskaoui and

Zhou (2010),

Musolff

et al. (2010),

Teijon

et al. (2010),

Stuart

et al. (2011),

Vulliet and Cren

Olivé (2011);

Cabeza

et al. (2012),

Wolf

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013),

Petrovı́c

et al. (2014),

Stuart

et al. (2014)

Primidone Anticonvulsant Heberer (2002),

Heberer

et al. (2004),

Cabeza

et al. (2012),

Hass

et al. (2012), Reh

et al. (2013)

WW,

review

5

Diazepam Anticonvulsant Faille (2010),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013),

Meffe and de

Bustamante

(2014)

Review 4

Fluoxetine Anticonvulsant Lόpez-Serna
et al. (2013),

Makris and

Snyder (2010),

Reh et al. (2013)

WW 3

(continued)
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Lorazepam Anticonvulsant Vulliet and Cren

Olivé (2011),

Lόpez-Serna
et al. (2013)

WW 2

Velafaxine Anticonvulsant Teijon

et al. (2010),

Cabeza

et al. (2012)

WW 2

Acridone Anticonvulsant

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Citalopram Anticonvulsant Reh et al. (2013) WW 1

Mirtazapine Anticonvulsant Stuart

et al. (2011)

Review 1

Desmethyl diazepam Anticonvulsant

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Compound Class References Source Number
of
studies

Oxazepam glucuronide Anticonvulsant

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Paraldehyde Anticonvulsant Stuart

et al. (2011)

Review 1

Paroxetine Anticonvulsant Lόpez-Serna
et al. (2013)

WW 1

Phenylethylmalonamide Anticonvulsant drug

metabolite

Hass et al. (2012) WW 1

Trimipramine Anticonvulsant Stuart

et al. (2011)

Review 1

2OH carbamazepine Anticonvulsant

byproduct

Lόpez-Serna
et al. (2013)

WW 1

3OH carbamazepine Anticonvulsant

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Methaqualone Anticonvulsant Stuart

et al. (2014)

Review 1

Atenolol Cardiovascular drug Teijon

et al. (2010),

Vulliet and Cren

Olivé (2011),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013), de

Jesus Gaffney

et al. (2015)

Review,

WW

6

(continued)
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Metoprolol Cardiovascular drug Faille (2010),

Vulliet and Cren

Olivé (2011),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

Review;

WW

4

Propranolol Cardiovascular drug Maskaoui and

Zhou (2010),

Vulliet and Cren

Olivé (2011), de

Jesus Gaffney

et al. (2015),

Petrovı́c

et al. (2014)

Review;

WW

4

Hydrochlorothiazide Cardiovascular drug Teijon

et al. (2010),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013)

WW 3

Sotalol Cardiovascular drug Sacher

et al. (2001),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW 3

Carazolol Cardiovascular drug Lόpez-Serna
et al. (2013),

Petrovı́c

et al. (2014)

WW’
review

2

Betaxolol Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

Disopyramide Cardiovascular drug Stuart

et al. (2011)

Review 1

Enalapril Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

Enalaprilat Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

Furosemide Cardiovascular drug Tracol et

Duchemin

(2009), Teijon

et al. (2010),

Cabeza

et al. (2012),

Lόpez-Serna
et al. (2013)

WW 3

Lisinopril Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

Timolol Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Nadolol Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

Pindolol Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

Propanolol Cardiovascular drug Lόpez-Serna
et al. (2013)

WW 1

4OH propranolol Cardiovascular drug

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Chlorzoxazone CNS depressant Stuart

et al. (2011)

Review 1

Oxazepam CNS depressant Togola and

Budzinski

(2007), Tracol

and Duchemin

(2009), Vulliet

and Cren Olivé

(2011)

WW 3

Phenobarbital CNS depressant Stuart

et al. (2011),

Hass

et al. (2012),

Lόpez-Serna
et al. (2013)

WW,

review

3

Butalbital CNS depressant Tracol et

Duchemin

(2009), Lόpez-
Serna

et al. (2013)

WW 2

Pentobarbital CNS depressant Stuart

et al. (2011),

Lόpez-Serna
et al. (2013)

WW,

review

2

Compound Class References Source Number
of
studies

Alprazolam CNS depressant Tracol et

Duchemin (2009)

1

Amobarbital CNS depressant Stuart

et al. (2011)

Review 1

Bromazepam CNS depressant Faille (2010) Review 1

Haloperidol CNS depressant Reh et al. (2013) WW 1

Meprobamate CNS depressant Makris and

Snyder (2010)

WW 1

Zolpidem CNS depressant Faille (2010) Review 1

(continued)
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Clofibric acid Lipid regulator Stan and

Linkerhaigner

(1992), Stan

et al. (1994),

Heberer

et al. (1997),

Heberer (2002),

Heberer

et al. (2004),

Ellis (2006),

NAQUA (2009),

Wolf

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013),

Meffe and de

Bustamante

(2014)

Review,

WW

11

Gemfibrozil Lipid regulating Heberer

et al. (1997),

Faille (2010),

Teijon

et al. (2010),

Cabeza

et al. (2012),

Wolf

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW,

Review

7

Bezafibrate Lipid regulator Faille (2010),

Cabeza

et al. (2012),

Wolf

et al. (2012),

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

Review;

WW

5

Fenofibrate Lipid regulator Heberer

et al. (1997),

Heberer (2002),

Lόpez-Serna
et al. (2013)

WW 3

Fenofibric acid Lipid regulator Faille (2010),

Vulliet and Cren

Olivé (2011)

Review 2

(continued)
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Glyburide Lipid regulator Lόpez-Serna
et al. (2013)

WW 1

Metformin Lipid regulator Vulliet and Cren

Olivé (2011)

WW 1

Acridin Lipid regulator

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Pravastatin Lipid regulators Lόpez-Serna
et al. (2013)

WW 1

2OH atorvast in Acyl-b-

D-glucuronide

Lipid regulator

byproduct

Lόpez-Serna
et al. (2013)

WW 1

Iopamidol X-ray contrast medium Ternes and

Hirsch (2000),

Sacher

et al. (2001),

Bruchet

et al. (2005),

Ellis (2006),

Ternes

et al. (2007),

NAQUA (2009),

Teijon

et al. (2010),

Cabeza

et al. (2012),

Wolf et al. (2012)

WW 9

Diatrizoate X-ray contrast medium Ternes and

Hirsch (2000),

Bruchet

et al. (2005),

Ternes

et al. (2007),

Engelhardt

et al. (2011)

WW,

review

4

Iopromide X-ray contrast medium Ternes et Hirsch

(2000), Schultz

et al. (2008),

Teijon

et al. (2010),

Wolf et al. (2012)

WW 4

Amidotrizoic acid X-ray contrast medium Sacher

et al. (2001),

Schmidt

et al. (2003),

Wolf et al. (2012)

WW 3

Ioxithalamic acid X-ray contrast medium Ternes and

Hirsch (2000),

Bruchet

et al. (2005),

Wolf et al. (2012)

WW 3

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Iohexol X-ray contrast medium Wolf

et al. (2012), Reh

et al. (2013)

WW 2

Iotalamic acid X-ray contrast medium Ternes et Hirsch

(2000), Wolf

et al. (2012)

WW 2

Iomeprol X-ray contrast medium Wolf et al. (2012) WW 1

Loratadine Histamine H1 and H2

receptor antagonists

Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW 2

Ranitidine Histamine H1 and H2

receptor antagonists

Lόpez-Serna
et al. (2013)

WW 1

Compound Class References Source Number
of
studies

Cimetidine Histamine H1 and H2

receptor antagonists

Lόpez-Serna
et al. (2013)

WW 1

Famotidine Histamine H1 and H2

receptor antagonists

Lόpez-Serna
et al. (2013)

WW 1

Mepivacaine Anesthetic Teijon

et al. (2010),

Cabeza

et al. (2012)

WW 2

Lidocaine Anesthetic Stuart

et al. (2011)

Review 1

Triclosan Antiseptic Loos

et al. (2010),

Makris and

Snyder (2010),

Stuart

et al. (2011)

Review 3

Benzalkonium chloride Antiseptic Estévez

et al. (2012)

WW 1

Ethylhexyl

methoxycinnamate

Sunscreen Teijon

et al. (2010),

Cabeza

et al. (2012)

WW 2

Oxybenzone Sunscreen Stuart

et al. (2011)

Review 1

Albuterol β-agonists Lόpez-Serna
et al. (2013)

WW 1

Clenbuterol β-agonists Lόpez-Serna
et al. (2013)

WW 1

N,N-Diethyl-m-toluamide

(DEET)

Insect repellent Loos

et al. (2010),

Stuart

et al. (2011),

Stuart

et al. (2014)

Review 3

(continued)



Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Tamoxifen Antineoplatic Lόpez-Serna
et al. (2013), Reh

et al. (2013)

WW 2

Crotamiton Scabicidal and

antipruritic agent

Stuart

et al. (2011),

Stuart

et al. (2014)

Review 2

Coumadin Anticoagulant Stuart

et al. (2011)

Review 1

Disulfiram Treatment of chronic

alcoholism

Stuart

et al. (2011)

Review 1

Diethyl p-nitrophenyl

phosphate (Paraoxon)

Parasympathomimetic

drug

Stuart

et al. (2011)

Review 1

Clotrimazole Antifungal

mediacation

Faille (2010) Review 1

Life-style compounds

Caffeine CNS stimulant Rabiet

et al. (2006),

Musolff

et al. (2009),

Loos

et al. (2010),

Makris and

Snyder (2010),

Musolff

et al. (2010),

Teijon

et al. (2010),

Stuart

et al. (2011),

Cabeza

et al. (2012),

Estévez

et al. (2012), Reh

et al. (2013), de

Jesus Gaffney

et al. (2015),

Stuart

et al. (2014)

WW,

review

12

Nicotine CNS stimulant Teijon

et al. (2010),

Stuart

et al. (2011),

Cabeza

et al. (2012),

Estévez

et al. (2012)

WW,

review

4

(continued)
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Table 5.4 (continued)

Compound Class References Source

Number

of

studies

Cotinine CNS stimulant Stuart

et al. (2011),

Cabeza

et al. (2012), Reh

et al. (2013)

WW,

review

3

AMPH CNS stimulant Reddersen

et al. (2002),

Maeng

et al. (2010)

Spill 2

Paraxanthine CNS stimulant

byproduct

Teijon

et al. (2010), Reh

et al. (2013)

WW 2

Theobromine CNS stimulant Estévez

et al. (2012), Reh

et al. (2013)

WW 2

Benzoylecgonine CNS stimulant,

byproduct

Reh et al. (2013) WW 1

Theophylline CNS stimulant

byproduct

Reh et al. (2013) WW 1

3-Methylxanthine CNS stimulant

byproduct

Reh et al. (2013) WW 1

1-Methylxanthine CNS stimulant

byproduct

Reh et al. (2013) WW 1

Compound Class References Source Number
of
studies

Acesulfame Sweetener Buerge

et al. (2009),

Engelhardt

et al. (2011),

Wolf et al. (2012)

WW 3

Cyclamate Sweetner Wolf et al. (2012) WW 1

Endocrine disruptors

Estrone Hohenblum

et al. (2004),

Zuehlke

et al. (2004),

Vulliet

et al. (2008),

Loos

et al. (2010),

Vulliet and Cren

Olivé (2011)

Review,

WW

5

17b-Estradiol Hohenblum

et al. (2004),

Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

Review,

WW

3

(continued)



contamination. A similar scenario, a lack and/or absence of data regarding the

occurrence of pharmaceutical compounds, was observed in Central and South

America as well as in Africa. Therefore, more studies primarily focused on phar-

maceutical and life-style compounds, which are different from those commonly

detected in developed countries, should be conducted in these areas.

Table 5.4 (continued)

Compound Class References Source

Number

of

studies

17a-Ethinyl estadiol Adler

et al. (2001),

Hohenblum

et al. (2004),

Vulliet

et al. (2008)

Review,

WW

3

Ethinylestradiol Vulliet and Cren

Olivé (2011)

WW 1

Testosterone Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

WW 2

17a-Estradiol Hohenblum

et al. (2004),

Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

Review,

WW

3

Hexestrol Stuart

et al. (2011)

Review 1

Levonorgestrel Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

WW 2

Norethindrone Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

WW 2

Progesterone Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

WW 2

Androstenedione Vulliet

et al. (2008),

Vulliet and Cren

Olivé (2011)

WW 2

Estrone-3-sulfate Kuster

et al. (2010)

WW 1

Estriol Hohenblum

et al. (2004)

Review 1
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Even if the concentrations of detected compounds in the groundwater are usually

lower than those observed in the surface water, monitoring studies should be

conducted to evaluate the occurrence of these compounds especially in areas

impacted by wastewater reuse, agricultural practices, and leakages from landfills

or septic tanks.
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Chapter 6

Remote Sensing Applications for Monitoring
Water Resources in the UAE Using Lake
Zakher as a Water Storage Gauge

Dawit T. Ghebreyesus, Marouane Temimi, Ali Fares,
and Haimanote K. Bayabil

Abstract The potential of remote sensing has been fully demonstrated in large

scale and regional hydrological studies where in situ observations are limited.

However, the use of satellite imagery to monitor water resources in small water-

sheds remains challenging, mainly due to coarse resolution satellite data. In this

study, we assessed the efficacy of remotely sensed data to investigate changes in

water storage in Al Ain watershed, in the United Arab Emirates (UAE). Lake

Zakher, in the watershed, was used in this study as a gauge indicating changes in

water storage. The area of the lake was monitored using Landsat 7 and 8 images,

which were then used with a 15 m-Digital Elevation Model (DEM) to calculate

time-series lake volumes. In addition, water storage anomalies over the watershed

were estimated using Gravity Recovery and Climate Experiment (GRACE) images.

Changes in water storage estimated from Landsat and GRACE were in agreement

with water consumption and wastewater treatment reported by local agencies in the

Emirate of Abu Dhabi. Discharged water from the wastewater treatment plant and

volume of water in Lake Zakher showed similar patterns. The results from this

study confirmed the reliability of remotely sensed data in monitoring water

resources in arid and remote watersheds where ground-based observations are

scarce.
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1 Introduction

The United Arab Emirates (UAE) has an arid climate with average annual precip-

itation around 100 mm, which makes it among the countries with the lowest records

of renewable water resources (FAO 2003). Fresh water in the UAE comes from

groundwater and unconventional sources, mainly desalination. Treated water is also

used in landscaping. Groundwater is mostly used for agricultural production and

accounts for almost three quarters of the total water consumption; whereas potable

water is provided from desalination plants (Shahin and Salem 2015). Despite water

scarcity issues, however, countries in the Gulf region including the UAE are among

the top water consuming nations globally. The disparity between dwindling avail-

able water resources and growing water demand shows the immediate need for

implementation of effective water resources management policies before these

resources are fully depleted.

Planning management policies that allow efficient use of scarcely available

water resources requires an understanding of spatial and temporal variability of

available water resources with respect to the growing water demand. This will

enable policy makers to develop effective and sustainable management strategies.

However, this also requires reliable time series data on water resources. Most of the

rivers and Wadis in the UAE are ephemeral, especially in the western part of the

country, which makes it difficult to continuously monitor their flow. Moreover,

most of the watersheds are ungauged with very limited data records. The earliest

rainfall records go back to the 1970s in only few stations. The rest of the stations in

the country are more recent. Available data is mostly from short field campaigns,

which is not sufficient to perform trend analysis.

Satellite imagery is a reliable option to fill hydrological data gaps (Sultan

et al. 2008). Therefore, in data scarce regions, like the UAE, remote sensing

techniques could be utilized to generate spatial and temporal data for ungauged

watersheds (Giardino et al. 2010). Such techniques could also potentially provide

better monitoring of weather variables like rainfall, where the common areal

interpolation methods are less effective (Grimes et al. 1999). Global precipitation

products are often blended products of ground measurements, climate models, and

satellite readings (Cheema and Bastiaanssen 2012). Tropical Rainfall Measuring

Mission (TRMM), Global Precipitation Measurement (GPM), Climate Prediction

Center MORPHing (CMORPH), and Climate Research Unit Database are few of

the numerous blended global precipitation products available to the public.

Surface area of reservoirs can be retrieved from Landsat satellite imagery (Liebe

et al. 2005) and satellite-based radars can also be used because of their

non-sensitivity to atmosphere as an alternative in case of clouds presence (Horritt

et al. 2001). Storage fluctuation in reservoirs can be used to estimate runoff in a

catchment. Reservoir volume—surface area relationship is a good estimator of flow

with high precision (Liebe et al. 2005). Recent remote sensing techniques provide

accurate as well as high resolution spatial and temporal data for some climatic

variable like rainfall and temperature (Khalaf and Donoghue 2012). Thus, remote
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sensing applications are becoming viable options to study ungauged watersheds. A

number of hydraulic parameters such as height, width, and area of water bodies can

be remotely captured, and used to estimate river discharge. Changes in river runoff

could be directly estimated using microwave sensors (Brakenridge et al. 2007;

Harris et al. 2007; Khan et al. 2012; Smith et al. 1996; Smith and Pavelsky 2008;

Temimi et al. 2007, 2011).

Moreover, remote sensing techniques are also used to measure change in water

storage by quantifying the change in total mass. Gravity Recovery And Climate

Experiment (GRACE) products can be used to investigate temporal and spatial

changes of surface water resources (Forootan et al. 2014). This technique is more

effective in places where there is no other type of mass displaced by natural or

anthropogenic mechanisms. One of the limitations of such easily available satellite

products is the coarse spatial resolution (10� 10) that lacks detailed spatial and

temporal information about hydrological processes. Nevertheless, there is an

increasing interest to expand the use of remote sensing to study hydrological

processes and water availability within small watersheds in arid regions, similar

to the one studied here, where in situ records are scarce.

The objective of this study was to investigate the applicability of remote sensing

tools to calculate changes in water storage in the Al Ain watershed in the UAE. The

Al Ain watershed was chosen because it comprises a lake (Zakher Lake), which was

used in this study as an indicator of water storage changes. A Two-dimensional

Earth resistivity imaging was implemented to assess the potential and quantity of an

aquifer in the North of the UAE in the areas where there are no monitoring wells.

Geographic Information System (GIS) techniques were used to quantify water

resources (Ebraheem et al. 2014). Similarly, it was assumed that changes in Lake

Zakher’s volume reflects changes in watershed water storage and can be effectively

estimated using remotely sensed data. Unlike most sophisticated (data intensive)

hydrological models, our approach uses only freely available satellite images and

water demand records in Al Ain watershed. Findings from this study will aid future

efforts towards quantification of the major water budget components of watersheds

with arid climate and limited ground observations.

2 Methodology

2.1 Study Area

The Al Ain municipality is located in the southeastern region of Abu Dhabi

Emirate, about 130 km south of Dubai and east of the capital Abu Dhabi. It is

located at 24�1202700N and 55�4404100E geographical coordinates. The total area of

the city is approximately 13,100 km2 with a total population of 518,316 according

to 2012 census. The area is rich in fresh ground water compared to other regions of

the Emirate of Abu Dhabi where brackish water is dominant, except in the Liwa
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Crescent area on the edge of the empty quarter (Elmahdy and Mohamed 2012). The

city of Al Ain is known as the garden city in the UAE. Historically, the city holds a

precious reserve of fresh water, which is subjected to a growing demand not only

for residential and industrial uses, but also for agriculture given the increasing

number of farms developed in the western part of Al Ain municipality on the road to

Abu Dhabi. As a result, despite the region’s arid climate, with average annual

rainfall of 100 mm (B€oer 1997), the city is attracting local and international

agricultural investors due to its rich ground water resources. There are many

livestock farms within the city and fruit and vegetable production covers a signif-

icant proportion of the local market. The city’s industrial sector is also growing

rapidly contributing to the increasing demand for water.

The Al Ain watershed was selected because previous reports showed that

groundwater resources are being rapidly depleted for agricultural uses (Sherif

et al. 2011). Calculating the water budget of Al Ain watershed is crucial for

management and regulation purposes in the region, where renewable water

resources are becoming increasingly scarce.

The city has a wastewater treatment plant very close to Lake Zakher that

discharges treated water into the lake since 2010 (Fig. 6.1b). Since then, the lake

area has been expanding, which indicates increases in the total volume of treated

water. We assumed that there is a direct correlation between changes in lake area

and changes in water demand and consumption in the watershed, which we

investigated using remote sensing techniques. It is worth noting that the wastewater

treatment plant is the oldest and largest one in the region. Therefore, we assumed

that, although discharge from the wastewater treatment plant does not fully repre-

sent total water discharge from the city, it still shows the trend in water demand and

therefore the overall water storage variation in Lake Zakher.

2.2 Data Set

2.2.1 Satellite Data Acquisition and Analysis

Information on water storage was extracted from two satellites, namely; the Gravity

Recovery and Climate Experiment (GRACE) and Landsat (7 and 8). The former

showed anomalies in total water storage within the study area and the latter allowed

monitoring of time series areal extent of Lake Zakher, which were then converted to

lake volumes and compared to water storage fluctuations from GRACE. GRACE is

a mission by the United States National Aeronautics and Space Administration’s
(NASA’s) Earth System Science Pathfinder and was launched in March 2002. It

consists of two identical satellites about 220 km apart and orbiting 500 km above

the earth surface. The main objective of NASA’s GRACE mission is to monitor

the change of earth mass by accurately measuring the change in distance between

the satellites due to variation in gravitational force. This data helps in analyzing the

deep current movement in oceans, surface, and ground water movement in
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terrestrial and the melting of ice sheets (Landerer and Swenson 2012; Swenson

2012). GRACE maps were corrected for glacial isostatic adjustment (GIA)

according to the model by (Wahr et al. 1998). A de-striping filter has been applied

to the data to minimize the effect of correlated errors whose telltale signal are N-S

stripes in GRACE monthly maps. Gaussian filter was implemented to reduce the

noise with 300 km wide window. In this study, level 3 gridded product from

GRACE was used with 1� spatial and approximately 1 month temporal resolutions.

The data was provided in anomaly relative to average values from January 2004 to

December 2009 and was given in depth (cm) of water for each grid cell.

Landsat images (30 m spatial and 16 days temporal resolutions) were also used

to calculate area changes of Lake Zakher using the morphological gradient detec-

tion. A total of 38 images were obtained from 2010 to 2014. A number of images

were eliminated due to occasional interruptions as a result of cloud coverage.

All processed images were classified and the lake boundary was visually inspected.

Fig. 6.1 The city of Al Ain Watershed and its location on the eastern United Arab Emirates

boarders with Oman (a) and Lake Zakher (b)
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Changes in lateral extent of the lake were clearly visible. Lake area was calculated

by delineating polygons using images from different dates. In addition, 15 m

resolution DEM was used to determine the depth of the lake on different dates.

The gentle topography in the desert area fostered a significant change in the surface

area of the lake whenever the Lake volume changes. For each time period, volume

of water in the lake was then calculated by multiplying lake area by lake depth

obtained from the DEM.

2.2.2 Water Demand Data

Records of water demand, consumption (agricultural and domestic), recycled, and

discharged from wastewater treatment plants were obtained from the Water and

Energy reports of Statistics Centre of Abu Dhabi (SCAD), a governmental office

responsible for the publication of official records in Abu Dhabi Emirate (SCAD

2013). Water and Energy reports contain annual consumption of desalinated water,

annual inflow of wastewater, annual treated water, and annual quantity of reused

water were used as input variables during computing the water budget of the Lake.

3 Results and Discussions

3.1 Surface Water Monitoring

Figure 6.2 shows area changes of Lake Zakher for selected dates detected using

Landsat images. Lake area started to increase towards the end of 2009 and begin-

ning of 2010. In May 2010, Landsat images showed that the lake area was just

0.35 km2. The area of the lake started to increase rapidly and reached a maximum of

0.86 km2 in September 2012. Afterwards, it started to diminish slowly reaching a

plateau at 0.46 km2 in July 2014.

The Landsat 07 images were affected due to the failure of the Scan Line

Corrector (SLC) sensor. This affected the quality of the image by introducing a

stripes of no value data on the image. Despite the missing values, the Landsat

07 images agree with the Landsat 07 images from 2013 to 2014 on the Lake’s
delineation as seen in the row 2 and row 3 in Fig. 6.2.

Figure 6.3 shows annual variation of the volume of Lake Zakher from 2010 to

2014, which was calculated using (15 m resolution) DEM. Overall, annual average

volume of the lake, as shown by the area under the curve in Fig. 6.3, was 2.80 Mm3.

The lake volume was approximately 1 Mm3 in January 2010. Then, it started to rise

rapidly and peaked in 2012 at 4.5 Mm3. Afterwards, the lake volume started to

plummet until it reached 2 Mm3 in 2013. This level was maintained with slight

decrease in 2014. Changes in lake volume clearly indicated that there was a

considerable influx of water into the lake that resulted in increased volume of

Lake Zakher from its initial size (less than 1 Mm3) in 2010.
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Fig. 6.2 Landsat 07 and 08 images of Lake Zakher at several periods, capturing the evolution of

the Lake
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3.2 Water Storage Monitoring

Time series results of GRACE anomalies were used to monitor changes in water

storage in Al Ain watershed (Fig. 6.4). This was a valid assumption because there

was no other activity within the watershed involving mass movement like excessive

mining or oil production activities in Al Ain watershed.

GRACE anomalies for Al Ain city showed a clear biannual cycle (Fig. 6.4).

Most of the positive anomalies were observed before 2008. Peak anomalies were

observed during winter months of the year (December–March), while relatively low

anomalies were recorded during summer months (June–October).

Water storage within the study area started to significantly decline from 2008

onwards as the values of GRACE anomalies were persistently negative (Fig. 6.4).

The negative gradient continued and reached its lowest level (�2.7 cm) in 2013.

This depletion coincided with increase in the area of Lake Zakher, which could

result in loss of significant quantity of water to evaporation. This also indicates that

ground water resources in the area were excessively exploited in the last decade.

GRACE results showed a substantial decline in the rate of depletion as the monthly

and annual values flatten in 2013 and 2014. However, further studies (e.g., trend

analysis) are needed to verify overall trend of ground water depletion.

In line with observed depletion of water storage, water consumption in the city

increased by 100 Mm3 in 6 years (2009–2015). Water consumption reached

190.90 Mm3 in 2009 from 161.2 Mm3 in 2005. Then, consumption dramatically

increased and hit the 293 Mm3 mark in 2013. The main factor for increased water

demand was the expansion of the city and the growth in industrial and agricultural

sectors. Figure 6.4 shows the increase in the water consumption throughout the

period of 2005–2013 versus the depletion in the ground water resource with

GRACE results.
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3.3 Water Consumption

Most of the water distributed in the city comes from desalinated seawater. In rural

locations out of the city, some deep water pumping contributes to water supply as

well but mostly to farming activities. Changes in water consumption in Al Ain is

shown in Fig. 6.5. Water consumption increased with a relatively small amount

between 2005 and 2009, only a 30 Mm3 increase in a 4 year period (Fig. 6.5).

However, water consumption started to soar and reached 300 Mm3 in 2013, which

corresponds to approximately 100 Mm3 increase for the same duration (4 years).

Out of 160 Mm3 consumed water in 2005, only 33.7 Mm3 ended in the waste-

water treatment plants. While in 2009, 52.1 Mm3 water was collected by treatment

plants out of the 190.9 Mm3 water consumed. However, starting from 2010,

wastewater inflow did not increase with the same rate as the water consumption.

Wastewater inflow increased only by 12% with the rise of more than 50% of the

consumption from 2009 to 2012. This means that increase of the wastewater inflow

was less than 10 Mm3, while water consumption soared by almost 100 Mm3. The

difference between wastewater inflow and treated water was relatively small from

2005 to 2008. Increased differences were observed after 2008 with highest differ-

ence of 10.53 Mm3 observed in 2011.

In 2005, most of the treated water was reused by the public. Water reuse was

mainly for landscaping in the city. Although the quantity of the treated water

increased, the amount of the reused water did not increase at the same rate during

0

20

40

60

80

0

100

200

300

400

2005 2006 2007 2008 2009 2010 2011 2012 2013

W
as

te
w

at
er

 v
ol

um
e 

(M
m

3 )

D
es

al
in

at
ed

 w
at

er
 c

on
su

m
pt

io
n 

(M
m

3 )

Year

Consumption of desalinated water  Wastewater inflow

Treated wastewater  Reused treated wastewater
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2008–2009. Greater reduction (5 Mm3) in the amount of reused water was observed

during the same period. The largest difference (7.5 Mm3) between treated and

reused water was observed in 2009. Then, in 2011, reused water rapidly increased

and reached the same level with treated water. This could be mainly attributed to

increased landscape irrigation in the city and increased efforts by the Government

to raise public awareness on the benefits of water reuse.

3.4 Comparison Between Volume of Lake Zakher and Water
Discharged from Wastewater Treatment Plants

Discharge water from treatment plants into the lake increased from 0.5 Mm3 in

2008 to 4 Mm3 in 2009 (Fig. 6.6). However, discharge decreased by about 50% in

the following year (2010), and then it soared and reached 10.53 Mm3 in 2011. Such

increment would likely saturate the water table in the aquifer as shown in a previous

study by (Moustafa et al. 2014). In the following year (2012) discharge water

significantly decreased and was only 2.5 Mm3 (Fig. 6.6).

Based on the average annual volume obtained using remote sensing, the Lake

expansion started in 2010 with an estimated volume of 1 Mm3. Then, it increased

and reached 3.17 Mm3 in just 1 year. In just 2 years (2012), lake volume reached

peak at 4.46 Mm3. Afterwards, the volume decreased by almost half and reached

approximately 2 Mm3 in 2013.

Discharge water sharply increased from its level in 2010 and reached its highest

level 10.53 Mm3 in 2011, while the volume of the lake reached at peak (4.46 Mm3)

the following year (in 2012). Recession rates of discharge water and lake volume

curves (Fig. 6.6) were almost identical. The peaks of the two curves had approx-

imately a 1 year lag period. This suggests that it might take 1 year for discharge

0

4

8

12

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

D
is

ch
ar

ge
 v

ol
um

e 
(M

m
3 )

Year

Discharge water Zakher lake

Fig. 6.6 Trends of annual average discharged water and volume of Lake Zakher

154 D.T. Ghebreyesus et al.



water from the wastewater treatment plant to reach the water table and eventually

affect the volume of water in the Lake. Discharge water reduction was also marked

by reduction in lake volume.

Remote sensing showed a potential to quantify the volume of the lake and

calculate the water budget for the Al Ain city. Desalinated water, inflow to the

lake, is the main input of the water budget for Lake Zakher. Rainfall input is

assumed to be negligible as its volume seems to be relatively minimal in this arid

desert region. It is worth noting here that most of the discharge water into Lake

Zakher is lost through evaporation. During estimating lake volume, evaporation

loss was not accounted, and only the stored water in the lake was calculated using

Landsat images and DEM. Lake evaporation could be estimated using remote

sensing imagery, and this would improve accuracy of the water budget. However,

this was beyond the scope of this study and will be addressed in future studies.

An interesting agreement was found between the data from the GRACE satellite

and changes in the volume of Zakher Lake. This finding corroborated the validity of

the assumption that Zakher Lake could be considered as a water storage gauge,

which could reflect the variability in total water budget. This was specifically valid

in an arid watershed like the one studied here where Zakher Lake was a main outlet

for the water system. The absence of perennial rivers and significant baseflow in the

region (Alsharhan et al. 2001) made Zakher Lake an indicator of water storage

variability.

The volume of the Lake was estimated to be 1 Mm3 in 2010 and at that time the

readings of GRACE anomaly was �1.27 cm. Then, the volume started to increase

rapidly reaching its maximum in 2012 with a corresponding GRACE anomaly of

�2.61 cm. Satellite readings declined slightly from 2012 to 2013 before starting to

recover. This suggests that the expansion of the lake could lead to the depletion in

the storage as shown by GRACE readings. Observed agreement between GRACE

anomaly and change in lake volume supported the assumption that the lake could be

considered as a water storage gauge that could be monitored from space.

4 Conclusion

The main goal of this study was to assess the application of remote sensing in water

resource management for ungauged watersheds in an arid region. Results showed

that water storage, especially groundwater, in Al Ain is at its lowest record level in

the last 15 years. This was clearly demonstrated in this study through the analysis of

GRACE readings. This finding was in agreement with previous study by (Murad

et al. 2007), which indicated increased depletion of ground water across the UAE.

Deep well pumping for agricultural purposes was the main cause of the declining

groundwater resource. The study indicated that there is excessive depletion and

leads to sea water intrusion which increased the salinity of ground water across the

country. Murad et al. (2007) suggested that the only solution is to implement an

integrated water resource management strategy.
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Findings from this study demonstrated that remote sensing tools could be

effectively used for planning water resources management. Water resources can

be reasonably estimated using remote sensing techniques, which can also comple-

ment in situ measurements especially in arid and semi-arid areas where the main

water input (gain) to the study area from desalination plant was closely monitored.

Furthermore, the main output (loss) from the watershed was to the wastewater

treatment plant, which was accurately measured. A significant fraction of the

treated water was sent to Zakher Lake, which was monitored from space to infer

changes in the water storage volumes.

Overall, this study showed that remote sensing could be a useful tool in moni-

toring of water resources in arid regions. This could be enhanced by using satellite

imagery in the monitoring of irrigation and vegetation health. Therefore, satellite

imagery should be an important component of any comprehensive water resource

management strategy that should be implemented in the UAE to achieve water and

food security.
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Chapter 7

Assessment of Groundwater Balance Terms
Based on the Cross-Calibration of Two
Different Independent Approaches

Giuseppe Passarella, Rita Masciale, Donato Sollitto,
Maria Clementina Caputo, and Emanuele Barca

Abstract A reliable groundwater balance assessment is a fundamental tool for any

effective resource exploitation plan. Nevertheless, some terms of the balance

equation are, generally, very difficult to be estimated, even on average, especially

when large and heterogeneous groundwater bodies are considered.

In this work, a methodology for mutually calibrating groundwater balances

carried out by means of different methods is proposed, also capable of providing

an average estimation of the specific yield of the considered aquifer, as by-product.

The method has been applied to the porous aquifer of the Tavoliere di Puglia
located in Southern Italy. The plain is mostly exploited for agricultural uses and the

aquifer represents the main source of the district water supply.

A long time series of groundwater balances has been calibrated by assessing the

average value of the term “inflow/outflow”, which had not been previously consid-

ered. Furthermore, the average value of the specific yield of the considered aquifer

has been assessed.

1 Introduction

Groundwater is considered a valuable resource, commonly destined to drinking

uses, particularly in areas affected by surface water scarcity. Nevertheless, the

growing needs of the agricultural and manufacturing sectors led to an over-

exploitation of the resource, resulting in many negative consequences, such as

lowering of piezometric surfaces, depletion of groundwater wells and natural

springs, growing subsidence phenomena and sea water intrusion, and general

qualitative degradation (Masciopinto et al. 1994; Kehew et al. 1996; Caputo

et al. 1998).
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A reliable assessment of the groundwater availability becomes more and more

fundamental in order to develop sustainable exploitation policies by the local water

resources authorities. The main managerial tool for addressing such issues is the

hydrogeological balance. Scientific and technical literature provides a number of

methods for groundwater balance assessment, mostly based on simple models

taking into account all the positive and negative water volume contributions. In

practice, some of the balance terms are complex or expensive to be assessed and

sometimes they are coarsely approximated or not considered at all producing partial

or uncertain results.

Quick and easy, but reliable, quantitative tools capable of calibrating ground-

water balances and/or providing additional information related to groundwater

resources availability, can support water authorities to better plan the resource

exploitation.

In this work, a simple method for calibrating a couple of groundwater balance

terms is presented, based on the knowledge of the average, yearly groundwater

table, during a given period of time. Actually, given a time series of groundwater

balances, in terms of water volumes (Mm3) or water heights per unit area (mm/m2)

and the estimated groundwater tables (m.a.s.l.) for the same period, we propose a

simple regressive model capable of assessing possible amounts of water volume

neglected in the first series and the average specific yield of the considered aquifer,

at the same time. The methodology has been applied to the aquifer of the Tavoliere
di Puglia located in the Apulia region, South Italy.

2 Materials and Methods

2.1 Methodological Framework

In this work estimated yearly values of the hydrogeological balance assessed in the

Water Protection Plan of the Apulia Region (AA.VV. 2009) and in a previous

study, jointly carried out by the Apulian Water Basin Authority and the Water

Research Institute of the Italian National Research Council (Portoghese et al. 2010),

have been used and compared to the results of a different method proposed for the

assessment of the groundwater balance, based on monitored values of groundwater

levels.

In particular, for each Apulian groundwater body, the two aforementioned

studies assessed the hydrogeological balance B
0
1, from 1950 to 2011 as follows:

GR ¼ Rþ SI � ET � SR

B
0
1 ¼ GR� GI � DI

where Groundwater Recharge¼GR, Rainfall¼R, Irrigation from Surface

water¼ SI, real Evapotranspiration¼ET, Surface Runoff¼ SR, Irrigation from
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Groundwater¼GI and withdrawals for Drinking and Industrial uses¼DI. Unfor-
tunately, these studies were not able to estimate the (positive/negative) contribution

of the water volumes exchanged with neighbouring aquifers or discharged to

the sea.

Furthermore, in the period between 2007 and 2011, the Regional Water Author-

ity started a monitoring survey for the assessment of the quantitative and qualitative

status of the regional aquifers. In this context, groundwater levels were monitored,

allowing us to assess the average yearly groundwater table by means of

geostatistical methods (ordinary cokriging).

Subtracting the estimated groundwater tables, year by year, the gross volumes

B
0
2, between the two surfaces, have been calculated. Obviously, these volumes are

total volumes, including solid matrix and water content.

The comparison between B
0
1 and B

0
2, allowed us to calibrate both the balances, in

order to rectify the above mentioned lacks of information affecting each of them,

and make some considerations about the resource availability.

In detail, the present study aims to:

(a) Establish a model connecting B
0
1 to B

0
2 over the period from 2008 to 2011;

(b) Estimate, by means of the previous model, a net balance concerning the water

volumes exchanged with neighbouring aquifers or discharged to the sea (AD);
(c) Estimate, by means of the previous model, an approximate value of the

average specific yield (Sy);
(d) Define significant and time-invariant relationships between rainfall and net

balance;

The above listed goals have been achieved by means of the following multistep

methodology:

(a) Yearly values of B
0
1 and B

0
2 have been compared by means of the following

linear regression model:

B
0
1 ¼ a*B

0
2 þ b ð7:1Þ

In principle, such two quantities should be equal:

B
0
1 ¼ B

0
2 ð7:2Þ

where a¼ 1 e b¼ 0; however, this doesn’t happen in practice because the first

component B
0
1 is affected by the unknown quantity AD, while the second one

B
0
2 doesn’t take into account the specific yield coefficient.

(b) B
0
1 values have been transformed according to Eq. (7.3):

B1 ¼ B
0
1 � b ð7:3Þ
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Transformations (3) consists in a traslation and it is graphically shown in

Fig. 7.1.

(c) B
0
2 values have been transformed according to equation (Eq. 7.4):

B2 ¼ a*B
0
2 ð7:4Þ

Transformations (4) consists in a rotation and it is graphically shown in

Fig. 7.2.

(d) Once transformation (3) and (4) have been carried out, B1 values of the whole

time series (1950–2011) have been coupled with the corresponding yearly

rainfall rates.

Transformations (3) and (4) can be viewed by a physical standpoint: in fact,

concerning the traslation, the amount b can be physically considered as the average
inflow/outflow through its boundary (AD). Consequently, the transformed variable

B1 can be viewed as the actual, yearly net balance of the considered aquifer from

1950 to 2011.

Similarly, the coefficient a of equation (Eq. 7.4) can be physically viewed as the
average specific yield (Sy) of the considered aquifer. Consequently, the transformed

variable B2 can be viewed as the actual, yearly net balance of the considered aquifer

from 2008 to 2011.

On the basis of the regression theory (Neter et al. 1996), it is possible to estimate

the confidence limits associated to the coefficients a and b. This allowed us to define
likelihood intervals, significant at 95%, both for a and b and consequently to assess
the uncertainty related to B1 and B2.

Fig. 7.1 Graphical

representation of

transformations (3)
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As reported at point 4. above, the long time series of B1 values has been coupled

with the corresponding rainfall rates through a linear regression model. The two

time series showed a good accordance, proved by a high coefficient of determina-

tion and a slim confidence band. Finally, this model has been used in order to assess

the rainfall rate threshold interval, below which the considered aquifer can undergo

to a stress status. In these cases, in fact, the recharge cannot be sufficient to restore

the natural and man-induced water losses.

2.2 Multivariate Geostatistics

A critical stage of the applied methodology concerns the estimation of the ground-

water tables at the aquifers’ scale. Nevertheless, geostatistics supported us provid-

ing reliable tools able to address the issue.

Groundwater table can be considered as a regionalized variable according to the

Matheron’s theory (Matheron 1970). In practice, it can be viewed as a Random
Function (RF), which represents the spatial law of distribution of the groundwater

levels, each associated with a specific spatial position.

Geostatistics offers a great number of reliable techniques (e.g.: ordinary kriging)
to reproduce quantitatively the spatial law of the considered property on the

observed domain.

The estimation accuracy can be furtherly improved by taking advantage of

secondary information collected at the same area, when available.

Fig. 7.2 Graphical

representation of

transformations (4)
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In fact, the resulting estimation accuracy furtherly improves, using multivariate

geostatistics, when the secondary information is significantly related to the primary

variable and more abundant in terms of dataset size (Castrignanò et al. 2000). The

main multivariate geostatistical method is the cokriging (Passarella et al. 2003). If

an unsampled location x0 is considered for estimating the variable zi0 x0ð Þ, the
kriging predictor equation can be expressed in the following way:

z*i0 x0ð Þ ¼
Xn

i¼1

Xni

α¼1

λ iαzi xαð Þ ð7:5Þ

where i indicates the variable of interest among those observed, α is indicates a

generic sampled location and λ is a weight value.
For the cokriging case, the previous equation takes the form of the following

equations system:

Xn

j¼1

Xnj

β¼1

λ iβγij xα; xβ
� �þ μi ¼ γii0 xα; x0ð Þ i ¼ 1, . . . , n and α ¼ 1, . . . , ni

. . .
Xni

β¼1

λ iβ ¼ δii0 i ¼ 1, . . . , n

8
>>>><

>>>>:

ð7:6Þ

The system is composed by
Xn

i¼1

ni þ n linear equations and
Xn

i¼1

ni unknowns; λiβ are

weights, while μi are the n Lagrange multipliers and δii0 represents the Kronecker
symbol which can assume only the values 1 or 0 according to the case indices i and
j coincide or not and γ is the variogram model. Cokriging variance is the following

(Isaaks and Srivastava 1989):

σ2CK x0ð Þ ¼ 2
Xn

i¼1

Xni

α¼1

λ iαγii0 xα, x0ð Þ �
Xn

i¼1

Xn

j¼1

Xni

α¼1

Xni

β¼1

λ iαλ
j
β xα, x0ð Þ ð7:7Þ

3 Case Study

3.1 Study Area

The study area is located in the Tavoliere di Puglia, the largest alluvial plain of

Southern Italy which extends for about 2830 km2 in the Northern Apulia region

(Fig. 7.3).

From the geological standpoint, the Tavoliere di Puglia represents the Northern

sector of the Bradanic foredeep, which is bounded to the West by the Appenines
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chain and to the East by the Northern sector of the Apulian foreland represented by

the Gargano Promontory.

Hundreds of meters thick Pliocene and Quaternary deposits cover the Cretaceous

calcareous substratum belonging to the Apulian foreland and tectonically lowered

toward the Appennine.

The older units in this foredeep sector consist of shallow-marine carbonate

deposits (“Calcarenite di Gravina” formation) passing upward to a thick

silty-clayey layer (“Argille subappennine” formation), which were sedimented

during the Pliocene and early Pleosticene stages of subsidence (Pieri et al. 1996).

Fig. 7.3 Study area: Hydrogeology
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During the Quaternary period an uplift phase of the Bradanic Foredeep deter-

mined the sedimentation of terraced deposits, consisting of both continental and

marine synthems grouped in the Tavoliere di Puglia super-synthem, each one

resulting by the interaction between the regional uplift and the glacioeustatic sea

level changes during the middle Pleistocene (Ciaranfi et al. 2011; Gallicchio

et al. 2002; Moretti et al. 2010; Moretti et al. 2011; Pieri et al. 2011; Gallicchio

et al. 2014). Actually, these quaternary deposits widely outcrop all over the

Tavoliere di Puglia plain and they are characterized by a variable thickness, in

general increasing from the Appennine toward the eastern edge of the plain, based

on the morphology of their substratum mainly represented by the Argille

Subappennine formation. Grain size and texture also vary all over the area mainly

due to local differences in deposition environment. Generally in the Western sector

of the plain, closed to the Appennine, the synthems are represented by debris flow

and coarse grained sediments deposited in alluvial fun settings, whereas they pass

eastward to gravel and sand-gravel deposited in braided alluvial plain. At the same

time, changes in grain size and texture are also observed among synthems with

different ages, so that older alluvial deposits are coarser and with poorly sorted

structure when compared to younger synthems. In the easternmost sector of the

study area some marine and transitional subsynthems outcrop, mainly composed by

coarsening upward sequences deposited in deltaic and proximal marine settings.

According to the geological settings of the Tavoliere di Puglia, three

hydrogeological structures can be detected in the subsoil (Fig. 7.4): (a) the deep

karst aquifer located in the cretaceous calcareous substratum, which can be found

down to 300–600 m deep; (b) the deeper porous aquifer located in some sandy

portions within the Pliocene clay formation; (c) the shallow porous aquifer which

lies in the quaternary alluvial and marine deposits.

No vertical hydraulic connection is detected among the overlapping aquifers and

important differences are shown in the groundwater flow patterns and in the geo-

chemical properties of groundwater (Maggiore et al. 1996). The shallow aquifer of

Fig. 7.4 Cross section C-C0: Hydrogeological complexes in the Tavoliere di Puglia area

(Masciale et al. 2011, modified)
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the Tavoliere di Puglia is mostly exploited for agricultural uses and it represents the

main source of the district water supply. Due to its geological settings it consists of a

complex alternation of lenticular alluvial gravel, sand and sandy-loamy sediments

frequently interbedded, resulting in a multi-layered aquifer. Moving to the external

sectors of the alluvial basin increasing thickness of clay and silt layers are recorded by

the borehole stratigraphic data, becoming aquitards that confine the aquifer layers.

On the contrary, the coarse grained sediments prevail in upstream sector of the

aquifer located in the South-western part of the study area, at the front of the

Apennines chain, where the main component of the aquifer recharge by infiltrating

surface water take place due to the high permeability of the outcropping lithology

(Tadolini et al. 1989).

Consequently, groundwater circulates in unconfined conditions in the upstream

part of the study area (Fig. 7.5) and in confined conditions in the middle-low part

(Fig. 7.6). Finally, the presence of these silty-clayey sediments in the confined

sector of the aquifer reduces the direct groundwater recharge, whereas an important

recharge contribution comes as a baseflow from the South-western, unconfined,

sector of the aquifer, probably after long traveling times.

Fig. 7.5 Cross-section B-B0: Unconfined aquifer in the upstream part of the study area

Fig. 7.6 Cross-section A-A0: Confined aquifer in the lower part of the study area

7 Assessment of Groundwater Balance Terms Based on the Cross-Calibration. . . 167



A significant groundwater recharge component is also represented by the river

water infiltration during the wet periods (Cotecchia 1956; Maggiore et al. 1996).

However, given the limited lateral continuity of the confining beds, the different

aquifer layers seem to be hydraulically interconnected to each other and they are

considered as a single complex groundwater flow system.

The bottom of the shallow porous aquifer is always represented by the top of the

Lower Pleistocene clay unit (Argille Subappennine formation) and its morphology

influences the pattern of the piezometric surface and the groundwater flow.

The groundwater flows mainly in the SW-NE direction under an average

hydraulic gradient of about 0.5%. The top of the clay formation gradually deepens

eastward and closed to the coast, where it is about 60 m deep from the ground level,

some aquifer layers are located below the sea level and they are affected by saline

contamination due to seawater intrusion. The aquifer’s size, its hydrogeologically
stressed status, and hydrogeochemical characteristics have made it, in the course of

time, an ideal experimental field in the framework of several national and interna-

tional research projects (Barca et al. 2006a, b; Passarella et al. 2006; Lo Presti

et al. 2010; Masciale et al. 2011). Because of the intense exploitation of such a

resource, local water authorities have been monitoring this water body since the

1990s. The groundwater level monitoring network consists of 61 wells, almost

evenly distributed over the study area (Fig. 7.7).

During the last years, monitored values of groundwater levels have been used in

order to assess seasonal changes of water resource availability through a detailed

estimation of the groundwater table all over the considered area with the main

managerial objective of regulating the access to the resource for agricultural uses.

The rainfall monitoring network provides valuable information in order to support

the local farmers in planning the use of the water resource. It is made of 27 rain

gauges spread over the study area and its close neighbouring.

3.2 Groundwater Level Base Statistics

Groundwater levels were measured in the 61 wells of the regional groundwater

monitoring network established in 2007 within the project TIZIANO. Considering

the extent of the study area, the average competence area for each monitoring site is

about 46 km2. From the starting year up to 2011, ten surveys were carried out

providing two measures of water level per year, usually related to the minimum

(summer) and maximum (winter) expected values. These values have been aggre-

gated in every well, year by year, in order to produce 61 short time-series, each long

5 years. Finally, each yearly spatial dataset has been used in order to estimate the

groundwater table over the whole study area by using the cockriging.

Nevertheless, a general statistical assessment of the measured values has been

preventively performed in order to identify possible outliers, correlations and

trends. In the following section, a short summary of the results of the statistical

analysis is provided and discussed.
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Summary statistics of measured values of groundwater level are reported in

Table 7.1, for each year of the monitoring period.

Let’s highlight three main points arising from values in Table 7.1.

1. Arithmetic means and standard deviations do not change evidently during the

considered period, suggesting an almost constant behaviour of the groundwater

system during this period.

2. Within any single year, means and medians are slightly different. Furthermore,

skewness and kurtosis values significantly deviate from zero to three, respec-

tively. This indicates that the annual distributions of piezometric levels are not

symmetrical.

3. Finally, the relatively small values of the coefficient of variation do not exclude

the spatial autocorrelation of each yearly dataset.

Fig. 7.7 Study area: Groundwater monitoring network
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In order to test the actual spatial autocorrelation, the Moran’s index I (Moran

1950; Li et al. 2007) has been computed and tested. Table 7.2 reports the Moran’s
indices of the measured values of groundwater levels, per year.

Given the z-scores reported in Table 7.2 there is a less than 5 and 1% likelihood

( p-values) that the related clustered patterns could be the result of random chance

for the first 2 years and the remaining three, respectively. In practice, Table 7.2

points out that groundwater levels are well clustered, which means that they are

well spatially autocorrelated. This last evidence allows us using geostatistics for

estimating groundwater tables.

Another important information, that we can use in order to define the most

reliable geostatistical tool to be applied, can be derived from the assessment of the

bivariate correlation. A basic statistical tool for checking if yearly dataset are

correlated each other is the correlation matrix. Table 7.3 shows the correlation

coefficients related to each pair of yearly groundwater levels dataset, at a signifi-

cance level of α¼ 0.05. The strong time correlation of the considered variable is

evident.

This further result allows us to choose cokriging as geostatistical method, which

should improve the estimation accuracy. Finally, any geostatistical analysis cannot

neglect to check if the observed phenomenon is characterized by a spatial trend

(drift). This can be made by checking for the correlation between measured values

and the related location (x, y). In the case at hand, a second order spatial model

(Eq. 7.8) has been proved to be the most reliable to explain the spatial behaviour of

the considered variables by means of appropriate statistical tests.

z ¼ aþ bxþ cyþ dx2 þ ey2 þ f xy ð7:8Þ

Table 7.2 Moran’s Index of

the measured values of

groundwater levels

Year Moran’s index z-score p-value(%)

2007 0.368 2.536 1.12

2008 0.371 2.560 1.05

2009 0.381 2.617 0.89

2010 0.754 5.059 0.00

2011 0.391 2.684 0.73

Table 7.3 Correlation matrix

of groundwater levels in the

aquifer of Tavoliere

Year 2007 2008 2009 2010 2011

2007 1.000 1.000 1.000 0.999 0.999

2008 1.000 1.000 1.000 0.999 0.999

2009 1.000 1.000 1.000 0.999 0.999

2010 0.999 0.999 0.999 1.000 1.000

2011 0.999 0.999 0.999 1.000 1.000
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3.3 Estimating Groundwater Table by Ordinary Cokriging

Summarizing the statistical analysis of the groundwater levels, measured in the

61 wells of the aquifer of Tavoliere, the following information can be outlined:

• Yearly datasets are evidently spatially autocorrelated. Consequently,

geostatistical methods are suitable for estimating the yearly groundwater tables,

during the considered period;

• Yearly datasets are characterized by a second order drift;

• Yearly datasets are evidently correlated in time. Consequently, ordinary

co-kriging can be a reliable tool for improving the estimation using the datasets

of the previous and following years as secondary variables.

Actually, ordinary cokriging has been used to estimate the groundwater table of

each year from 2007 to 2011. The set of secondary variables, used to support the

estimation, was constantly made by the three most correlated yearly datasets.

Given that the overall dataset was made by four variables, the structural analysis

has been a little bit challenging. Four direct- and six cross-variogram models have

been assessed per year. The variography evidenced a strong anisotropy mainly

oriented in direction SW-NE. Anisotropic, spherical models proved to be the most

suitable in order to describe the spatial behaviour of the groundwater level mea-

sures. All the models positively passed through a cross-validation stage, graphically

summarized in Fig. 7.8, which shows the deviation between the bisector and the

regression line of the scatterplot of the predicted values versus the measured ones.

Obviously, the lesser this deviation is, the better the model represents the actual

behaviour of the considered variable.

Figure 7.9 shows the results of the cokriging application. The five maps of

groundwater table over the whole study area, from 2007 to 2011, confirm the

well-known behaviour of the groundwater flow regimes of the considered aquifer.

Recharge areas are located in the South-Western part of the aquifer, at the Apen-

nines slope and the main flow direction is SW-NE.

3.4 Calibrating the Groundwater Balances

In analogy with what defined above, let’s call hydrogeological balance B
0
1 the

available long time series derived from previous studies (AA.VV. 2009; Portoghese

et al. 2010). B
0
1 considered all the classical hydrogeological balance terms apart

from the water volumes exchanged at the boundary with other water bodies. On the

other hand, the hydrogeological balance B
0
2 has been assessed for a shorter time

period over the same aquifer.

In this case, a different approach has been followed consisting in computing, by

subtraction, the gross volumes included between the estimated groundwater tables

related to two subsequent years. Obviously, B
0
2 is overestimated since it represents
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Fig. 7.8 Graphical summary of the cross-validation stage
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Fig. 7.9 Groundwater tables estimated by means of ordinary cokriging from 2007 to 2011 in the

aquifer of the Tavoliere di Puglia
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the total volume and not the specific yield (Sy). Figure 7.10 shows the areas

characterized by positive (green) and negative (ligth red) hydrogeological balances

B
0
2, over the whole aquifer and for the considered period.

Table 7.4 reports the pairs (B
0
2,B

0
1) for the 4 years considered in this study.

Fig. 7.10 Areas of positive (green) and negative (light red) hydrogeological balances B
0
2

Table 7.4 Pairs (B
0
2,B

0
1) for

the considered years (m3)
Unconfined Confined

Year B
0
2 B

0
1 B

0
2 B

0
1

2008 �396.42 �38.05 594.54 �22.72

2009 1121.09 45.30 689.26 �17.23

2010 255.69 13.81 337.71 �32.38

2011 �308.71 �36.34 1561.98 9.59
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Despite the “inaccuracy” in the estimation of both B
0
1 and B

0
2, it is realistic to

expect that the pairs (B
0
2,B

0
1) be directly correlated each other. In other words, at

large B
0
1 values should correspond large values of B

0
2 and, conversely, at at small B

0
1

values should correspond small values of B
0
2. Actually, Table 7.4 confirms this

assumption. This allows us to apply a regression approach in order to model the two

variables, jointly. As formally defined above, in the methodological framework

section, the linear regression model of Eq. (7.1) has been applied.

3.4.1 Unconfined Aquifer

Figure 7.11 shows the regression plot of the pairs (B
0
2,B

0
1) related to the unconfined

aquifer reported in Table 7.4. The high value of the coefficient of determination,

R2 ¼ 0:96 and the slope of the regression line confirm a good direct correlation

between B
0
1 and B

0
2 in this part of the considered area.

As reported above, the coefficients:

a ¼ 0:0569

b ¼ �13:373

can be viewed as the average specific yield (Sy ¼ a) of the confined part of the

aquifer of Tavoliere and the average volume of water (AD¼ b) exchanged with the

neighbouring water bodies.

Fig. 7.11 Linear regression model of (B
0
2,B

0
1) for the unconfined aquifer
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The proposed simultaneous calibration of the hydrogeological balances consists

in making the transformations of Eqs. (7.3) and (7.4), that is to say purging B
0
1 of the

quantity AD and reducing B
0
2 by Sy. The transformed balances B1 and B2 are plotted

in Fig. 7.12. As expected, the regression line has now traslated to the origin of the

axes and rotated to the bisector of the first quadrant. This means that, on average,

the two balances can be now considered equivalent even though they have been

assessed by means of two different and independent approaches.

3.4.2 Confined Aquifer

As for the unconfined aquifer, the pairs (B
0
2,B

0
1) related to the confined aquifer, have

been modelled by means of a regression model. Nevertheless, given the specific

geological framework described above, we used rainfall values related to the

unconfined part of the Tavoliere for assessing B
0
1. In fact, the presence of clay-

sandy sediments in this part of the aquifer prevents direct groundwater recharge,

which comes from the unconfined part. Figure 7.13 shows the resulting regression

plot of the pairs (B
0
2,B

0
1) related to the confined aquifer.

At first glance, Fig. 7.13, shows an evident violation of the main working

assumption of direct correlation between B
0
1 and B

0
2. Again, the knowledge of the

geological framework of the aquifer suggests the explanation for this result. The

expected long travel times of recharging water from the upstream unconfined

Fig. 7.12 Linear regression model of (B2,B1) for the unconfined aquifer
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aquifer to the considered confined part, would suggest to introduce in the B
0
1

equation a delay between the rainfall term and the balance itself.

Figure 7.14, then, shows the regression plot of the pairs (B
0
2,B

0
1(t)), where B

0
1(t)

has been assessed based on the rainfall term related to the previous year, R t� 1ð Þ.
Once again, it fails the working assumption of direct correlation between B

0
1 and B

0
2.

Consequently, we introduced a 2 years delay between B
0
1(t) and the rainfall term,

R t� 2ð Þ. The related regression plot is shown in Fig. 7.15, which, finally, proves

the accordance between the two balances series. In fact, the high value of R2 ¼
0:99 and the slope of the regression line confirm a good direct correlation between

B
0
1 and B

0
2. This first result allows us to affirm that the effect of the rainfall above the

unconfined part of the considered aquifer becomes evident in the confined part after

about 2 years.

Then, also in this case, the coefficients:

a ¼ 0:033

b ¼ �42:497

can be viewed as the average specific yield (Sy ¼ a) of the confined part of the

aquifer of Tavoliere and the average volume of water (AD¼ b) exchanged with the

neighbouring water bodies.

Fig. 7.13 Linear regression model of (B
0
2,B

0
1) for the confined aquifer. B

0
1(t) assessed based

on R(t)
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Fig. 7.14 Linear regression model of (B
0
2,B

0
1) for the confined aquifer. The B

0
1(t) assessment is

based on R t� 1ð Þ

Fig. 7.15 Linear regression model of (B
0
2,B

0
1) for the confined aquifer. The B

0
1(t) assessment is

based on R t� 2ð Þ
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As for the unconfined case, the calibration of both the hydrogeological balances

has been carried out. The transformed balances B1 and B2 are plotted in Fig. 7.16.

As expected, the regression line now traslated to the origin of the axes and rotated to

the bisector of the first quadrant. Once more, this means that, on average, the two

balances can be now considered equivalent even though they have been assessed by

means of two different and independent approaches.

3.5 Assessing a Rainfall Threshold for Predicting Stress
Status of Groundwater Systems

Let’s now investigate the relationship between the adjusted groundwater balance B1

and corresponding rainfall term R. Obviously, being rainfall the main term of

groundwater recharge, we expect a strong correlation between B1 and R.
Once more, a regression model has been applied to describe such a relationship

in order to assess the rainfall threshold, below which the considered aquifer can

undergo to a stress status. In these cases, in fact, the recharge cannot be sufficient to

restore the natural and man-induced water losses.

Figures 7.17 and 7.18 show the regression models related to both the unconfined

and confined groundwater systems. In particular, both the long time series

(1950–2011) of B1 and the shorter one B2 are plotted versus the related rainfall

values. In these plots, also the 95% confidence bands have been added in order to

take into account of the regression uncertainty. These plots bear a valuable

Fig. 7.16 Linear regression model of (B2,B1) for the confined aquifer

180 G. Passarella et al.



information concerning the rainfall threshold for assessing possible stress status of

groundwater systems. In fact, the intersection of the confidence bands with the

rainfall axis, provides an interval of rainfall values below which the aquifer can

undergo to a stress status with a likelihood of 95%.

Fig. 7.17 Scatterplot and confidence bands of Rainfall and Balances for the unconfined part of the

aquifer of Tavoliere di Puglia

Fig. 7.18 Scatterplot and confidence bands of Rainfall and Balances for the confined part of the

aquifer of Tavoliere di Puglia
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For the unconfined part of the considered aquifer, the resulting yearly rainfall

interval ranges from 596 to 609 mm (Fig. 7.17); similarly it ranges from 392 to

488 mm, for the confined part (Fig. 7.18).

Let’s briefly comment the difference between the coefficients of determination

related to plots of Figs. 7.17 and 7.18.

These figures, in fact, show that the regression R-B of the unconfined part of the

aquifer is extremely good, differently from that related to the confined part, which is

slightly worse. In our opinion, the reason of the difference mainly depends on the

complexity of the confined system.

As said above, the confined part of the aquifer is fundamentally recharged by

rainfall in the upstream unconfined part, but the effects of this contribution becomes

evident after about 2 years. Nevertheless, direct rainfall over this part of the aquifer,

even though not contributing to the groundwater recharge at all, strongly impacts

the irrigation. In this framework, the assessment of B1 has been carried out

considering the positive terms of the unconfined part, delayed by 2 years, and the

current negative terms assessed in the confined part.

In conclusion, we guess that the physical and computational complexity of the

system increases the global uncertainty of the proposed model and then lowers, in

some way, the accordance between rainfal and groundwater balance, which, is still

good anyway. A more detailed evaluation of the considered parameters and, in

particular, a shortening of the aggregation periods (from year to season or month)

could allow us tuning the assessment of the correct time delay to be considered as

travel time of groundwater from the upstream part to the confined part. This should

reduce the global uncertainty of the approach and provide more accurate results.

4 Results and Discussion

In this work we propose a calibration method based on the evident differences

between the hydrogeological balance of the aquifer of Tavoliere delle Puglie

assessed by two different and indipendent approaches. In the case at hand, B
0
1 has

been assessed for a long time series, from 1950 to 2011, by means of the classical

hydrogeological balance model, while B
0
2 was assessd as difference between the

groundwater tables estimated for two subsequent years, but only from 2008 to 2011.

Nevertheless, such two balance estimations were both affected by two different

forms of inaccuracies:

• B
0
1 does not embody in the balance equation the term inflow/outflow from/to

neighbouring water bodies (AD);

• B
0
2 represents the total gross volume (VT) included between two subsequent

yearly, estimated water tables. It should be reduced to the specific yield (Sy) in
order to assess the actual volume of water draining from VT.

182 G. Passarella et al.



Now, in theory, B
0
1 and B

0
2 should represent the same quantities and, conse-

quently, they should be equal. Nevertheless, the lack of information related to AD

and Sy, makes B
0
1 and B

0
2 different.

The proposed method compares the two short timeseries (2008–2011) by means

of a regression model, which represents the above described deviation between B
0
1

and B
0
2 by a roto-traslation of the regression line. Intercept and slope of such a

regression model have been interpreted as the average values of AD and Sy,
respectively. The study aquifer was split into two connected parts, an upstream

unconfined part and a downstream confined one.

Table 7.5 reports the estimated values of the intercept and slope and of the

related confidence limits (95%), for both the considered aquifer parts. The slope

(specific yield) ranges from 0.06 to 0.03 for the unconfined and the confined part of

the aquifer, respectively. Previous field tests carried out in the framework of a

comprehensive study aimed to the mathematical modellization of the regional

groundwater bodies (AA.VV. 1987), assessed values of specific yields ranging

from 0.01 to 0.05 and from 0.001 to 0.005 for the unconfined and confine parts

respectively. Such values seem to confirm, approximately, those found in this work

even though better in the unconfined part.

Concerning the intercept (net water volumes exchanged with other water bod-

ies), let’s highlight a couple of notes. First of all, the central values must be

considered as average values over the considered period, and this justifies the

relatively wide confidence range, partly also due to the shortness of the considered

timeseries.

Furthermore, the confined aquifer, always characterized by a range of negative

values, well reflects the knowledge about the quantitative status of this water body,

which is extremely stressed.

Finally, the assessed range of ADs have been downscaled and assigned to the

yearly balances of the whole long timeseries on the basis of the related estimated

recharge rates. This allowed us to put in relationship the yearly rainfall rates and the

related values of B1. Once again, the linear regression model has been used to

explore such a relationship. As expected, the coefficients of determination of the

regressions (Table 7.6), confirm a significant correlation between these two

Table 7.5 Estimated values of Sy (slope) and AD (intercept) and related confidence limits

Aquifer N R2
Lower

limit Slope

Upper

limit

Lower

limit Intercept

Upper

limit

Unconfined 4 0.96 0.00 0.06 0.11 �47.10 �13.37 20.36

Confined 4 0.98 0.01 0.03 0.04 �54.67 �42.50 �30.32

Table 7.6 Hydrogeological balance B1 versus Rainfall

Aquifer R2 Slope Intercept

Threshold lower

limit (mm/year)

Average

threshold

(mm/year)

Threshold upper

limit (mm/year)

Unconfined 0.97 0.310 �187.2 596 603 609

Confined 0.71 0.128 �55.38 392 448 488

Regression parameters and threshold of groundwater deficit
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quantities, particularly for the unconfined part of the considered aquifer. The

confidence bands of the regression line allows also one to assess the uncertainty

of the regression model (Figs. 7.17 and 7.18). These relationships, can be viewed as

a quick and easy predictive tool for assessing a range of plausible water balances in

a given groundwater body when the total annual rainfall is known. In particular, the

range of rainfall rates corresponding to the intersection of the confidence band with

the x-axis, indicates a threshold interval, below which the considered aquifer can

undergo to a stress status. In these cases, in fact, the recharge cannot be sufficient to

restore the natural and man-induced water losses. In Table 7.6, the rainfall threshold

intervals for the considered aquifers are reported. The unconfined part of the

considered aquifer results to be characterized by a higher rainfall thresholds,

probably because of its own hydrogeological conditions (higher permeabilities).

5 Conclusions

In this work, several quick and easy regressive tools have been proposed capable of

supporting water authorities in the assessment of yearly groundwater avilability. All

the proposed tools embody a comprehensive assessment of the models uncertainty,

in order to provide the manager with a reliable decision support tool. The method-

ologies have been applied to a complex confined-unconfined aquifer of the Apulia

Region located in the South Italy. The proposed method provided results in

accordance with physical knowledge of the study area, even though the physical

complexity of the confined groundwater system increases the global uncertainty of

the proposed model. A more detailed evaluation of the considered parameters such

as a shortening of the aggregation periods should reduce the global uncertainty of

the approach and provide more accurate results. Further methodological and prac-

tical improvements and refinements of the proposed methodology are currently

under study.
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Chapter 8

Evaluation of Submarine Groundwater
Discharge as a Coastal Nutrient Source
and Its Role in Coastal Groundwater
Quality and Quantity

Henrietta Dulai, Alana Kleven, Kathleen Ruttenberg, Rebecca Briggs,

and Florence Thomas

Abstract Globally, submarine groundwater discharge (SGD) is responsible for

3–4 times the water discharge delivered to the oceans by rivers. Moreover, nutrient

concentrations in SGD are usually elevated in comparison to river fluxes. Here we

review the major advances in the field of SGD studies and related nutrient fluxes to

the coastal ocean. To demonstrate the significance of SGD as terrestrial nutrient

pathway we compare stream and submarine groundwater discharge rates in a

watershed on the windward side of Oahu, one of the major islands of the Hawaii

archipelago. Our analysis of Kaneohe Bay, which hosts the largest coral reefs on the

island revealed that SGD in the form of total (freshþbrackish) groundwater dis-

charge was 2–4 times larger than surface inputs. Corresponding DIN and silicate

fluxes were also dominated by SGD, while DIP was delivered mostly via streams.

We quantified bulk nutrient uptake in coastal waters and also demonstrated that

nutrients were quickly removed from the bay due to fast coastal flushing rates. This

study demonstrates the need to understand SGD-derived nutrient fluxes in order to

evaluate land-based coastal nutrient and pollution sources.

H. Dulai (*) • A. Kleven

Department of Geology and Geophysics, University of Hawaii-Manoa, Honolulu, HI, USA

e-mail: hdulaiov@hawaii.edu

K. Ruttenberg

Department of Geology and Geophysics, University of Hawaii-Manoa, Honolulu, HI, USA

Department of Oceanography, University of Hawaii-Manoa, Honolulu, HI, USA

R. Briggs

Department of Oceanography, University of Hawaii-Manoa, Honolulu, HI, USA

F. Thomas

Hawaii Institute of Marne Biology, University of Hawaii-Manoa, Honolulu, HI, USA

© Springer International Publishing Switzerland 2016

A. Fares (ed.), Emerging Issues in Groundwater Resources, Advances in Water

Security, DOI 10.1007/978-3-319-32008-3_8

187

mailto:hdulaiov@hawaii.edu


Abbreviations

ARn_cw Coastal water radon activity

ARn_gw Groundwater radon activity

CT Terrestrial nutrient concentration

CB Central Kaneohe Bay

CI Coconut Island

DIN Dissolved inorganic nitrogen

DIP Dissolved inorganic phosphorus

DON Dissolved organic nitrogen

DOP Dissolved organic phosphorus

dpm Decays per minute

GPS Global positioning system

gw Groundwater

HFP Heeia Fishpond

I Effective terrestrial end-member nutrient concentration

Kh Horizontal eddy diffusion coefficient

L Length

n Number

NB Northwest Kaneohe Bay

QT Terrestrial water flux

QSGD Submarine groundwater discharge flux

R Nutrient removal rate

Ra Radium

Rai Nearshore water radium activity

Rao Offshore water radium activity

Rn Radon

SGD Submarine groundwater discharge

STE Subterranean estuary

sw Surface water

t Time, residence time, flushing rate

T1/2 Radionuclide half-life

T1 Transect 1

T2 Transect 2

T3 Transect 3

TDN Total dissolved nitrogen

TDP Total dissolved phosphorus

Th Thorium

U Uranium

V Volume

λ Radionuclide decay constant
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1 Introduction

1.1 SGD: General Description

Submarine groundwater discharge (SGD) consists of fresh meteoric water and

recirculated seawater that flows through the coastal aquifer into coastal waters

(Taniguchi et al. 2002). Most often it emerges as a mixture of fresh and saline

water masses resulting in a full salinity range (Michael et al. 2005; Santos

et al. 2012; Gonneea and Charette 2014). Generally elevated SGD is associated

with certain characteristics of coastlines such as steep topography with permeable

geology and high rainfall (Bokuniewicz et al. 2003). However, groundwater fluxes

have been identified on all seven continents and can occur under non-typical

conditions. For example, prolific meteoric water discharge has been found associ-

ated with otherwise desert-like watersheds (Johnson et al. 2008), seeping incon-

spicuously under estuaries (Moore 1997; Dulaiova et al. 2006; Peterson et al. 2009;

Wang et al. 2014) and on coastlines with absent freshwater fluxes dominated by

seawater recirculation (Kiro et al. 2013).

Based on coastal hydrological principles, SGD distribution in a cross-shore

direction is expected to decrease exponentially with increasing distance offshore

(Taniguchi et al. 2003). The presence of confining layers however, allows water

discharge to occur kilometers from shorelines and at significant ocean depths

(Moore and Wilson 2005). The majority of reported SGD studies have been

performed in shallow coastal regions where its impact is the most significant in

terms of pollution. Here the SGD signature is magnified by less dilution due to

lesser water volumes and longer coastal residence times. As a consequence, the

literature is biased towards SGD in the nearshore region (Bratton 2010).

The focus of SGD studies has diverged in multiple directions, including hydro-

logical, geochemical, ecological, and coastal management aspects of SGD. Studies

of biogeochemical processes in the subterranean estuary (STE), a subsurface zone

of mixing between fresh groundwater and recirculated seawater (Moore 1999),

helped to explain the composition of discharging fluids influenced by nutrient

transformations (Kroeger and Charette 2008; Santos et al. 2008, Kim et al. 2012),

trace metal cycling (Charette et al. 2005; Beck et al. 2009, 2013; Gonneea

et al. 2008), and microbial activity (Santoro et al. 2006) in the STE. It has become

clear that groundwater geochemical signatures undergo significant changes in

the STE just before discharging into the coastal zone. There has also been progress

in the understanding and description of terrestrial and marine driving forces of

SGD (Michael et al. 2005; Robinson et al. 2006, 2007; Li and Jiao 2013; Gonneea

et al. 2008). Gonneea and Charette (2014) illustrated that in addition to

the terrestrial drivers such as precipitation and groundwater extraction, sea-level

anomalies had a quantifiable effect on the magnitude and composition of SGD.

Relevant to this marine forcing is the expected effect of the advancing sea level

rise, which in addition to increased seawater intrusion is predicted to change

biogeochemical interactions in the STE and may result in increased SGD solute
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fluxes (e.g. Roy et al. 2010). While most of the early literature focused on nutrient

(e.g. Slomp and Van Cappellen 2004; Andersen et al. 2007; Bowen and Valiela

2001) and trace metal SGD fluxes (e.g. Beck et al. 2009), there is an emerging trend

of a more interdisciplinary focus on SGD and its ecological consequences, includ-

ing ocean acidification and its effect on coral reefs (Cyronak et al. 2014; Santos

et al. 2013), linking SGD nutrient inputs to enhanced primary productivity (Waska

and Kim 2011) and algal proliferation leading to coral reef degradation (Dailer

et al. 2010; Smith et al. 2001).

1.2 SGD-Derived Nutrient Fluxes

Total SGD consists of meteoric fresh groundwater, which is responsible for sup-

plying allochthonous, new terrestrial nutrients to the coastal zone, and recirculated

seawater, which either carries nutrients with it from the sea or acquires them as the

water flows through the STE and the seabed. Local remineralization of marine

organic matter is the origin of nutrients in the latter case, which is not considered a

new but an autochthonous nutrient source to the coastal waters; it is still significant,

however, because it mobilizes recycled nutrients. Upon exiting the STE, the fate of

SGD-derived coastal nutrients is analogous to those in river estuaries in that one

may expect the same chemical continuity between groundwater and ocean water as

in estuaries. Therefore it is evident that nutrients are being processed through two

estuaries, once in the subsurface (the STE) and once on the surface where brackish

groundwater plumes mix into the coastal water.

Nutrient fluxes are estimated by quantification of SGD (Moore 2010) and by

multiplication of the water discharge by STE nutrient concentrations. This

approach requires the assumption that no nutrient uptake processes or sources

occur between the STE and the SGD discharge point. But as Moore (2010) points

out, while SGD is relatively easy to quantify, constituent fluxes within the STE are

so variable that the largest uncertainties in SGD-derived nutrient fluxes stem from

the determination of the proper solute nutrient end-member. The most commonly

used methods of SGD assessments are geochemical tracer techniques (Charette

et al. 2008), thermal imaging (Johnson et al. 2008), geophysical techniques

(Dimova et al. 2012), hydrological and watershed models (Gonneea and Charette

2014), and direct measurements using seepage meters (Lee 1977).

In the simplest scenario there is conservative mixing between groundwater

nutrients and seawater resulting in a linear trend of nutrients with either salinity

(Knee et al. 2010) or a groundwater tracer (Moore 2006) across the STE. This

approach assumes that the recirculated seawater is nutrient-poor, and its role in the

STE is mainly as a dilution agent. Typically there would also be a limited amount of

organic matter remineralization within the STE, resulting in the absence of added

recycled nutrients. In this case the SGD-derived nutrient flux is simply the product

of fresh SGD and freshwater nutrient concentrations (Knee et al. 2010).
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In more complex STE settings various nitrogen attenuation processes have been

described with concurrent removal of nitrate and ammonium (Kroeger and Charette

2008; Santos et al. 2010, 2012; Glenn et al. 2013). As a result, SGD has lower

nitrogen concentrations than the terrestrial end-member upstream of the STE.

Similarly, reactive phosphate readily interacts with solids containing iron and

aluminum oxides resulting in its removal and cycling within the STE (Spiteri

et al. 2008). Gonneea and Charette (2014) reported a net removal of phosphate

within the STE and a change of N:P ratios in terrestrial groundwater before and

after flowing through the STE.

Nutrient additions may occur via seawater circulation through organic-rich

benthic sediments. This addition is very typical for salt marshes where tidal

pumping is one of the major nutrient recycling pathways (Weston et al. 2006;

Wilson and Gardner 2006; Wankel et al. 2009). In several cases multiple SGD

signatures have been found in the coastal zone suggesting discharges of different

water masses with different nutrient compositions. Geochemical tracer balances

have been used to identify and quantify these sources (Moore 2003; Charette 2007).

1.3 Nutrient Removal in the Coastal Zone

We can make an analogy between river estuaries and SGD plumes mixing into the

coastal ocean. They are different in that estuaries are surficially-expressed, semi-

enclosed bodies while SGD discharges along any type of coastline geometry—

enclosed embayments as well as well-flushed coastal margins. They are similar,

however, in that they are reaction vessels through which terrestrial solutes and

solids must pass before entering the ocean (Kaul and Froelich 1984). It is therefore

important to understand how SGD-derived nutrients are affected during their

passage through the coastal ocean. In some instances nutrients are not stripped

from SGD plumes because their transit time is too short with respect to phyto-

plankton cell division times (Tomasky et al. 2013). In many examples, however,

there is significant coastal biological uptake resulting in deviations from conserva-

tive estuarine mixing models analogous to those described in rivers (Kaul and

Froelich 1984). For example, primary production sustained by SGD-derived nutri-

ents has been documented to result in non-conservative nitrate and silicate mixing

trends and a removal of 40–90% of nutrients within the coastal zone of small

islands (Kim et al. 2011).

1.4 Case Study of Coastal Nutrient Fluxes

In this paper we present a case study that demonstrates the combined use of the

most commonly applied natural radioisotopic techniques using radon and radium

isotopes (Charette et al. 2008). The derived SGD is then used to estimate

corresponding nutrient fluxes.
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Terrestrial nutrient fluxes are investigated in two parts of Kaneohe Bay, Hawaii.

The first is in a section of a watershed where the STE is presumed to play very little

role in nutrient removal and a conservative nutrient behavior is expected; the

second is a region of the watershed where a coastal wetland significantly alters

groundwater and stream nutrient concentrations just before these discharge into

the ocean. We illustrate the significance of SGD for coastal nutrient budgets in

Kaneohe Bay through the following steps:

– we compare nutrient fluxes via SGD to stream inputs in different sectors of the bay

– we estimate coastal nutrient inventories and coastal residence times

– we study the estuarine behavior of SGD-derived nutrients and estimate net

nutrient removal rates.

Due to the unique island watershed characteristics described below, our study

site is not typical for continental margins but is a good representative of large

islands, which account for the majority of SGD inputs into the Pacific Ocean.

On the downstream end of the watershed a coral reef along with associated native

and invasive algal communities co-exist in a delicate nutrient balance. In addition,

our study site includes a fishpond, built by early Hawaiians who recognized the

parts of the coastline where ample nutrient delivery by streams and groundwater

discharge could sustain a vibrant aquaculture. With population growth and

increased anthropogenic nutrient and sediment fluxes, the pond and the coral reef

have been threatened by euthrophication, excess sediment loads, and algal over-

growth. We illustrate that among the various nutrient delivery mechanisms SGD

plays a pivotal role in these systems.

2 Methods

2.1 Study Site

The Kaneohe watershed is located on the northeast, windward side of Oahu, the

third largest island of the Hawaiian archipelago. It consists of several stream-

eroded, amphitheater-headed valleys with steep headwalls and alluvial deposits.

The deposits are iron and aluminum rich clays with high affinity for phosphate,

radium isotopes, and ammonium. Orographic rainfall is typical for all sectors of the

steep watershed. Our study focused on the northwest part, which is divided into

Waikane, Waiahole and Kaaawa/Hakipuu sub-watersheds (area 36 km2, precipita-

tion 2.6� 105 m3 d�1, 55% of watershed stream runoff) and Kaneohe (area 56 km2,

precipitation 3.6� 105 m3 d�1, 39% of watershed stream runoff) in the central

sector of the bay (Shade and Nichols 1996). The watershed has high-level, dike

impounded groundwater and a basal lens which is connected to the coastal zone.

Land-use is agriculture and preservation land in the northwest, low-intensity devel-

oped and preservation in the central sector, with most urban development located
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along the coastline and the southern part of the watershed. The coastal plain of the

Heeia sector has a 0.81 km2 wetland. Kaneohe bay is a semi-enclosed embayment

with a barrier reef as a seaward boundary. In the lagoon there are patch reefs and

fringing reefs, many of which have been substantially modified by the growth of

fleshy algae. The fringing reef flats receive land-derived mud, sand, and rubble. The

bottom sediments in the nearshore region are mostly noncalcareous clays, while

sand bars and hard bottom are more typical outside of the lagoons (Smith

et al. 1981).

We selected three shore-perpendicular transects (T1–T3) along fringing reefs in

Kaneohe Bay (Fig. 8.1). The array of transects was selected based on specific

characteristics of their location that we believed might influence the delivery of

nutrients (Table 8.1). For example, Transects 2 in Waiahole and 3 in Kaaawa/

Hakipuu (T2 and T3) are located proximal to freshwater input via stream runoff.

In contrast, Transect 1 in Waikane (T1), the northernmost transect, is located in a

region with minimal input from surface runoff, and in the most pristine (lowest

apparent anthropogenic impact) sector of the bay. Sampling locations in Central

Bay (CB Fig. 8.1) only covered the northernmost tip of this subwatershed.

Fig. 8.1 Kaneohe Watershed is located on the windward side of Oahu, HI. The watershed consists

of several sub-watersheds (divided by grey lines). Kaneohe Bay is composed of three sectors:

northwest (NB), central (CB) and south. Radium samples were collected along transects T1–T3 in

NB, at a location indicated by CB and in the Heeia Fishpond (HFP). Surface water radon activities

(indicated by colored circles) were measured along the coastline in NB and CB as well as in HFP.

Radon time-series monitoring was performed on Coconut Island (CI) located in the central sector

of the bay
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In our study we also included Heeia fishpond, which is a 0.39 km2 walled estuary

downstream of the Heeia wetland in the central sector of the bay. It receives water

from the Heeia stream and the ocean through channels. It receives approximately

50% of the stream flow measured at the Haiku stream gauge (USGS 16275000)

(Young 2011). The pond is shallow, on average 0.5 m (Timmerman et al. 2015), and

is used for aquaculture.

2.2 Radium Isotopic Sampling and Analysis

In order to quantify groundwater fluxes and nutrient distribution in the northwest

sector of the bay, we examined three transects (T1–T3, Fig. 8.1) that extended from

the coastline out to ocean salinities (2000–3000 m). In the central sector we

collected only three samples at 2000 m from the shoreline (location CB,

Fig. 8.1); these points were not aligned on a transect. Samples were collected in

both sectors on August 17, 2010 during a dry period and in the northwest sector

following the first big storm on November 4, 2010. Heeia fishpond was sampled on

November 19, 2013, when we collected five samples that covered most representa-

tive salinity ranges across the pond. Surface water samples were collected into 20-L

carboys for radium isotopic analysis, and for nutrient analysis (described below).

Salinity was measured at the top and bottom of the water column at the time of

sampling using a YSI multiparameter conductivity meter. Radium samples were

weighed, filtered through MnO2-coated acrylic fibers and analyzed on a Radium

Delayed Coincidence Counter (Scientific Instruments) for short-lived 224Ra, 223Ra,

and 228Th. Excess 224Ra was calculated by subtracting dissolved 228Th activities

before decay correction and all 224Ra reported from here on refer to excess 224Ra. 227

Acwas below detection limit of ourmethod in all samples and all 223Ra reported here

is assumed to be excess 223Ra. Long-lived 226Ra and 228Ra were measured on ashed

fiber samples using a high purity germanium detector (Ortec, GEM40).

2.3 Surface Water Profiling and Nutrient Sampling

Water column temperature and salinity was profiled using a YSI 6200v Sonde,

which was manually lowered off the side of the boat at a steady rate during constant

data logging for a continuous profile of these parameters from surface to bottom

water. Depth profiles were used to determine the surface mixed layer thickness by

determining the depth at which salinities increased to offshore levels. Discrete

water samples in the bay and fishpond were collected from surface waters and

immediately transferred to shore for filtration. Nutrient samples were filtered

through pre-weighed 0.2 μm polycarbonate filters and frozen until analysis. Nutri-

ent samples from T1, T2, T3 were analyzed for dissolved PO3�
4 , Si(OH)4, NO

�
3 ,

NO�
2 , NH

þ
4 , total dissolved nitrogen (TDN), and total dissolved phosphorus (TDP)

on a Technicon AutoAnalyzer II® following well-established analytical methods at

the Water Center at the University of Washington. Water samples collected in 2012
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from HFP were analyzed on a Seal Analytical AA3® following well-established

analytical methods at the SOEST Laboratory for Analytical Biogeochemistry at the

University of Hawaii. Dissolved organic phosphorus (DOP) and dissolved organic

nitrogen (DON) were determined as the difference between TDP and TDN and the

dissolved inorganic P and N pools.

2.4 Radon Survey

A surface water radon survey along the coastline, extending from the northernmost

tip of the bay to the central-south sector boundary, was performed on August

17, 2010. The survey was done at high tide because the shallow parts of the reef

were not accessible at low tide. We used an autonomous in situ radon detector

(Rad-Aqua) into which water was pumped from about 0.2 m below water surface.

The unit was housed on a dinghy moving at <5 km h�1 speed. A radon survey was

also performed in Heeia fishpond on November 19, 2013 during which we followed

the entire perimeter of the pond and a central transect in the pond covering most of

the pond area. Salinity and GPS coordinates were recorded every 30 s along the

surveys (Fig. 8.1). Radon data were processed using methods described in Dulaiova

et al. (2010).

2.5 Radon Time Series

A 1-h resolution radon (Rn) time-series of Rn in surface waters off Coconut Island

(Fig. 8.1) was set-up for the period of January 26, 2012 and March 22, 2012. Water

from 0.2 m below surface was pumped into a Rad-Aqua instrument housed in a

land-based structure. Salinity, temperature and wind speed was monitored along

with the radon time-series. Radon data were processed using methods described in

Burnett and Dulaiova (2003).

2.6 Wetland and Groundwater Sampling

We collected groundwater samples in the wetland using piezometers from 0.5 to

2.0 m depth and surface water from the stream and irrigation ditches. Groundwater

samples in the upper watershed were collected from wells operated by the Board of

Water Supply. Samples were analyzed for nutrients as described above and radon

activities using a RAD-H2O system (Durridge Inc).
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3 Results

3.1 Radium Isotope Distribution

In northwest Kaneohe Bay radium isotope enrichment was higher, in general, in the

nearshore region (Fig. 8.2) although the long-lived 226Ra had the opposite trend

along T3, which was more pronounced in November 2010. We attribute this result

to radium addition to the offshore section of the transect from nearby streams and/or

removal in the nearshore water column by sorption to iron rich suspended particles

(see below). Radium activities were 2–12 dpm m�3 223Ra, 2–45 dpm m�3 224Ra,

and 20–160 dpm m�3 226Ra. In general the activities were higher in August than

November 2010. Radium distribution against salinity showed that radium activities

dropped significantly by the seaward end of the transects but have not reached

ocean end-member levels of zero excess (Fig. 8.2). Salinities along these transects

ranged from 17 to 35.7 and the water column was stratified reaching ocean salinities

near the bottom.

Radium isotopes in the fishpond were 2–8 dpm m�3 223Ra, 13–40 dpm m�3 224

Ra, and 43–90 dpm m�3 226Ra. Here salinity ranged from 11 to 33.5 and near the

stream mouth we observed significant stratification of the water column with a

buoyant freshwater plume with a thickness of 0.2–0.3 m. Groundwater 226Ra

activities across the watershed were 60–200 dpm m�3 (n¼ 8).
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3.2 Radon Tracer Distribution

The radon survey in northwest Kaneohe Bay in August 2010 was performed during

high-and falling tides therefore it does not reflect average SGD inputs, rather a

lower limit of coastal radon activities. It can be expected that highest SGD occurs

along the shoreline so we focused our survey parallel to the shoreline and also made

several transects in a cross-shelf direction (Fig. 8.1). Radon activities varied from

250 to 2100 dpm m�3 and were moderately (10x) elevated over parent-supported

activities of 100–160 dpm m�3 estimated from dissolved 226Ra measurements.

In the central section of the bay activities were similar in magnitude along the

coastline as well as in the Heeia fishpond.

In the fishpond the survey was performed at high tide and the measured activities

were 870–2800 dpm m�3. The highest activities clustered in the SW corner of the

pond and near the stream mouth.

Radon time series measurement in the coastal water was performed at Coconut

Island, which is in central Kaneohe Bay about 750 m from the main shoreline

(Fig. 8.1). The measurements confirmed a significant tidal influence on coastal

radon activities (Fig. 8.3). The observed activities ranged between 0 and

1800 dpm m�3. During high tide radon levels decreased to ocean levels of

~60 dpm m�3 and during low tide the activities increased due to intensifying

SGD and lower mixing with offshore waters. There was a period (February 1–18,

2012) of elevated baseline radon when even during periods of high tide radon

activities did not decrease to supported levels of 60 dpm m�3. This period showed

the highest SGD fluxes during the 2-month monitoring program.

Groundwater radon concentrations were 150,000� 190,000 dpm m�3 in high-

level groundwater (n¼ 8) and 90,000� 80,000 dpm m�3 in the wetland ground-

water (n¼ 11).

3.3 Nutrient Distribution

Nutrient concentrations in the watershed and the coastal ocean are summarized in

Table 8.1. As expected, groundwater and streams were more enriched in nutrients

than coastal waters in the bay and the fishpond. Nitrate concentrations were similar

in northwest Kaneohe Bay in August and November, 2010. The wetland water

masses were significantly reduced in silicate and contained more reduced ammo-

nium than nitrate. There was a large variability in DIN concentrations in the

wetland. Nitrogen was mostly in the form of highly variable ammonium with an

average concentration of 21� 140 μM; nitrateþ nitrite concentrations averaged

0.3� 35 μM. Dissolved oxygen varied between 1 and 15% saturation and phos-

phate concentrations were 0.6� 0.3 μM. Surface water, including the stream in the

wetland, had <0.5 μM nitrateþ nitrite, 11� 80 μM ammonium, and 0.2� 0.1 μM
of phosphate. Dissolved oxygen concentrations were 56� 50% saturation.
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Fig. 8.3 A 1-h resolution SGD (cm d�1) derived from a coastal radon record collected at Coconut

Island in Kaneohe Bay, HI. The radon monitor was located on the shore of the island about 750 m

from the major coastline’s groundwater sources

Table 8.1 Surface and groundwater dissolved inorganic nitrogen (DIN), dissolved inorganic

phosphorus (DIP), and silicate concentrations (μM) in Kaneohe watershed in Waikane stream

located in the northwest sector (Smith et al. 1981), Kaneohe Bay surface water (sw) August,

Kaneohe Bay surface water November, He’eia fishpond surface water, He’eia wetland surface

water, He’eia wetland groundwater (gw), and Waikane groundwater (all determined during this

study)

Sampling

date

Number

of samples DIN DIP Silicate

DIN:

DIP

Waikane sw 2/6/2013 7 12� 3 1.6� 0.5 540� 92 8

Kaneohe sw 8/17/2010 9 0.79� 0.43 0.051� 0.033 14.8� 6.0 15

Kaneohe sw 11/5/2010 11 0.68� 0.36 0.073� 0.100 6.9� 3.7 9

He’eia FP sw 11/19/2013 9 0.64� 0.53 0.11� 0.09 65� 75 6

He’eia wl sw 2–5/2013 16 11� 5 0.22� 0.14 220� 81 50

He’eia wl gw 2–5/2013 8 21� 144 0.56� 0.25 170� 53 38

Waikane gw 2/6/2013 7 12� 3 1.6� 0.5 540� 92 8
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4 Discussion

Coastal groundwater fluxes can be estimated indirectly using a mass balance of

naturally occurring radioactive isotopes (Charette et al. 2008). We employ a multi-

tracer approach utilizing radium isotopes to estimate SGD (Sects. 4.1–4.3) as

described in Moore (1996) and Moore (2000a) then complement these estimates

with radon derived groundwater fluxes (Sects. 4.4 and 4.5) utilizing methods

described in Dulaiova et al. (2010) and Burnett and Dulaiova (2003). These

methods are based on the continuous regeneration of radon and radium isotopes

from U- and Th-bearing minerals via radioactive decay in aquifers. Groundwater

becomes enriched in these isotopes because the water-to-solids surface area ratio is

small and the water layer around the solids effectively captures the recoiling newly

produced radionuclides. Owing to the absence of major sources, surface waters

have orders of magnitude lower activities of these isotopes. A coastal mass balance

can then be formulated to calculate the amount of the tracer derived by SGD after

accounting for all other sources of these isotopes.

Since one of the goals of SGD studies is to demonstrate the effect of SGD on

coastal water quality, some important aspects to consider are coastal nutrient

inventories (Sect. 4.6) and the SGD-derived nutrient fluxes (Sect. 4.7), the rates

of their dilution by mixing, and the degree to which these inputs get taken up by

biological and inorganic processes. The processes listed above depend on the rate of

delivery and residence time of nutrients in the coastal water. In Sect. 4.8 we use

radium isotopes to estimate the age of SGD-derived conservative solutes as a

measure of coastal residence time (Moore 2000b; Moore et al. 2006). This is the

amount of time it takes for the nutrients to leave the investigated water body either

by along-shore currents or by mixing into the offshore ocean. In Sect. 4.9 we use

these residence times in combination with terrestrial fluxes to compare coastal

nutrient mass balances in different sectors in Kaneohe Bay. Finally estuarine net

nutrient removal rates are derived based on marine nutrient profiles and the

combined SGD and stream nutrient fluxes (Sect. 4.10).

4.1 Horizontal Mixing Rates in Northwest Kaneohe Bay

The presence of excess radium isotopes in the nearshore region is an indication of

coastal radium inputs from a combination of groundwater, stream, and suspended

particulate sources at a rate at which elevated radium concentrations persist despite

their radioactive decay (224Ra half-life is 3.7 days and 223Ra is 11.4 days) and

mixing losses. The short- and long-lived radium distribution and mass balance can

be used to determine SGD, in which the first step is to calculate horizontal mixing

rates. For the same mixing 223Ra returns estimates of smaller relative uncertainties

on horizontal diffusion coefficient estimates than 224Ra because of its longer half-
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life and more gradual cross-shore gradients (Knee et al. 2011). Therefore we used
223Ra as an independent mixing tracer for the nearshore region of Kaneohe Bay.

In a system controlled by eddy diffusion, we can use the distribution of 223Ra to

calculate a horizontal eddy diffusion coefficient (Kh, Moore 2000a) under the

assumption that radium distribution depends on two processes, radioactive decay

and mixing. We only had three sampling points on each transect so were not able to

evaluate the influence of advection (concave or convex shape, break in slope), and

we assumed that the system was controlled by eddy diffusion and that the dominant

water transport was in a cross-shore direction neglecting alongshore currents. The

water column was stratified along all 3 transects preventing significant radium

diffusion inputs from benthic sources.

We derived gradients of the natural logarithm of 223Ra from the three transects.

If the above-stated assumptions are accurate then the ln223Ra slope depended only

on the decay constant λ223 and eddy diffusion coefficient Kh (Moore 2000a):

slope ¼
ffiffiffiffiffiffiffiffiffi

λ223
Kh

:

r

ð8:1Þ

The slopes for the three transects (T1, T2, T3; Fig. 8.4) were calculated indi-

vidually (and averaged �2.96� 10�4 m�1) resulting in an average eddy diffusion

coefficient Kh of 25 m2 s�1 and 57 m2 s�1 in August and November 2010,

respectively. The relative uncertainty on these diffusion coefficients was 17–30%

resulting from having only 3 sampling points on each transect, R2 of slopes >0.9

and a 223Ra measurement error of 17–22%.
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4.2 Coastal 226Ra Fluxes in Northwest Kaneohe Bay

Next, we used the eddy diffusion coefficient and the concentration gradient of 226Ra

along the same transects (Fig. 8.1) to estimate the coastal flux of 226Ra to the ocean.

Ra-226 in this case represents a conservative tracer as due to its long half-life

(T1/2¼ 1600 year) it does not decay on the time scale of coastal transport processes.

The linear 226Ra gradients (Fig. 8.4) were�1.0� 10�2 dpm m�3 m�1 for T1 and

�1.8� 10�2 dpm m�3 m�1 for T2 in August 2010, while T3 had a positive slope.

In November 2010, we could only used data from T1, as T2 had a positive slope and

T3 was incomplete with only one sampling point. The positive slopes suggested

that there was either an offshore SGD source near T3, some lateral transport of

high-radium water masses from upstream coastal areas, or that radium was removed

in the coastal region by sorption onto suspended particles. In this case we surmise

that the positive slope can be explained by radium delivered by the Waihee River

(fluxes derived from USGS station indicated in Table 8.2) located just south of T3,

which may preferentially flow along a coral patch to the offshore sections of T2 and

T3. Alternatively, it is possible that there was some radium sorption to particles as

stream particle inputs at the beginning of T3 resulted in coastal suspended sediment

load of 0.017 g L�1 and 0.012 g L�1 in August and November, respectively.

We observed that the suspended particles in this watershed were enriched in iron

(surmised based on color and elevated dissolved iron concentration in groundwater,

Dulaiova unpublished results) most probably in form of iron (oxy)hydroxide pre-

cipitates that have shown to attract radium even at elevated salinities (Gonneea

et al. 2008).

On average the surface mixed layer was 1 m thick at T1 and 1.4 m thick at T2 as

determined from salinity depth profiles along the transects. Individual

aquifer sector coastline lengths were used to calculate the offshore 226Ra fluxes

of 1.6� 108 dpm d�1(T1) and 1.3� 107 dpm d�1 (T2) in August and 1.7� 108

dpm d�1 (T1) in November. These 226Ra fluxes were supported by streams,

groundwater discharge and desorption from suspended particles delivered by

streams. Stream water and sediment fluxes were scaled according to the coastline

length of each transect (Table 8.2). River discharge and suspended particulate flux

from the streams was determined using USGS stream gauges and relationships

derived by Hoover et al. (2009). The estimated sediment load was 170,000 g d�1 in

August and 61,500,000 g d�1 in November. We used literature values (Krest

et al. 1999) to estimate radium desorption from sediments recognizing that this

input may actually be much smaller due to the iron enrichment of the particles that

would not release radium as easily as the sediment types studied by Krest

et al. (1999), which were suspended and bottom sediments from the Mississippi

delta. We estimate a suspended particle desorption flux for 226Ra of 1.1� 105 dpm d
�1 and 1.29� 107 dpm d�1 in August and November 2010, respectively. Inspection

of all sources revealed that the total 226Ra flux was clearly dominated by ground-

water inputs as river and suspended particle inputs were 1–3 orders of magnitude

lower than the total radium flux. Any uncertainty in these estimates therefore was

insignificant in terms of the final SGD fluxes.
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4.3 Submarine Groundwater Discharge in Northwest
and Central Kaneohe Bay Estimated via Radium
Approaches

SGD-derived radium fluxes were calculated by subtracting stream and particle

desorption Ra fluxes from total 226Ra fluxes. The net groundwater derived flux

was then divided by groundwater 226Ra concentrations of 200 dpm m�3. The

individual SGD estimates (Table 8.2) had ~36% relative uncertainty, which was

calculated via error propagation of the individual terms: diffusion coefficients 30%,

Ra flux 35%, groundwater Ra activity 10%.

We normalized SGD estimates from T1 and T2 as discharge per meter shoreline

and extrapolated SGD to the whole northwestern bay. SGD was 20 times higher

than stream inputs in August and 3 times higher in November, 2010 (Fig. 8.5). We

observed a change in the SGD:stream discharge ratio, which was expected as during
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Fig. 8.5 The bars represent the magnitude of SGD (blue) and stream (red) discharge (m3/d) for

northwestern Kaneohe Bay in August (NB-Aug) and November (NB-Nov), central bay in August

(CB-Aug), and Heeia fishpond in November (HFP-Nov). The y-axis is a logarithmic scale for

better comparison between NB and HFP locations. The pie charts indicate relative DIN contribu-

tion of SGD and streams to the bay
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the dry season in August groundwater flux was the major terrestrial water source to

the coastline and the streams were only fed by baseflow. The November sampling

was performed following the first big storm after the dry season, which resulted in

increased streamflow. The groundwater aquifer responded much more slowly to the

increased recharge and we did not observe an immediate increase in SGD. In fact

we have shown that SGD had a 2–3 month lag in responding to increase in recharge

in the Kaneohe Watershed (Leta et al. 2015).

We also used another approach to calculate SGD that involved a 226Ra mass-

balance and residence times (Moore 1996). Coastal activities of 226Ra were multi-

plied by the volume of the water mass and divided by the coastal residence time

derived in Sect. 4.6. In this way a replacement rate of radium was estimated which,

at a steady-state, should be equal to 226Ra inputs via streams and SGD. Stream and

particle sources were subtracted from the total radium fluxes and finally the

SGD-derived radium flux was divided by groundwater 226Ra activity. The resulting

SGD was 2–4 times lower than the estimates described above (Table 8.2) but still

dominated over stream water discharge.

A point to keep in mind is that SGD is a mixture of brackish groundwater and

recirculated seawater, and as a consequence cannot be compared in terms of

freshwater fluxes to stream inputs. The salty fraction of SGD has been shown to

represent 40–80% of total fluxes in Hawaii (Street et al. 2008; Kleven 2014; Glenn

et al. 2013; Mayfield 2013), seawater recirculation through the coastal aquifer

therefore contributes significantly to total SGD. Yet brackish and salty SGD play

an equal role as nutrient pathways and as we show below, nutrient fluxes via total

SGD must be considered in nutrient coastal mass balances.

4.4 Submarine Groundwater Discharge in Northwest
and Central Kaneohe Bay Estimated Using a Radon
and Radium Mass Balance

A coastal radon survey was performed to determine surface water radon inventories

in August 2010 (Fig. 8.1). The measured concentrations were used to calculate SGD

fluxes based on the following equation:

QSGD ¼ ARn cw*V

τ*ARn gw
; ð8:2Þ

where QSGD is total submarine groundwater discharge (m3 d�1), ARn_cw are

coastal water radon activities corrected for non-SGD sources (diffusion from

sediments, in situ radioactive production from 226Ra, offshore inputs) and

losses (evasion to the atmosphere, radioactive decay), ARn_gw is groundwater

radon activity (dpm m�3), V is the volume of the coastal water box that the

measurement represents (m3) and τ is the flushing rate of the coastal zone, which

in this case was a tidal cycle (Dulaiova et al. 2010).
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SGDdeterminedby the radon surveyamounted to1.1� 105m3d�1 or20m3m�1 d�1

in the northwestern sector and 4.6� 104 m3 d�1 or 6 m3 m�1 d�1 in central

Kaneohe. We expect that SGD would be associated with lower salinity of bay

water. The lowest salinities observed during the survey were at T2 (17–29) and the

average salinity in the northwestern part of the bay was 32.1, the minimum in

central Kaneohe Bay was 31.3 and the average 34.7.

We applied the 226Ra mass balance (Moore 1996, 2003) in the central sector of

the bay and calculated 2.1� 105 m3 d�1 or 27 m3 m�1 d�1 of SGD. In all sectors

SGD fluxes calculated via radon were 2–10 times lower than the radium mass

balance derived fluxes.

At a later date in January–March 2012, post-dating the transect work, a time-

series radon-monitoring station was installed southeast of T3 at Coconut Island.

This station likely only captured SGD emanating locally from the 117,000 m2 area of

the small island’s freshwater lens. The record revealed tidal as well as longer-term

patterns of change in the radon signature reflecting changes in groundwater discharge

and coastal conditions (SGD, rain, wind, mixing). The estimated groundwater advec-

tion rates, derived by usingmethods described by Burnett and Dulaiova (2003), ranged

from0 at high tide to amaximum of 19 cm d�1, which occurred in the earlier part of the

deployment in January 2012 (Fig. 8.3). These advection rates were relatively low

compared to other observed rates around the island and reflect only a localized SGD

from the island’s small aquifer. The records showed that SGDhad a tidal signaturewith

higher fluxes at lowand rising tides and lower advection rates at high tide.There are two

reasons for this observed pattern: (1) at high tide the hydraulic gradient between the

ocean and the coastal aquifer is smaller or even reversed relative to low tide, resulting in

a smaller driving force hence less SGD; and/or (2) during flood tide the coastal SGD

chemical signature is diluted because groundwater is discharged into a larger water

mass.Over the time-scale of the deployment, the record showedhigher SGD in January

and the first half of February with a decrease of baseline fluxes in the second half of

February and throughout March.

The inset on Fig. 8.3 shows a selected time interval during which neap tide

switched to spring tide and the SGD dynamics mimicked the tidal progression,

showing diurnal and semi-diurnal patterns. Because tides were not the only driving

force behind the hydraulic gradient (precipitation, hydraulic conductivity, ground-

water withdrawals and other forcing factors), we did not observe a corresponding

pattern between the magnitude of SGD and tidal range.

The fact that SGD dynamics is so strongly influenced by tides has implications

for the radon survey as it was performed in the tidally influenced nearshore region

and only reflected a snap-shot SGD at the time of measurement. Since the northwest

Kaneohe Bay survey was done at high tide, when SGD was at its lowest point, it

represents a below-average estimate of SGD. The radium techniques employed here

on the other hand integrated SGD over the time period of the water residence time

along the sampled transects and better represented the overall groundwater fluxes.

We therefore conclude that the twofold to tenfold difference in SGD estimates via

radon and radium isotopes in northwest Kaneohe Bay was due to the different

spatial and temporal sensitivity of these approaches. Both methods revealed large

spatial heterogeneity in SGD (Fig. 8.1 and Table 8.2).
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4.5 SGD into Heeia Fishpond: Central Kaneohe Bay via
a Combined Radon and Radon Mass Balance

Measured radon inventories and radium isotope-derived water ages (see below)

were applied in Heeia fishpond to derive SGD using Eq. (8.2). We corrected the

measured radon inventories for atmospheric evasion losses and radioactive decay.

The groundwater radon activities applied here were derived from the

wetland located directly upstream of the fishpond. The resulting SGD flux was

2500 m3 d�1, which was about equal to the estimated contribution of stream

discharge into the fishpond (2200 m3 d�1 derived from a USGS stream gauge at

Haiku, Fig. 8.5). A salinity mass balance calculated for the pond was also calculated

which suggested that 88% of SGD was brackish water contributed by recirculated

seawater (Kleven 2014). There was elevated SGD along the seawall in the pond

suggesting either a presence of a breached impermeable layer forcing groundwater

to discharge offshore or that porewaters were pushed out of the sediments by tidally

driven hydraulic gradient set up across the sea wall. This portion of the SGD, even

though was not identified as fresh water discharge, may be a significant contributor

of nutrients because porewaters in the bottom sediments in the fishpond are

enriched in nitrogen and silicates (Briggs et al. 2013).

4.6 Watershed Nutrient Concentrations

Nutrient concentrations in groundwater within the individual sub-watersheds of

Kaneohe Bay varied with land-cover between the watersheds. We collected sam-

ples from the high level aquifer in the upper watershed (n¼ 8) where the nutrient

concentrations were uniform with little variation: 12.1� 2.9 μM of nitrateþ nitrite,

1.6� 0.5 μM of inorganic phosphate and 545� 96 μM of silicate (Table 8.1).

Oxygen concentrations were >90% saturation and organic nutrient species were

a negligible part of totals. Due to the porous, highly conductive nature of the basalt

there is a direct surface water groundwater interaction and, except after significant

storm events, baseflow is a major contributor to streamflow and nutrients (Izuka

et al. 1994). As a consequence of this connection, stream nutrient concentrations

equaled groundwater concentrations. Hoover (2002) derived discharge vs. nutrient

concentration relationships and concluded that at baseflow the streams had the same

silicate, nitrate and phosphate concentrations as groundwater—on average

400–500 μM silicate, 5–10 μM nitrateþ nitrite, and 0.5–1.2 μM of phosphate.

Surface runoff only diluted silicate concentrations but nitrate and phosphate con-

centrations did not change significantly after storm events (Hoover et al. 2009).

The conservative nutrient behavior in all of Kaneohe watershed assumed by

Hoover et al. (2009) contrasted greatly with our observations in the Heeia water-

shed where the stream and groundwater flowpaths are intercepted by a coastal

wetland before draining into central Kaneohe Bay. Silicate concentration in the
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stream and groundwater were only 170� 50 μM and 220� 80 μM, respectively.

The lower silicate concentration in groundwater is likely due to its uptake by

wetland grasses and macrophytes that are abundant in the wetland, and which are

known to draw down silicate (Schoelynck et al. 2010). Although our study did not

specifically target wetland nutrient uptake mechanisms, there was no obvious

variation in wetland nutrient concentrations with stream discharge.

4.7 Nutrient Fluxes

Stream-derived nutrient fluxes into northwest Kaneohe Bay were calculated by

multiplying baseflow and groundwater nutrient concentrations by stream discharge

determined from USGS stream gauges and methods described by Hoover (2002). In

the central bay, Heeia stream discharge was multiplied by the measured stream and

wetland surface water nutrient concentrations.

Groundwater derived nutrient fluxes were calculated by multiplying SGD

(derived using the radium-transect method) and well groundwater nutrient concen-

trations for northwest Kaneohe Bay (m3/d�mol/m3¼mol/d), and SGD multiplied

by wetland groundwater nutrient concentrations in central Kaneohe Bay (Table 8.3).

This approach assumes that nutrients do not undergo any biogeochemical removal

along the groundwater flowpath between the sampled location and their discharge

at the coastline.

Our data indicate that brackish pore water nutrient values for the fishpond were

in the same range as wetland fresh groundwater nutrient concentrations (Briggs

et al. 2013; Kleven 2014). Also, Smith et al. (1981) reported nutrient concentrations

in northwest and central Kaneohe Bay in porewater in the upper 0.3 m of lagoon

sediments that were comparable to well groundwater concentrations, 80� 27 and

145� 60 of DIN and 16� 4 and 9� 5 of phosphate for northwest and central bay,

respectively. This suggests that recirculated seawater has similar nutrient levels as

fresh groundwater. This observation is in contrast to, for example, observations on

the Kona coast of the Hawaii Island where linear mixing relationship was found

between nutrients and salinity in coastal aquifers implying that recirculated seawa-

ter diluted groundwater nutrient concentrations (Paytan et al. 2006). As our ground-

water and porewater nutrient comparison shows, dilution of groundwater nutrients

by recirculated seawater does not seem to occur in Kaneohe Bay, where

recirculated seawater flows through organic rich alluvial sediments rather than

young basalt, and is equally enriched in nutrients. Nevertheless we acknowledge

that biogeochemical transformations may remove nitrogen and phosphorus from

porewaters along the groundwater recirculation path and our nutrient flux estimates

may be higher than actual fluxes. Also, unlike stream discharge and fresh SGD,

recirculated seawater does not contribute new nutrients to the bay, it only recycles

autochthonous nutrients released by remineralization of buried organic matter.

The derived DIN fluxes were 5–10 times higher via SGD than surface runoff in

all regions (Fig. 8.5), proving SGD to be a significant contributor to coastal nitrogen
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budgets. Phosphate fluxes were lower via SGD than surface runoff which can be

explained by the coupling between iron and phosphorus chemistry and phosphate

occlusion in iron and aluminum (hydr)oxides in the aquifer (e.g. Spiteri et al. 2008).

Silicate fluxes via SGD and surface runoff were comparable in northwest Kaneohe

Bay, and were dominated by surface runoff in the central bay and in the fishpond

(Table 8.2). This is expected as we see a significant silicate uptake in wetland

groundwater samples, therefore SGD-derived silicate is lower than stream dis-

charge that is fed partially by baseflow and surface runoff. Silicate fluxes in terms

of SGD and surface runoff ratios were comparable to findings in the same (Hoover

et al. 2009) and similar watersheds in other studies (e.g. Garrison et al. 2003;

Mayfield 2013).

4.8 Coastal Residence Times

Coastal inventories of conservative solutes depend on the magnitude of their

terrestrial inputs (SGD, stream, benthic fluxes) as well as on coastal mixing and

dilution driven by oceanic processes. The higher the terrestrial fluxes the higher the

coastal inventory and, the more effective the mixing with offshore water the less

likely it is that a pollutant will have an impact on the coastal ecosystem.

The Ra-derived horizontal diffusion coefficients provide a measure of lateral

mixing and can also be used to quantify residence times. In our setting, a residence

time estimate is also analogous to a flushing rate (flow rate/volume). Windom

et al. (2006) have shown that coastal residence time of geochemical components

approximated by Ra can be related to the mixing coefficient using the following

relationship:

t ¼ L2

2Kh
ð8:3Þ

where t is residence time (days), Kh is the mixing coefficient (m2d�1) and L is the

length of the transect over which the mixing coefficient was estimated (m). In

northwest bay, application of this method resulted in residence times of 0.9–8 days

in August and 0.01–0.4 days in November, 2010. Indeed, in August the observed

radium inventories were higher than in November (Fig. 8.2). Radium isotope ratios

have also been used as a measure of coastal residence time by determining so called

apparent radium ages (Moore 2000b; Kelly and Moran 2002). In this approach a

short-lived isotope is normalized to a long-lived isotope of radium and because of

their chemically identical behavior only their radioactive decay drives changes in

their activity ratio once the water mass is isolated from their parent nuclides. This

method requires that there is a uniform activity ratio in all contributing radium sources

(SGD, streams, diffusion) and this assumption does not seem to hold true in Kaneohe

Bay. Measurements in Heeia stream resulted in 224Ra/223Ra activity ratio of 1.1

similar to observations in other locations on Oahu (Wailupe by Holleman 2011;
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Waimanalo, Dulaiova, unpublished results). The activity ratio for these same

isotopes was closer to 7 in brackish SGD and to 4 in fresh SGD (Kleven 2014).

A higher activity ratio is a result of faster regeneration rate of 224Ra, and hence

its higher enrichment in comparison to 223Ra in groundwaters of short residence

time (such as recirculated seawater) in which radioactive equilibrium has not

been established. Since at any time, coastal water is a mixture of stream inputs,

fresh SGD, and brackish SGD, it was only possible to relate apparent radium

ages of offshore water masses to the composite coastal isotope signature rather

than the individual groundwater and stream activity ratios. The composite

coastal activity ratio was ~4 in August when coastal radium inventories were

driven by SGD inputs and ~2 in November when stream discharge also con-

tributed significantly to coastal radium inventories. Apparent radium ages were

then estimated using the following equation (Moore 2000b):

t ¼ ln
224Rai=

223Rai
224Rao=223Rao

*
1

λ224 � λ223
: ð8:4Þ

These ages are based on the faster decay of the short-lived 224Ra (λ224 is its decay
constant in days�1) in comparison to 223Ra (λ223 decay constant of 223Ra) in an

offshore water mass (Rao) assuming a composite nearshore end-member (Rai) and

that both isotopes are subjected to the same dilution by mixing. The resulting

average apparent radium ages were 2.7 days and 1.4 days in August and November,

respectively. The uncertainty on these ages was estimated to be 50–100%

according to evaluations described by Knee et al. (2011) because the activity

ratio method is not very sensitive for water ages below ~3.5 days. Both methods

suggested a faster mixing rate in November than in August 2010 (Table 8.2). Lowe

et al. (2009) used a coupled wave circulation numerical model and showed that

wave forcing is the dominant mechanism driving currents and flushing in Kaneohe

Bay. According to their result, for the conditions observed on August 16, 2010

(wave height 1–2 m and wave direction 90�; obtained for Mokapu Buoy at http://

cdip.ucsd.edu) and November 4, 2010 (2–3 m and 360�) the residence times were

1.3 and 0.8 days, respectively.

Apparent water ages in the Heeia Fishpond varied from <2 days in the section

that was well flushed by the incoming stream, to about 6 days in the SW corner of

the pond that has a restricted circulation (Kleven 2014).

4.9 Coastal Nutrient Budgets

Terrestrial nutrient contributions to coastal inventories were calculated as the sum

of stream and SGD inputs. To estimate coastal inventories we used the measured

coastal nutrient concentrations and estimated water volumes of the lower salinity

water layer along our radium and radon survey transects in northwest and central
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Kaneohe Bay, and for the fishpond the volume of the whole pond was considered.

For the transects, this approach encompassed most of the northwest and central bay

area affected by SGD and stream inputs. Table 8.4 illustrates terrestrial nitrogen

fluxes, coastal inventories, and conservative coastal residence times for each

investigated sector in Kaneohe Bay: northwest and central Kaneohe Bay, and

Heeia Fishpond. The radium diffusion coefficient-derived SGD DIN fluxes were

an order of magnitude higher than stream inputs, suggesting that SGD was an

overwhelming source of DIN to the bay. The radon mass-balance approach resulted

in DIN fluxes more comparable to stream fluxes and the 226Ra mass balance-

derived fluxes fall in between the two estimates.

Because of its volume being the largest, central Kaneohe Bay represented the

highest inventory of nitrogen, although coastal DIN concentrations were compara-

ble across all three sectors (Table 8.1). DIN fluxes in all sectors were dominated by

groundwater inputs. Calculated SGD fluxes were highest in northwest Kaneohe Bay

regardless of the method used, contributing as much as 105–106 m3 d�1 of brackish

and recirculated seawater discharge and adding 103–104 mol d�1 of DIN. This

result is consistent with reported water budgets (Shade and Nichols 1996) in which

Table 8.4 Coastal parameters with terrestrial and recycled nutrient inputs from streams and SGD,

conservative geochemical residence time (TRa), DIN residence time with respect to coastal

inventory and stream+SGD fluxes (TN), volume of the coastal domain (V), and DIN inventory

N (mol)

Input fluxes Coastal parameters

NB_Aug

SGD (m3 d�1) 100,000(Rn)–1,400,000(Ra) TRa: 6.6–8 & TN: 0.5–4.5 d

SGD DIN (mol d�1) 1330–17,400 V: 13� 10e6 m3

Stream (m3 d�1) 68,000 N: 10,200 mol

Stream DIN (mol d�1) 810

NB_Nov

2,000,000(Ra) TRa: 0.4–3.6 & TN: 0.3 d

24,000 V: 13x10e6 m3

600,000 N: 8800 mol

7100

CB_Aug

91,000(Rn) TRa: 10 & TN: 12.4 d

1000 V: 19� 10e6 m3

10,000 N: 13,800 mol

110

HFP_Nov

2500(Rn) TRa: 2–6 & TN: 2.3 d

53 V: 28� 10e4 m3

2100 N: 179 mol

24

NB is northwest sector of Kaneohe bay, CB is the central sector, and HFP is He’eia fishpond
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the northwestern sector receives 60% of the total surface and groundwater runoff in

Kaneohe Bay. Because we evaluated SGD in two contrasting periods (dry and after

the first large storm) we can compare SGD and stream discharge responses. While

stream inputs increased tenfold between August and November, SGD barely

doubled for the same time period and we surmise that the reason for this difference

was the delay in water recharge into the aquifer. Nevertheless, SGD stayed the

dominant DIN source also in November.

DIN fluxes were significantly lower in the central sector, with SGD contributing

103 and streams 100 mol d�1. In Heeia Fishpond DIN fluxes amounted to 80 mol d�1

in a 1:2 ratio of stream and SGD contribution.

We calculated coastal DIN residence times with respect to terrestrial inputs by

dividing coastal inventories by the sum of stream and SGD fluxes. DIN residence

times were lower than those derived by radium isotopes suggesting a nitrogen

removal by biological uptake or abiotic processes (Drupp et al. 2011). The north-

west section of Kaneohe Bay had DIN residence times <1 day and geochemical

Ra-derived residence time of 3–8 days. In the central bay both estimates are ~10

days. In the fishpond DIN residence time is about 3 times less than Ra-derived

estimates, again, suggesting DIN removal from the water column.

The northwest bay had shorter residence times in November, which could at

least theoretically be related to nutrient uptake in the bay. Lucas et al. (2009)

suggested that after nutrient limitation, estuarine retention or transit time is the

major factor determining nutrient uptake. From our nutrient distribution, it was

impossible to quantify any differences in DIN uptake between November and

August when residence times were <1 day vs. 6–8 days, respectively (Table 8.2).

The dominance of SGD over terrestrial surface water inputs is typical for Hawaii

coastlines. According to Zekster (2000) SGD from large islands is disproportionally

greater than from most continental areas and represents at least 50% of all SGD in

the Pacific Ocean (Zektser 2000). This result is a consequence of high rainfall, steep

topography, and permeable fractured rocks with large hydraulic conductivity that

are typical for many islands. The global fresh SGD flux is estimated to be only

<10% of river discharge (Taniguchi et al. 2002). Early watershed budget estimates

for Kaneohe bay for annual average stream and groundwater flow were 240 and

22� 103 m3 d�1 in 1978–1979, matching closely the global SGD to river discharge

ratio of 1:10 (Smith et al. 1981). Follow-up studies of the Kaneohe watershed

showed that recharge to groundwater aquifers is actually 1.5 times the volume of

surface runoff (Shade and Nichols 1996) suggesting that fresh SGD may potentially

be 1.5 times (less contribution to baseflow) the stream runoff. None of the water

balance techniques are able to account for recirculated seawater and the discharge

of brackish groundwater, however. The most often applied methods for total

(fresh and saline) SGD measurements are geochemical approaches. These have

been applied on local (Moore 2000a, b), regional (Windom et al. 2006), and ocean

basin scales (Moore et al. 2008). For example, using the 228Ra isotope mass balance

Moore et al. (2008) estimated that total SGD represents 80–160% of river discharge

in the Atlantic Ocean. Another study showed that in the Atlantic and Indo-Pacific

oceans, total SGD is 3 to 4 times greater than riverine freshwater fluxes
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(Kwon et al. 2015). Our findings are in agreement with these results with SGD:

stream ratios ranging between 1.2 and 4, with one outlier as high as 16. These

findings demonstrate the importance of SGD for coastal geochemical budgets and

nutrient contribution to the oligothrophic Pacific Ocean surrounding the Hawaiian

Islands.

4.10 Coastal Nutrient Uptake Rates

The effects of SGD-derived nutrients on coastal water quality and ecosystems

manifest themselves to various degrees across the islands. Several studies show

that dilution and fast exchange with offshore waters results in conservative mixing

trends of DIN, DIP, and silicate without any coastal biological uptake (Dollar and

Atkinson 1992; Johnson et al. 2008). Other studies document nutrient utilization by

nearshore phytoplankton in coastal groundwater plumes (Johnson and Wiegner

2014), nitrogen uptake by algal species identified from their δ15N and C:N ratios

(Dailer et al. 2010), and in some cases algal blooms dominated by invasive species

were attributed to excess nutrient loads from SGD (Smith et al. 2001). In Kaneohe

Bay the majority of studies focus on streams as the major sources of nutrients to the

bay along with sewer outfalls, which were eliminated in 1978. The significance of

stream inputs in driving nutrient and sediment concentrations and consequent

phytoplankton response has been documented in several studies (e.g. Drupp

et al. 2011; Ringuet and Mackenzie 2005; Hoover 2002, Young 2011). While

these studies focused on stream fluxes the authors noted that groundwater fluxes

were likely contributing to the observed nutrient pulses.

Our surface water dataset only covered salinities between 17 and 35.2 in the bay

and 11 and 33.4 in the fishpond. Within this narrow salinity range silicate seemed to

be the most conservative, plotting along a conservative mixing line in the pond with

a 0 salinity intercept of 348 μM (Fig. 8.6). This value fell between upland ground-

water and stream water, reflecting a mixture of water sources to the pond and

confirming our findings of silicate uptake within the watershed, as high-level

aquifers had 540 μM of silicate. In the bay the data were more scattered, but most

of the silicate concentrations were bracketed within mixing lines fitted between

stream and upland groundwater on the terrestrial side and published values of ocean

concentrations (Laws 1980). The August and November data showed similar

patterns except for the presence of lower salinity samples in November. DIP and

DIN concentrations displayed a large degree of scatter and most samples plotted

below the defined mixing lines (Fig. 8.6). If we accept our identified stream and

groundwater sources as the end-members for these samples then there must be

significant nutrient removal in the bay. There are at least three kinds of removal

processes that could be important in this environment: (1) a biological filter—

including any biological nutrient uptake; (2) a physical filter—sorption on iron-rich

particulates and clays which are especially effective in capturing P species; (3) tidal

exchange that significantly influence coastal nutrient concentrations via dilution
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Fig. 8.6 Nutrient distribution in Kanehoe Bay in August and November 2010 and in the Heeia

fishpond in November 2013. Terrestrial end-members are Waikane groundwater (GW), Heeia

wetland groundwater, and Heeia wetland surface water as indicated in Table 8.1. Oceanic

end-members are literature values from Laws (1980)
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and mixing. The rate of bulk nutrient removal encompassing all of these processes

can be estimated using the effective terrestrial end-members based on the intercepts

of the individual nutrient distributions. To make this estimate we use the following

relationship (Maeda and Windom 1982):

R ¼ IQT � CTQT ð8:5Þ

where R is the nutrient removal rate in the coastal zone, I is the effective terrestrial

end-member derived as the y-axis intercept of the measured bay and pond

nutrient concentrations, QT is terrestrial water flux (streamþ SGD), and CT is the

terrestrial nutrient concentration. Silicate removal rates were 73–500 mol d�1 and

690–1400 mol d�1 in August and November, respectively in the northwestern

sector of the bay. There were similar significant removal rates for DIP and DIN

in both time periods (Table 8.5). We did not collect enough bay nutrient data to

derive nutrient removal rates for the rest of central bay.

In Heeia fishpond, DIN removal rate was 0.71 mol d�1 but calculated values for

silicate and DIP suggest addition rather than removal (Table 8.5). In case of DIP

this addition can be explained by phosphate release from suspended particles

as they encounter saline waters of the pond, or benthic flux by diffusion from

sediments into the shallow pond water column (Briggs et al. 2013). Silicates may be

added to the water via the remineralization of the silicate rich organic matter in the

wetland, contribution of high-level groundwater into SGD, or benthic flux by

diffusion from sediment within the pond. Potentially, there could be

remineralization and recycling of silicate within the pond water column, as well.

Our analysis shows that 78–95% of silicate, 98% of DIP and 83–90% of DIN

delivered to the bay and 96% of DIN delivered to the pond is removed via biotic

and/or inorganic processes. Due to the large nutrient contribution from SGD these

removal rates are orders of magnitude higher than previous estimates (Smith

et al. 1981).

5 Conclusions

We compared stream and submarine groundwater discharge in the northwestern

and central sectors of Kaneohe bay, as well as in Heeia Fishpond. Our analysis

showed that SGD in form of total (freshþbrackish) groundwater discharge was 2–4

times larger than surface inputs. We found large differences in SGD derived using

different techniques for the same area. This inconsistency can be partially explained

by the different time scales that the tracer techniques represent. Corresponding DIN

and silicate fluxes were dominated by SGD, DIP on the other hand was delivered

mostly via streams. While we observed nutrient uptake in coastal waters, nutrients

were also relatively quickly removed by mixing resulting in fast coastal flushing

rates.
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Our study provides several major insights:

• Even our lower estimates of SGD indicate that this process must be considered in

a coastal nutrient balance as groundwater delivers significant quantities of

terrestrial new—as well as a recycled nutrients

• Coastal nutrient inventories are determined by the combination of SGD and

coastal flushing rates. The two processes work together to influence inventory

buildup and mixing offshore. Residence times vary significantly spatially and

temporally in the bay.

• Seventy-eight to ninety-nine percent of nutrients delivered to the coastline are

removed by biotic and abiotic processes in inner Kaneohe Bay.
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Chapter 9

Quantifying Groundwater Export from
an Urban Reservoir: A Case Study from
Coastal South Carolina

L. Peterson, R. Peterson, E. Smith, and S. Libes

Abstract Climatic and anthropogenic factors can have a significant influence on

groundwater resources, calling into question the future quality and quantity of the

commodity. In this chapter, we discuss current and emerging issues concerning

groundwater scarcity. These concepts are demonstrated using a case study from an

urban reservoir that serves as a stormwater conduit to the nearshore ocean. Quan-

titative estimates of groundwater interaction with the reservoir were determined via

direct tracer techniques which are rarely, if ever, used by urban hydrologists.

Continuous time-series records of dissolved 222Rn were collected to evaluate the

volumetric percentage of groundwater within the reservoir from 2012 through

2013. Using high-resolution sampling, we are able to characterize groundwater

and reservoir response on event and seasonal time scales, while also offering

general assessments of the hydrologic conditions during the study. When rainfall

was not occurring, evapotranspiration served as the primary driver of overall

hydrologic characteristics, directly influencing the water table and subsequent

groundwater discharged from the reservoir. However, during storm events, hydro-

logic factors influencing the amount of groundwater within the reservoir were found

to be more complex, including event duration, magnitude, and antecedent condi-

tions. Seasonally, rainfall patterns were largely responsible for the magnitude of

groundwater present within the reservoir and quasi-related to peak export to the

coastal ocean. Most notably, we observed a decline in the volumetric percentage of

groundwater within the reservoir as a result of increased groundwater residence

time within the aquifer—a likely function of reduced aquifer recharge that would

result from more efficient stormwater management.
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1 Water Origin Assessment

In natural settings, rainwater delivered to the land surface is either transported

overland via surface pathways or infiltrated through the ground surface and con-

veyed through subsurface pathways. To avoid potential flooding in urban areas,

rainwater fallen on impervious surfaces (roads, parking lots, buildings, and drive-

ways) is funneled through engineered infrastructure toward larger receiving basins.

Unfortunately, bypassing the natural infiltration processes eliminates any potential

biological and chemical solute transformations that would otherwise occur in the

subsurface prior to discharge, and also exposes surface runoff to urban contami-

nants. Hutchins et al. (2014) reported drastic differences between urban groundwa-

ter and surface water in terms of nutrient and dissolved carbon (DOC)

concentrations, which were attributed entirely to transport pathway. In fact, urban

surface runoff was found to contain over 300-fold more nitrateþ nitrite (NO�
2 þ

NO�
3 ) than shallow groundwater collected from a nearby aquifer (Fig. 9.1). As such,

it is ideal to promote subsurface flowpaths as opposed to channelized surface flows

to minimize the contamination potential and material loading to urban reservoirs.

Quantifying the amount of water contributed by various sources to a reservoir can

therefore be used as a diagnostic tool to interpret community shifts and water

quality changes within a receiving water body.

The goal of many stormwater managers is to design infrastructure to transport

rainwater away from the urban landscape toward impoundment reservoirs that act

to slowly release the flood pulse into larger systems that ultimately convey the

water downstream. The holding capacity of these impoundment reservoirs allows

the flood pulse to be more slowly discharged downstream, thereby decoupling the

Fig. 9.1 Ammonium, nitrate þ nitrite, total dissolved nitrogen (TDN), soluble reactive phospho-

rus (SRP), total dissolved phosphorous (TDP), and dissolved organic carbon (DOC) concentra-

tions in urban surface water and groundwater (data from Hutchins et al. 2014). Error bars represent

1�σ standard deviation of all sample measurements
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export rate of water leaving an urban reservoir from input rates. For this reason, it is

important to not only consider source-specific contributions to a reservoir but also

the loading potential attributed to each source being exported downstream. This

concept is illustrated by Hutchins et al. (2014) whereby amendment experiments

were performed using urban groundwater and surface water samples. Urban runoff

was found to not only contain the highest nutrient and DOC concentrations but also

to yield the highest primary and secondary production rates when amended with

seawater (Fig. 9.2). These results are demonstrative of contrasting metabolic

stimuli inherent to surface runoff and groundwater and the potential biological

ramifications of such differences when discharged into seawater. The purpose of

this chapter is to present and discuss methods used to estimate the volumetric role of

groundwater within an urban reservoir and to examine the quantity and contribution

of groundwater exported from such a reservoir into the nearshore ocean.

Fig. 9.2 Chlorophyll a concentrations (a, b) and primary production (c, d) over incubation

period for control water (c), pristine groundwater (PG), pristine surface water (PS), developed

groundwater (DG), and developed surface water (DS) treatments. Data from Hutchins

et al. (2014)
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Water budget delineations quantify the hydrologic components influencing a

system. In this way, input/output rates may be used to characterize the degree of

influence on a system by various water sources. Prior knowledge of the system

allows the researcher to focus on water sources or sinks associated with a particular

research question. For this case study, we selected a coastal reservoir discharging

directly into the nearshore ocean to examine the export characteristics of ground-

water from the system and associated driving forces. Our approach is distinguished

from the aforementioned water budget construction approaches in that we are not

quantifying input rates to the reservoir, but rather the amount of two distinct water

sources present and available for export. The case study described throughout this

chapter considers the relative volumes of groundwater and direct precipitation

within a reservoir and explains how one could determine source-specific volumetric

outputs. More detail regarding true water budget and water balance approaches may

be found in Chap. 7.

1.1 Groundwater Measurement Techniques

Much of the literature concerning urban hydrology has focused on hydrographic

studies (Meriano et al. 2011), channel geomorphology (Vietz et al. 2014), and

associated ecological responses (Grimm et al. 2008). The abundance of urban

reservoir data concerning physical, chemical, and biological indices of ecosystem

health rarely consider source-specific hydrology as a possible influencing factor of

urban water quality (Brabec et al. 2002). Researchers who have performed com-

prehensive studies regarding urban hydrology, including subsurface pathways have

utilized indirect measurement techniques, focusing on surface water parameters

directly and resolving groundwater contributions by difference (Haase 2009;

Meriano et al. 2011). Additionally, hydrologic models can simulate complex fluid

interactions between surface and subsurface pathways (Arnold and Allen 1996;

Arnold et al. 2000), however, these methods must be validated with observational

data to ensure accurate representation of both the above- and below-ground water

transport pathways.

While groundwater fluxes to receiving waters may be characterized by a variety

of direct measurement and tracer techniques (e.g., seepage meters, stable isotopes,

and natural radiotracers), many of the researchers exercising these techniques have

focused efforts on rural and suburban coastal ocean (Burnett et al. 2006), riverine

(Mullinger et al. 2007), estuarine (Santos et al. 2010), and lacustrine (Dimova and

Burnett 2011) environments. To address the existing gap between environment and

technique, we present a case study utilizing a direct tracer measurement technique

to evaluate the magnitude of groundwater influence on an urban reservoir.
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1.2 Basin Description

For the case study presented here, we selected an urban reservoir situated on the

northeastern coast of South Carolina within the Grand Strand region, a stretch of

semi-contiguous shoreline between Winyah Bay and Little River containing the

urban center of Myrtle Beach. This region includes approximately 100 km of sandy

beach and supports over 14 million seasonal tourists annually. Extensive develop-

ment in the area has led to significant engineering projects to channelize stormwater

into coastal reservoirs and outfall pipes which then transport stormwater offshore.

In total, 15 coastal reservoirs exist throughout the Grand Strand ranging from

non-tidal to tidally flushed, which serve as open-air stormwater conduits designed

to capture stormwater runoff from the urban landscape and ultimately convey water

toward the ocean. Although the collective waters discharged from these engineered

features is referred to as stormwater, these waters likely represent a mixture of

groundwater, direct precipitation, and surface (overland) runoff.

1.2.1 Dogwood Reservoir

Data presented here were collected within the Dogwood Reservoir drainage basin, a

~4.7 km2 area located within the town of Surfside Beach (Fig. 9.3).

The drainage basin is of low relief, with mostly residential, recreational, and

municipal land uses (65% of the basin area) and a significant region of vegetated

uplands (23%), as well as miscellaneous land uses including a golf course and

croplands (12%). Prior to the 1970s, this area drained into a natural reservoir,

which traversed the beachface to ultimately discharge into Long Bay, the nearshore

waters of the Grand Strand. Circa 1970, Dogwood Reservoir was dammed to create

an aquatic amenity for the surrounding development thus forcing unidirectional

freshwater flow offshore. By design, the reservoir is shallow (average depth

~1.3 m), created by drag lining from the shoreline with an upstream settling pond

installed in the 2000s. Presently, Dogwood Reservoir functions as a stormwater

detention pond, effectively engineered to increase water residence time by reducing

water outputs to evapo(transpi)ration, infiltration, and discharge over a weir

(Schueler 2000; Drescher et al. 2007). Inland reaches of the reservoir incise a

vegetated landscape creating a natural bank comprised of soils and sediments

rooted by grasses and shrubs. A 40 m wide broad-crested weir situated 200 m

inland of the coastline directs water out of the reservoir into a concrete-lined

channel that directly links Dogwood Reservoir to Long Bay. Only within the

concrete-lined channel is marine water mixed with water exported from Dogwood

Reservoir before discharging into Long Bay, with mixing occurring primarily

during flood stages of spring tide (Fig. 9.4). Inland of the weir, the influence of

the tides is effectively reduced to zero with no detectable effects noted on reservoir

levels and water table heights.
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Fig. 9.4 Water level and tidal stage data collected ~5 m downstream of the Dogwood Reservoir

weir and from Springmaid Pier, respectively. Note that data were collected downstream of the weir

(which effectively acts as a baffle between marine and terrestrial water) and do not suggest tidal

effects are propagated further upstream

Fig. 9.3 Schematic diagram of Dogwood Reservoir and surrounding catchment region (black
polygon). The time-series sampling station is denoted with a circle, and the rain gauge location

with a triangle while end-member sampling locations are marked with rectangles for upstream
(dark) and downstream (white) locations
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1.3 Source Water Delineation

Dogwood Reservoir was chosen as the focus of this case study because of the

relatively simple hydrology influencing the water body. Water sources to the

reservoir (inland of the weir) include (1) groundwater, (2) direct precipitation,

and (3) surface runoff which are introduced both directly to the reservoir as well

as via a number of tributary creeks. Water removal mechanisms include (1) evapo-

transpiration, (2) infiltration to the local groundwater, (3) suspected pumping for

individual irrigation purposes, and (4) discharge over the weir. Because we are

interested in characterizing the export of groundwater from Dogwood Reservoir via

discharge over the weir, we focus on discharge as the water export mechanism and

groundwater and direct precipitation (used primarily to augment our interpretations

of the groundwater data) as the inputs discussed. To evaluate export rates, we first

determine the volumetric contribution of groundwater and direct precipitation to

the total volume of the reservoir.

The volumetric percentages of each source term are then determined by dividing

each source-specific volume within the reservoir (Vi) by the total reservoir volume

VT. Hence forth, terms will be presented as percentages given by:

%Vi ¼ Vi

VT

� �
*100 ð9:1Þ

While we recognize other water removal mechanisms may influence Dogwood

Reservoir, we will discuss only the system export via discharge over the weir as our

focus is to evaluate the reservoir connection to the coastal ocean.

1.4 Temporal and Spatial Scales

Time-series hydrologic data are useful to interpret various temporal scales at event

and seasonal scales while providing an opportunity to evaluate general character-

istics for comparison. In this case study, hydrologic time-series records of Dog-

wood Reservoir were constructed from October 2011 through August of 2013 and

will be used to demonstrate the utility of such long-term groundwater discharge

data. Discrete sampling efforts intended to capture seasonality and event-driven

trends stand the chance of potentially missing the intended signal by interference

from other forcing factors operating at different frequencies. For example, Dimova

et al. (2013) documented no significant seasonal difference in groundwater fluxes to

small Florida lakes determined via four sampling campaigns designed to capture

seasonality. While those researchers may have indeed accurately characterized the

system, there also exists the possibility that their field excursions serendipitously

occurred during time periods that may not have captured the full variability of the

systems. Alternatively, general trends may also be obscured by event scale impacts
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on water flow. For example, during an effort to generally describe groundwater

fluxes out of the Sebastian River in Florida, Peterson et al. (2010) conducted a field

excursion after a large storm passed through the area, and therefore their findings

may have been biased due to system recovery following the event. The only way to

avoid such potential biases when examining hydrological systems is to conduct

continuous, long-term time series data collections.

The presented case study examines high-resolution time-series records to gain

insights into both (1) intra-basin source-specific volumetric compositions, and

(2) resulting export rates. Intra-basin volumetric source-specific compositions are

reported as a percentage, representing the volumetric magnitude of source water

presence relative to the total volume of the reservoir (Eq. 9.1). Conversely, basin

export fluxes are reported as a volume per time for each water source applying the

fraction of source water to the total rate of water exported from the reservoir.

Depending on one’s research goals, it could be conceived that either intra-basin

or basin export parameters would be of interest but it should be noted that deter-

mination of source-specific export requires knowledge of volumetric percentages of

each source within the reservoir as per this approach. The presented case study is

part of a larger effort to determine source-specific nutrient loading to the coastal

ocean and as such, required determination of both intra-basin source-specific

volumetric compositions and reservoir export terms.

2 Analytical Approaches

The presented case study examines an aspect of the hydrology influencing Dog-

wood Reservoir by determining the percent volume within the total reservoir of

groundwater and direct precipitation as well as associated export rates for each

source term. In this section, we describe the processes used to constrain each term

required to perform the discussed computations.

2.1 Reservoir Water Origins

2.1.1 Drainage Basin and Reservoir Dimensions

We used a variety of remote sensing tools to constrain the dimensions of Dogwood

Reservoir and surrounding drainage basin. First, the drainage basin boundaries were

determined using information obtained from local stormwater management design

plans. Aerial images of the region and GIS tools were then used to determine total

drainage area and the open water area of the reservoir, which offered the opportu-

nity to determine the dimensions of subregions characterized as impervious and

vegetated cover.
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To determine the total volume of Dogwood Reservoir, we conducted a bathy-

metric survey using a single beam sonar system outfitted with an RTK GPS

antenna. In short, survey data were collected using a canoe outfitted with a mounted

GPS antenna and single beam sonar transducer fixed just below the water surface to

measure water depths along survey lines. All bathymetry data were measured

relative to NAVD 88. To map the reservoir shallows, we traversed the region

with a GPS antenna mounted pack. All data were offset corrected and discrete

elevations were imported into ARC GIS to create a bathymetric surface defined by

the surface area of the reservoir (Fig. 9.5).

Water volume estimates for the time of the survey were generated using ARC

GIS (3D Analyst: Functional Surface) treating the elevation of the reservoir surface

as a bounding surface to determine the total volume between the bathymetric

surface and that of the reservoir water surface elevation. Following this procedure,

we then regressed a full range of reservoir water elevations against water volume

estimates to determine the coefficients of variance. From this, all recorded reservoir

surface elevations throughout the project (measured using an elevation-corrected

Solinst LTC Levelogger Junior CTD data logger) could be easily converted to

reservoir volume, a crucial component for this analysis.

In order to determine the reservoir volume for all times throughout the study

period, we made some assumptions regarding terms used in our calculations. The

first assumes the water level recorded at the CTD deployment location is represen-

tative of the entire reservoir surface (i.e., the water surface lies at a constant

elevation across the domain). Secondly, we assume the reservoir bank to have a

slope of 90� (i.e., a flood plain is not considered at high reservoir volumes). We

recorded a range in reservoir levels of only 0.22 m throughout the study, since a

weir serves as a flow control structure, but we recommend higher resolution bank

Fig. 9.5 Bathymetric map of Dogwood Reservoir. All elevation data relative to NAVD 88 datum
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surveys for regions with large, frequent water level fluctuations. Lastly, and perhaps

most importantly, we assume there is no net change in reservoir bathymetry during

our sampling campaign (i.e., equal bounding surface elevations will always yield

equal volumes). We feel it appropriate for this effort as a sediment settling pond

was implemented upstream of Dogwood Reservoir, effectively trapping any new

solid materials before entering the reservoir, and flows through the reservoir are

likely not of sufficient force to cause bottom erosion. Nonetheless, presenting data

as percentages of the total reservoir volume allow for changes in volume to occur

without necessarily influencing the percent volume contributed by each source.

2.1.2 Direct Precipitation

To resolve the volumetric percentage of precipitation delivered directly to the open

water area of Dogwood Reservoir, we divided the volume of precipitation falling

directly on the reservoir by the total reservoir volume. Precipitation accumulations

were measured locally using an automated ISCO sampler and accompanying rain

gauge located ~50 m from the weir. The volume of rainfall directly delivered to the

reservoir was determined by multiplying accumulated rainfall by the surface area of

the reservoir. These volumetric rainfalls were averaged for each month to normal-

ize rainfall totals to the elapsed time within each data interval. For these calcula-

tions, we assume a constant area of open water. We feel this is appropriate due to

the minimal change in reservoir levels throughout the study.

2.1.3 Groundwater

Relative to surface runoff and meteoric water, groundwater is naturally enriched in
222Rn (radon) through interaction with radium-rich sediments, making radon an

ideal tracer of groundwater discharge studies in aquatic environments (e.g., Burnett

et al. 2006; Swarzenski 2007; Charette et al. 2008). Furthermore, well established

methods and instrumentation exist for converting measured radon activities to

quantitative groundwater estimates after appropriate corrections are applied

(Cable et al. 1996; Corbett et al. 1999; Burnett et al. 2001). Traditional radon

mass balance approaches (e.g., Burnett and Dulaiova 2003) evaluate sources and

sinks of 222Rn affecting a water body to ultimately determine groundwater dis-

charge rates. Often, these models assume steady-state with regard to radon inven-

tory (dpm m�2 time�1) whereby a change in measured radon activity between

consecutive measurements must equal a change in radon input and/or output. Such

mass balances are often applied in coastal ocean settings (e.g., Burnett et al. 2008;

Santos et al. 2009) where relatively homogeneous discharge flowpaths are inte-

grated through coastal mixing processes but little concern exists for the ultimate

fate of the discharged groundwater. Several of the radon sources and sinks consid-

ered in these traditional radon mass balance models (e.g., radioactive ingrowth and

decay, atmospheric degassing, diffusion from bottom sediments) are a function of
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the residence time of water and radon within the system. In tidal systems, correc-

tions for these source/sink terms are often considered over tidal time scales.

For the case of inland reservoirs, however, such an approach is not ideal if the

ultimate fate of the discharged groundwater is of interest. Groundwater is likely

discharged along the entire upstream-downstream flowpath of such a reservoir,

making an assessment of the radon residence time (a function of discharge location

and reservoir flow velocities) difficult to estimate. To avoid these potential com-

plications associated with temporal corrections, Peterson et al. (2010) proposed a

model to determine groundwater inputs to a river system whereby the radon activity

in surface water fluxing past a measurement site is subjected to a range of temporal

corrections in order to place reasonable boundary conditions on the resulting

groundwater input estimates. That model (which serves as the basis for our

approach) is governed by the same principles as the traditional radon mass balance

approaches, but instead of evaluating the rate of groundwater discharge into the

reservoir, it resolves the volumetric amount of recently discharged groundwater

present at a given time. This model is notably distinguished from traditional

approaches (described above) in that we do not rely on radon mass change over

time (which requires an assumption of steady-state to derive groundwater inputs),

but rather treat each measurement as an individual ‘sample’ and therefore no

assumption of steady-state is necessary. Nonetheless, both procedures account for

sources of 222Rn including groundwater discharge, diffusion from sediments, and

production via decay of dissolved 226Ra as well as sinks to atmospheric evasion and

radioactive decay. Each measurement of dissolved 222Rn (radon) in the reservoir is

corrected for these effects, then divided by the 222Rn concentration within the

groundwater end-member to determine the fraction of groundwater present in the

reservoir for a given interval. Section 2.1.3 describes how each 222Rn source and

sink term is evaluated in this case study.

To resolve the volumetric percentage of groundwater present within the reser-

voir, we follow the approach outlined by Peterson et al. (2010) using 222Rn as an

isotopic proxy for recently discharged groundwater. This approach is largely

governed by two extreme assumptions regarding the residence time of 222Rn in a

reservoir prior to detection. As will be demonstrated, timing is crucial for work

involving radioactive isotopes which must account for in situ decay and production

of a tracer with a relatively short half-life. For this reason, Peterson et al. (2010)

suggest using two different 222Rn models in an attempt to constrain accurate results.

The first extreme condition in this model assumes all groundwater-derived 222Rn

was input proximal to the monitoring station (i.e., minimal residence time) and

therefore requires no correction for decay or loss to the atmosphere, offering a

minimum estimate of groundwater within those sampled waters. Minimum volu-

metric groundwater percent composition estimates are therefore given by:

GMIN ¼ Res: Rn dpm
m3

� �� Bkgd: Ra dpm
m3

� �
Gw: Rn dpm

m3

� �
" #

*100 ð9:2Þ
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where the minimum volumetric percentage of groundwater within the reservoir

(GMIN) is equal to the 222Rn concentration in the reservoir (Res. Rn) minus the

concentration of dissolved 226Ra within the reservoir (Bkgd. Ra—that which is not

derived from groundwater inputs) divided by the 222Rn concentration within the

groundwater (Gw. Rn).
Conversely, maximum volumetric percent groundwater composition estimates

account for sinks of 222Rn, assuming all radon entered the reservoir many days prior

to detection and as such has been subject to loss from radioactive decay and

diffusion to the atmosphere. Maximum percent groundwater estimates are then

generated by:

GMAX ¼
Res: Rn dpm

m3

� �þ Atm: Evas: dpm

m2sec :

� �
* R sec :ð Þ

Depth mð Þ

� �
� Bkgd: Ra dpm

m3

� �� �
eλR

Gw: Rn dpm
m3

� �
2
664

3
775*100
ð9:3Þ

Here, measured 222Rn concentrations within the reservoir (Res. Rn) are assumed to

be that which remain of the initial concentration after loss to atmospheric evasion

(Atm. Evas.) and decay (eλR) since discharge prior to detection. Radon lost to decay
was calculated using the decay constant of 222Rn (λ) (1.56*104 s�1) and 222Rn

residence time in the reservoir (R). To appropriately correct our measured 222Rn

concentrations for decay and evasion since discharge, we use the mean life of 222Rn

(5.54 days), the average lifetime of a given atom within a population, to represent

the residence time of radon within the reservoir. Mean life (τ) is related to the decay
constant by:

τ ¼ 1

λ
ð9:4Þ

Loss of 222Rn from a reservoir to the atmosphere is largely driven by a strong

concentration gradient across the air/water interface and enhanced by turbulence

(Burnett and Dulaiova 2003). Diffusive fluxes of 222Rn to the atmosphere (FRn)

were calculated by:

FRn ¼ k Rnw � αRnað Þ ð9:5Þ

where k is the gas transfer velocity, Rnw and Rna are the 222Rn concentrations in

water and air, respectively, and α is Ostwald’s solubility coefficient (MacIntyre

et al. 1995). The gas transfer velocity is then determined by:

k ¼ 0:45 u1:6 Sc
600

� ��0:5

100
ð9:6Þ
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where u is the wind speed 10 m above the water surface and Sc is the dimensionless

Schmidt number representing a ratio of kinematic viscosity to a molecular diffusion

coefficient. We treated Sc as a constant equal to 8.658 for a kinematic viscosity of

1.0043*10�6 m2 s�1 and a molecular diffusion constant of 1.16*10�7 m2 s�1.

Ostwald’s solubility coefficient is then given by:

α ¼ 0:105þ 0:405e �0:05 Tð Þ ð9:7Þ

where T is water temperature in �C. Air temperature and wind speed data (recorded

every 15 min) used to determine maximum volumetric percent groundwater com-

positions within the reservoir were obtained from a public meteorological database

containing continuous local recordings throughout the duration of the project

(www.ysieconet.com). Acquisition of parameters used to generate additional cor-

rection terms will be discussed in detail throughout this section.

Long-term records of 222Rn concentrations within the reservoir were measured

using an automated radon system (Burnett and Dulaiova 2003) fixed to a stationary

platform situated ~5 m from the nearest bank. In short, a submersible pump

deployed 0.2 m above the reservoir bottom transferred water to a degassing

chamber (RAD-Aqua; Durridge Co.) effectively bubbling 222Rn from the water

until air/water equilibrium was achieved. Radon-rich air was then pumped through

desiccant to a radon-in-air monitor (RAD7; Durridge Co.) where activities were

determined via alpha counting. Atmospheric 222Rn activities were measured using

the same instrumentation with an open air loop where ambient air was pumped

through desiccant and into the counter. We then averaged these data to yield a mean

atmospheric 222Rn concentration of 262 dpm m�3.

End-Member Characterization

The concentration of 222Rn in groundwater largely varies as a function of 226Ra

content of the aquifer materials and groundwater residence time within the aquifer.

These two factors contribute significantly to temporal and spatial variability in

groundwater 222Rn concentrations.

For this reason, most published studies using 222Rn to estimate groundwater

interaction with receiving waters discuss the importance of selecting an appropriate

end-member sampling strategy. We chose to directly sample groundwater from

piezometers constructed using PVC pipe with 10 cm screened sections installed 1.5,

1.25, 1.0, and 0.5 m below ground surface. To properly characterize groundwater

end-member concentrations used to estimate minimum and maximum volumetric

percentages of groundwater, we sampled groundwater from a nest of wells proxi-

mal to our time-series deployment (used in Eq. 9.2) and ~1 km upstream of our

monitoring site (used in Eq. 9.3) (Fig. 9.3). Consequences of spatial heterogeneity

on minimum and maximum groundwater discharge estimates were minimized by

applying end-member data collected near the monitoring location to the minimum
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estimates and end-member data collected upstream to the maximum estimates. All

groundwater samples were collected in 250 mL glass bottles (WAT-250 system;

Durridge Co.) using a peristaltic pump and analyzed using standard RAD7 pro-

tocols. End-member data reported represent a depth-averaged concentration for

each sampling effort and location in an attempt to best represent an integrated signal

of groundwater entering the reservoir.

Researchers have established methods to distinguish the effects of sedimentary
226Ra content and groundwater residence time on in situ end-member 222Rn con-

centrations via experimental manipulation. Under one such method, water resi-

dence time is controlled for all treatments and differences in equilibrated 222Rn

activities represent geologic heterogeneity in 222Rn production via 226Ra decay

(Corbett et al. 1998). We collected four sediment samples during piezometer

installation and incubated 100 g of dry material in gas-tight 300 mL reaction flasks

with radium-free tap water. Experiments were terminated after secular equilibrium

(~21 days) was achieved between sedimentary 226Ra and dissolved 222Rn, i.e.:

N222 ¼ λ226
λ222

N226 ð9:8Þ

where the number of 222Rn atoms (N222) equals the number of 226Ra atoms (N226)

multiplied by the ratio of decay constants for 226Ra (λ226) and
222Rn (λ222). After ~3

weeks, samples were measured using similar instrumentation and procedures as for

groundwater field samples. Results represent maximum 222Rn activities that

could be produced by the aquifer materials. For this reason, experimental

end-member 222Rn concentrations should always be greater than or equal to those

of field samples.

Additional Corrections

Sources of 222Rn to the reservoir are defined as groundwater input, 222Rn produc-

tion via dissolved 226Ra decay, and diffusion from bottom sediments. Both mini-

mum and maximum volumetric percent groundwater composition calculations

(Eqs. 9.2 and 9.3) require consideration of each of these terms. Excess 222Rn

activity, after accounting for production of 222Rn via 226Ra decay and sedimentary

diffusion, represents that which was delivered to the reservoir via groundwater

discharge (Burnett and Dulaiova 2003). To account for background levels of 222Rn

within the reservoir attributed to 226Ra decay, we collected ~60 L of water from

the reservoir and filtered it through MnO2-impregnated acrylic fibers that quantita-

tively adsorb radium (Moore and Reid 1973). These fibers were then analyzed for

total 226Ra using methods outlined by Peterson et al. (2009).

While additional 222Rn may be contributed to the system via diffusive fluxes

from bottom sediments (e.g., Corbett et al. 1998), previous studies indicate that

these contributions are minimal in advective systems (Lambert and Burnett 2003;

Gleeson et al. 2013). To demonstrate the potential influence of diffusion of radon

from bottom sediments, we estimated a range in radon contributed using
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end-member and reservoir radon concentrations, water depth and temperature, as

well as porosity following recommendations by Cable et al. (1996), Corbett

et al. (2000), and Burnett et al. (2003) (and references therein). As a result, mean

minimum diffusive 222Rn fluxes were found to be 5.91 dpm m�2 30 min�1 (less

than 1% of the measured reservoir concentration), equivalent to 1178.25 dpm m�2

over the maximum defined residence time of 5.54 days (approximately 13% of the

measured reservoir concentration). Considering the range of analytical uncer-

tainties inherent to the radon monitoring instrumentation used over the measure-

ment period chosen, the possible radon sourced from sediment diffusion is within

this limit and not considered as an independent term in the calculations. Neglecting

any potential input of radon from sedimentary diffusion thus leads to our ‘maxi-

mum’ groundwater estimate truly serving as an upper bound on the groundwater

percentage estimate. Further, any effect of the additional radon (especially

concerning our maximum estimates) is reduced by averaging results from the two

approaches.

Desired Resolution

The Dogwood Reservoir case study is intended to demonstrate the utility of

time-series records of a direct tracer measurement method used to quantify the

volumetric percentage of groundwater within an urban water body. We elected to

sample 222Rn continuously for approximately 2 years at 30 min intervals. While the

RAD7 sampling frequency is programmed by the user, we recommend at least

30 min cycles to optimize counting statistics and measurement confidence, while

providing temporal resolution sufficient to resolve short-term processes affecting

the reservoir. When possible, Dulaiova et al. (2005) recommend using several

RAD7s arranged in parallel to further enhance counting statistics for groundwater

calculations.

Assumptions

In addition to those specifically stated throughout this section, there are several

assumptions regarding our approach to evaluate the volumetric percentage of

groundwater within Dogwood Reservoir. Sinks of 222Rn from the reservoir were

defined as atmospheric evasion and decay of 222Rn. For this case study, we did not

have a hydraulic scenario under which 222Rn loss was occurring via groundwater

recharge (due to elevated hydraulic gradients between the aquifer and the reser-

voir), though such a loss may exist in other settings. If aquifer recharge was indeed

occurring, despite our assumption, volumetric percentages of groundwater would

remain unchanged so long as the radon concentration in the reservoir is homoge-

nous as per our approach since it would be the well mixed reservoir water (Res. Rn
Eqs. 9.2 and 9.3) recharging the aquifer. However, quantifying a traditional water

budget/balance would require knowledge of this term.
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Before selecting a location for our time-series deployment site, we collected

several grab samples from various locations around the reservoir to examine for any

lateral heterogeneity across the reservoir, and therefore potential bias any one

location may have on our 222Rn measurements. Because all samples exhibited

similar 222Rn concentrations (Fig. 9.6), we assume the data recorded at our mon-

itoring station are representative of the entire water body when applying our

extreme boundary condition approaches (Eqs. 9.2 and 9.3) to constrain volumetric

percent groundwater compositions.

In determining the flux of 222Rn to the atmosphere, we assume the water column

is well mixed, and therefore evasional losses are distributed throughout the entire

water column. Given that the average depth of the reservoir was 1.3 m, we feel this

assumption is reasonable. For systems in which this assumption may be invalid,

alternative options may be to characterize the depth of groundwater influence using

salinity for stratified systems where fresh groundwater is discharging into marine

water (Dulaiova et al. 2010). Any overestimation of 222Rn lost to atmospheric

degassing would lead to a further increase in calculated maximum volumetric

percent compositions. Given these assumptions behind the maximum volumetric

percent composition calculations, we present a conservative volumetric estimate of

groundwater present within the reservoir by averaging each result generated by

Eqs. 9.2 and 9.3 for a given time measurement interval.

Using 222Rn as a groundwater proxy offers a robust tool to detect

recently discharged groundwater within receiving water bodies. Given the half-

life of 222Rn (3.8 days), the mean life of any one particular atom is 5.5 days

(Eq. 9.4), meaning that after ~6 days, there is a 50% chance of detection since

Fig. 9.6 222Rn activities of six grab samples collected around the perimeter of Dogwood Reser-

voir during February of 2012
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discharge. For this reason, 222Rn can be an excellent tool for researchers interested

in the role of groundwater nutrient loading over geochemically relevant time-

scales.

Since it is impossible to accurately assess the residence time of each particular

radon atom within the reservoir for Eq. 9.3, we elected to calculate the volumetric

percentage of groundwater within the reservoir based on this mean life of 5.5 days.

This time correction factor was chosen to represent the likelihood of detection for a

radon atom within the reservoir, and therefore our groundwater discharge estimates

represent only the ‘recently discharged’ groundwater component (<5.54 days since

discharge). This time frame also has the added advantage that it represents the

likely range of time that many solutes delivered via groundwater discharge would

reside in the reservoir before biogeochemical alteration. However, within reason,

one may select a correction time that suits the interest of the project or that best

represents the system. For example, one could examine groundwater discharge to a

receiving water body that is no older than a predicted nutrient turnover time by

solving Eq. 9.3 where R equals the predicted nutrient turnover time. Figure 9.7

demonstrates the effect of varying values of R on resulting maximum volumetric

percent groundwater computation estimates.

Fig. 9.7 Hypothetical volumetric percentages of groundwater within a reservoir as determined by

Eqs. 9.4 (GMIN) and 9.5 (GMAX) to demonstrate the effect of R, the decay correction factor

constant on groundwater estimates. Data plotted were generated assuming a constant concentra-

tion of 222Rn within the reservoir (10 dpm m�3) and end-member (1000 dpm m�3), and that loss to

evasion and production via 226Ra decay equal zero. Note GMIN remains constant as no decay

correction factor is required for this term
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2.2 Reservoir Export

In this section, we describe our approach to constrain discharge rates of water

leaving Dogwood Reservoir. We have defined discharge over the weir as the only

export term of interest for this case study, evaluating the relative contributions of

direct precipitation and groundwater discharged from the reservoir and ultimately

conveyed to the coastal ocean. For a broad-crested weir as exists in Dogwood

Reservoir, the discharge rate of water flowing over the structure (Q) is mathemat-

ically expressed as (Hornberger et al. 1998):

Q ¼ 8

27
g

� �1
2

*hweir
3
2 *wc ð9:9Þ

where g represents gravitational acceleration (9.81 m s�2), hweir is the difference in
elevation between the water surface and weir crest, and wc is the width of weir over

which water is flowing. To evaluate the water surface elevation needed to determine

hweir, we deployed a submersible CTD data logger (Solinst, LTC Levelogger

Junior) at a constant elevation in a PVC housing secured 20 cm above the reservoir

bottom. Water levels were continuously recorded throughout the time-series effort

and barometrically compensated using data from a barometer (Solinst Barologger

Gold) deployed just above the water surface. We used RTK GPS instrumentation to

determine the elevation of the CTD data logger so that each recorded water level

could be converted to a water surface elevation.

Upon visual inspection, we noted the elevation of the weir crest was highly

variable along the weir width (Fig. 9.8). For this reason, we used RTK GPS to

record weir crest elevations in 10 cm increments to best represent the true shape of

the structure. Values for hweir were then determined for each elevation across the

weir structure, and corresponding values for wc associated with each value of hweir
greater than zero using the cumulative length of each equal elevation segment along

the weir crest. Empirically-derived discharge estimates were independently verified

using a handheld Acoustic Doppler Velocimeter (ADV) FlowTracker (Sontek/YSI

Inc.) in the concrete-lined channel just downstream of the weir.

Due to the structural irregularities of the weir at Dogwood Reservoir, we

assumed the elevation between measurement intervals (Fig. 9.8) was constant and

equal to that of the nearest measurement. The conditions we encountered with

regard to structural complexity of the weir are unique and do not likely represent the

majority of engineered weir constructions, but nonetheless demonstrate a success-

ful application of Eq. 9.9. If this approach were to be applied in a setting with a

broad-crested weir with constant elevation along its width, deriving each term

needed to constrain discharge should be less complicated and not involve this

assumption.

We differentiate between source-specific volumetric percent compositions

within the reservoir and source-specific export fluxes from the reservoir by way

of the reservoir discharge rate. In this way, fluctuating discharge rates and changes
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in volumetric percentages of each source within Dogwood Reservoir can influence

the source-specific export rates. This concept is especially apparent when compar-

ing changes between two sequential time periods for both the volumetric percent-

age of each source within the reservoir and for source-specific export fluxes. To

demonstrate, consider two subsequent measurement cycles in which the volumetric

percentage of groundwater in Dogwood Reservoir increases from 10 to 10.5% and

corresponding water discharge rates decrease from 1.5 to 1.0 m3 s�1. In this case,

inferring export behaviors based entirely on an increase in volumetric groundwater

composition alone would be misleading, since the actual export flux of groundwater

significantly decreases (from 0.150 to 0.105 m3 s�1). Rather than assuming that

changes within the reservoir accurately represent changes in export from the

reservoir, a more comprehensive assessment would consider the total volumetric

rate of water exported in addition to the volumetric percent compositions of each

source.

3 Data Analysis and Interpretation

In this section, we present example analyses intended to examine change in

Dogwood Reservoir with regard to different temporal scales, as a demonstration

of insights that can be gleaned from a long-term continuous record of groundwater

interaction with an urban reservoir. Interpretations based on this data set highlight a

Fig. 9.8 Weir crest elevation (meters relative to NAVD 88 datum) with respect to structure width,

increasing toward the south
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potential emerging threat to groundwater in the region, as diminishing groundwater

discharged from the reservoir reflects a reduced volumetric percentage of ground-

water within the catchment, suggesting reduced aquifer recharge rates. Similar to

the organizational style of Sect. 2, we first present data and interpretations

concerning the volumetric percent of direct precipitation and groundwater within

the basin and follow with discussion of source-specific export fluxes.

3.1 Reservoir Dynamics

3.1.1 Event Scale

We use the term ‘event scale’ to represent quasi-random weather-driven phenom-

ena which resulted in rainfall occurring over the Dogwood Reservoir drainage

basin. In this section, we examine the hydrologic impacts of one of the many

recorded rain events during our 2 year sampling effort compared to a relatively

dry period to highlight reservoir responses to precipitation perturbations.

Dry Period

The period between September 28 and October 3, 2013 represents a 6-day dry

period preceded by relatively dry antecedent conditions. During this time, we

observed clear rhythms in reservoir water levels and water table heights

(Fig. 9.9). On average, water levels within the reservoir changed by 1.5 cm day�1

(ranging from 0.69 to 0.71 m), while the average change in water table height was

observed to be nearly a factor of two larger (2.7 cm day�1), ranging from 1.05 to

1.08 m. Although the magnitude of change between reservoir levels and water table

heights was different, both were found to oscillate at a similar frequency, reaching

daily maximum levels in early morning (between 02:00 and 07:00) and minima in

the evening (between 15:00 and 18:00). Water table changes slightly preceded

changes in reservoir levels suggesting reservoir hydrology was likely controlled by

groundwater flows. We suspect the periodicity of water level and water table

change was driven by evapotranspiration following daily photosynthetic rhythms

(Lautz 2007; Winter 1999). Higher evapotranspiration rates during the day lower

both the reservoir elevation as well as that of the water table. During nighttime

hours, evapotranspiration is greatly reduced, allowing the local water table to

rebound as it is recharged from upgradient aquifer pressures. This enhanced

hydraulic gradient likely drives more groundwater discharge into the reservoir,

thereby leading to an increase in reservoir levels. Although we did not observe

significant trends in the volumetric percentages of groundwater present within the

reservoir over this period, the covariance of the two water level variables (reservoir

and water table) suggest evapotranspirative forcings dominate the hydrology of the

reservoir and water table during rain-free conditions. It is also conceivable that
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incorporating an additional radiotracer with a shorter half life than that of 222Rn

(e.g., 220Rn; T1/2: 55 s) would have offered additional insights to the system

dynamics over such time scales.

Rain Event Period

From June 2 through June 9, 2013, a total of 90.7 mm of rainwater fell on the

Dogwood drainage basin. Rainfall primarily occurred in three isolated events on

June 3rd, 6th, and 7th following dry antecedent conditions. Out of hundreds of

observed rainfall events throughout our study period, these dates were selected to

avoid the effects of storm piggybacking since the rain events highlighted here were

preceded by 10 rain-free days. Storm piggybacking refers to residual effects from

one storm event that influence the subsequent event, and would therefore impact the

hydrologic response of the reservoir to the storm (Hancock et al. 2010).

Rather than examining this period as one large event, we felt it more appropriate

to consider each time period associated with a single storm to evaluate the hydro-

logic response to event magnitude and antecedent conditions. The June 3rd event

delivered 25.7 mm of rainwater, the June 6th event produced 10.9 mm of rainfall,

and the June 7th event delivered more than twice as much rain as the event on June

3rd (54.1 mm), providing a range of event magnitudes for analysis. In general,

event-driven change to water table height was a factor of 3 greater than water table

Fig. 9.9 Water table and reservoir levels with volumetric estimates of groundwater percentages

during a rain-free period in 2013. Note: Y-axis ranges have been scaled appropriately for compar-

ison with Fig. 9.10
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fluctuations associated with evapotranspiration during normal conditions (Figs. 9.9

and 9.10). Within 1 h after rainfall, reservoir levels and water table heights

responded to the addition of rainwater, however, the water table required substan-

tially more time to equilibrate after the event concluded due to the slow nature of

flow through a porous medium (Fig. 9.10).

The percentage of groundwater within the reservoir increased following each

event as rainwater recharged the surficial aquifer, likely increasing discharge into

the reservoir (Fig. 9.11). However, post-event groundwater percentage maxima

were observed to occur at variable lag times behind rainfall events, a likely result

of continual but variable draining of the aquifer driven by an increased hydraulic

gradient between the water table and reservoir level. Additional evidence for a

delay in groundwater inputs was found by comparing the equilibration time

required for reservoir and water table heights to stabilize following rainfall pertur-

bations. Because reservoir levels stabilized within approximately 1.5 h after rain-

fall, and water table levels were observed to continually decline for many hours

(and in some cases days) after an event concluded, we surmise the effects of these

events on reservoir hydrology would persist for many days after a single event,

largely resulting from continued groundwater input.

While the response time of the reservoir and water table levels remained fairly

constant following each of the three selected events, the magnitude and timing of

changes in the volumetric percentage of groundwater present were unique to each

event. The volumetric percentage of groundwater began to increase (above a

pre-event average of 2.0%) 26 h after the event began and continued to increase

to a maximum of 9.2% approximately 56 h post-event. Despite higher rainfall totals

for the first event relative to the second, we observed the lowest mean event-driven

Fig. 9.10 Water table and reservoir level data with rainfall totals (cumulative over 2 min

intervals) for three isolated rain events occurring in June of 2013
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groundwater percentage within the reservoir following the first event. This is likely

attributed to the dry antecedent conditions prior to rainfall resulting in the lowest

observed water table heights prior to the onset of the first event. Reduced water

table heights would require greater rainfall volumes to reach a threshold for

discharge to occur causing lower volumetric percentages of groundwater within

the reservoir.

The maximum volumetric percentage of groundwater (6.8%) following the

second event was less than that associated with the first event, albeit greater than

the average percentage prior to rainfall. We attribute this result to storm

piggybacking whereby elevated groundwater discharge rates into the reservoir

resulting from the first event continued into the onset of the second event, greatly

increasing the mean event-driven volumetric percentage of groundwater present.

We suspect continued groundwater discharge (from the first event) is driven by the

elevated water table height as compared to that observed prior to the first event.

While the maximum volumetric groundwater percentage occurrence associated

with the second event was observed almost immediately following the onset of

rainfall, we suspect this is attributed to another instance of storm piggybacking as

the second event appears to have resulted in a reduction to the percentage of

groundwater present several hours after the event.

Higher rainfall totals for the third event resulted in a maximum observed water

table height recorded to be 10 cm and 14 cm higher than maxima associated with

the first and second events, respectively (Fig. 9.10). The increased water table

height subsequently increased the amount of time necessary for water table levels

to equilibrate, which likely increased the rate of groundwater discharging into the

Fig. 9.11 Volumetric groundwater percentages and rainfall totals (cumulative over 2 min inter-

vals) for three isolated rain events occurring in June of 2013
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reservoir as shown by a sharp increase in the percentage of groundwater present

(maximum 10.4%). Approximately 40 h after the third event, we observed the

co-occurrence of the minimum event groundwater percentage and the equilibration

of the water table (albeit higher than pre-event levels) suggesting a reduced rate of

groundwater discharge into the reservoir less than 2 days post event.

Evaluating a period of rainy days as well as sequential events in isolation

demonstrates a complexity in the Dogwood Reservoir groundwater/reservoir

hydrology. While general trends regarding the percentage of groundwater within

the reservoir were apparent, the occurrence, duration, magnitude, and preceding

conditions of isolated events were found to significantly influence the timing and

relative magnitude of appearance. The observed complexity demonstrates the

potential for misinterpretations regarding groundwater/reservoir interaction if

only discrete samplings are used to characterize the relationship.

3.1.2 Seasonal Scales

It should be acknowledged that a 2 year data set is not necessarily ideal for

examining seasonal dynamics. However, we feel using continuous time-series

data in this way is much more appropriate than the use of single point measurements

used to represent similar scales, so these data are intended to demonstrate the

potential insights that such data sets can offer. As shown in Sect. 3.1.2, groundwater

interaction with a surface reservoir can exhibit a high degree of temporal variabil-

ity, and as such, discrete data regarding various hydrological flowpaths should be

interpreted with caution.

To examine seasonal effects on the volumetric percentage of groundwater within

Dogwood Reservoir, we grouped many data into quarter year categories

representing each of the four seasons experienced by South Carolina. We define

winter as December through February, spring as March through May, summer as

June through August, and fall as September through November. In total, we

sampled through seven seasons including two winters, springs, and summers

while capturing only fall of 2012.

In general, seasonal changes were evident in the volumetric percentages of

groundwater within Dogwood Reservoir. On average, the volumetric percentage

of groundwater within the reservoir was highest during spring (7.3%) and lowest in

fall (3.8%) (Fig. 9.12). The volumetric percentage of direct precipitation was

highest during summer (4.5 * 10�3 %) when mean rainfall rates were highest

(0.142 mm h�1) and lowest in fall (2.0 * 10�3 %) when rainfall rates were lowest

(0.064 mm h�1). With the exception of summer, the volumetric percentage of

groundwater corresponded with that of direct precipitation within the reservoir.

Considering infiltration of rainwater to be the primary recharge mechanism for a

surficial aquifer, it seems reasonable that higher seasonal rainfall totals enhanced

groundwater discharge into the reservoir, increasing the volumetric percentage

present. However, in summer, average rainfall rates were 30% higher than spring,

yet the percentage of groundwater present within the reservoir reached a seasonal
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minimum (Fig. 9.12). Data from long-term water table monitoring efforts in

Briarcliffe Acres (approximately 28 km NE of Dogwood Reservoir) showed prom-

inent seasonal trends in water table height, having reached maximum levels in

summer (Fig. 9.13). We suspect increased rainfall rates and elevated water table

heights reduced soil infiltration rates and subsequently groundwater discharge rates

over the course of the season. This counter-intuitive association has been shown as

a strong negative relation between infiltration rates and soil moisture content (Xue

and Gavin 2008; Cerda 1997). As a result, greater amounts of rainwater were

conveyed overland, reducing the volumetric percentage of groundwater present

within Dogwood Reservoir in summer by 25% of the long-term average.

Exploring potential seasonal trends in the 2 year time-series data record also

provides the opportunity to examine changes between years on seasonal scales. In

general, large amounts of rainfall occur during spring and summer seasons in

coastal South Carolina, however, maximum monthly mean rainfall rates occurred

earlier in 2013 than in 2012 (Fig. 9.14). In 2012, maximummean spring and summer

rainfall rates occurred in May (0.202 mm h�1) and August (0.194 mm h�1),

respectively, whereas 2013 mean seasonal maxima appear in April (0.244 mm h
�1) and June (0.202 mm h�1).

To then compare monthly volumetric percentages of groundwater, we averaged

data collected from all months defined within a particular season. We required at

least 70% of the month be represented by valid data for each source water term to

adequately characterize monthly conditions (Table 9.1). Data from Briarcliffe

Acres provides regional-scale evidence as maximum water table heights shifted

from August 31 in 2012 to July 31 in 2013 (Libes and Peterson 2012—present),

suggesting forces contributing to the observed seasonal water budget changes in

Fig. 9.12 Volumetric groundwater percentages for winter, spring, summer, and fall seasons. Solid

black line represents the mean long-term volumetric percentage of groundwater within Dogwood

Reservoir
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Dogwood Reservoir impacted an area larger than that of the studied system. As a

result, we observed a subsequent shift in maximum spring volumetric percentages

of groundwater within Dogwood Reservoir from May 2012 at 8.4% to April

2013 at 7.5%.

Fig. 9.13 Water table elevations (relative to NAVD 88) measured from two inland wells in

Briarcliffe Acres from 2012 through 2013. Data were obtained from an online public database

(http://bccmws.coastal.edu/bagw/)

Fig. 9.14 Local long-term rainfall records (2 min sampling interval) and monthly mean rainfall

totals from 2012 through 2013
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3.1.3 General Characteristics

While examination of various temporal scales offers an opportunity to explore

storm event and seasonal forcings, evaluation of the entire time-series record pro-

vides an integrated assessment of the general hydrology affecting Dogwood Res-

ervoir. In this section, we describe general characteristics of the reservoir and

compare observations from 2012 to 2013 to illustrate a potentially significant threat

to groundwater resources of the study region.

We observed considerable variance in 222Rn activities within the reservoir

ranging from 0.13 to 22.75 dpm L�1 (mean 6.19 dpm L�1� 0.65 dpm L�1)

(Fig. 9.15).

Mean minimum volumetric groundwater percentages of the reservoir (derived

using Eq. 9.2) were 4.22% �2.66 % while mean maximum estimates (derived

using Eq. 9.3) were 6.38% �4.6 % (Fig. 9.16).

On average, model results for minimum and maximum volumetric percent

groundwater estimates varied by �2.16%, and have been averaged to offer a

conservative estimate for each time interval. In so doing, we determined the volu-

metric percentage of groundwater present ranged from 0.03 % to 36.48% (mean

5.6%) while direct precipitation percentages ranged from 0.0% to 7.7 * 10�3 %

(mean 3.2 * 10�3 %) (Fig. 9.17 and Table 9.1).

Table 9.1 Monthly mean volumetric percentages of groundwater and direct precipitation as well

as monthly mean total, groundwater, and direct precipitation discharge rates

Mean

groundwater

(%)

Mean direct

precipitation

(%)

Mean total

discharge

(m3 s�1)

Mean

groundwater

discharge

(m3 s�1)

Mean direct

precipitation

discharge

(m3 s�1)

2012 Jan. 6.46 1.16 * 10�3 2.15 * 10�2 1.34 * 10�3 2.50 * 10�7

Feb. 6.98 3.26 * 10�3 2.02 * 10�2 1.53 * 10�3 6.57 * 10�7

Mar. 7.67 6.02 * 10�4 3.55 * 10�2 2.96 * 10�3 2.14 * 10�7

Apr. 8.17 2.29 * 10�3 3.06 * 10�2 2.54 * 10�3 6.99 * 10�7

May 8.41 6.42 * 10�3 3.79 * 10�2 3.37 * 10�3 2.43 * 10�6

Jun. 8.28 2.62 * 10�3 2.80 * 10�2 2.34 * 10�3 7.34 * 10�7

Aug. 3.85 6.23 * 10�3 2.60 * 10�2 1.50 * 10�3 1.77 * 10�6

Sept. 2.94 1.65 * 10�3 2.22 * 10�2 6.53 * 10�4 3.66 * 10�7

Oct. 4.27 1.75 * 10�3 1.55 * 10�2 6.46 * 10�4 2.71 * 10�7

Nov. 4.04 2.67 * 10�3 2.57 * 10�2 1.05 * 10�3 6.87 * 10�7

2013 Jan. 4.86 6.29 * 10�4 3.53 * 10�2 1.71 * 10�3 2.22 * 10�7

Feb. 5.18 3.94 * 10�3 4.51 * 10�2 2.45 * 10�3 1.78 * 10�6

Mar. 5.80 2.02 * 10�3 5.44 * 10�2 3.21 * 10�3 1.10 * 10�6

Apr. 7.51 7.70 * 10�3 4.79 * 10�2 3.70 * 10�3 3.69 * 10�6

May 6.40 1.48 * 10�3 2.41 * 10�2 1.84 * 10�3 3.57 * 10�7

Jun. 2.56 6.44 * 10�3 2.24 * 10�2 5.58 * 10�4 1.44* 10�6

Jul. 2.24 2.78 * 10�3 2.55 * 10�2 5.91 * 10�4 7.10 * 10�7
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The relatively low volumetric percentages of groundwater is inherently related

to the reservoir turnover time (with respect to discharge over the weir) and our

definition of groundwater. We found the mean turnover time of Dogwood Reservoir

to be 78.2 days� 69.4 days after analyzing approximately 300,000 measurements

from 2013 (Fig. 9.18). The exceptionally high range in turnover times is a result of

an infinite value when reservoir levels are too low to discharge over the weir.

Nonetheless, by defining our groundwater estimates to consider only groundwater

(and 222Rn) that is no older than ~6 days since discharge, most of the remaining

reservoir volume, especially when stormwater runoff is not actively discharging

into the reservoir, is remnant water from previous events and overland flow.

However, utilization of additional tracers and/or increasing the value of

R (Eq. 9.3) would allow assessment of ‘older’ groundwater.
To examine annual volumetric groundwater percent characteristics, we averaged

all monthly data from 2012 to 2013 with temporally overlapping records. As a

result, we only consider data collected from January through June in our yearly

interpretations. From this, we observed a decrease in the average volumetric

percentage of groundwater within Dogwood Reservoir by 2.7% from 7.7% in

Fig. 9.15 Mean reservoir 222Rn (radon) activities recorded at 30 min intervals representing the

average measured (Eq. 9.2) and corrected (Eq. 9.3) radon activities from October, 2011 through

October, 2013 (a). Measured and corrected radon activities for the time periods discussed in

Sects. 3.2.1 (b) and 3.1.1 (c). Corrected activities account for radon loss over 5.54 days to decay

and atmospheric evasion
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2012 to 4.9% in 2013 (Table 9.2). However, mean rainfall rates increased

from 0.086 mm h�1 in 2012 to 0.116 mm h�1 in 2013 as did the volumetric

percentage of direct precipitation within the reservoir (from 2.7� 10�3 % in 2012

to 3.6� 10�3 % in 2013). Although our approach to constrain direct precipitation

percentages is inherently dependent upon total reservoir volume, the total volume

of water within the reservoir remained nearly constant, suggesting increased per-

centages of direct precipitation within the reservoir largely reflected increased

rainfall rather than a change in reservoir volume.

To further understand the volumetric percent decline of groundwater within

Dogwood Reservoir from 2012 to 2013 despite more rainfall occurring in 2013,

we compared our mean laboratory incubation 222Rn downstream groundwater

end-member (414.2 dpm L�1) to 222Rn concentrations measured in 64 groundwater

field samples collected throughout the study period (minimum 73.7 dpm L�1;

maximum 253.5 dpm L�1) to evaluate groundwater residence times (end-member

data presented in Table 9.3). Groundwater residence time (T ) is then given by:

Fig. 9.16 Minimum and maximum volumetric percentages of groundwater from 2011 through

2013 determined using Eqs. 9.2 and 9.3, respectively (a). Minimum and maximum groundwater

percentages for time periods discussed in Sects. 3.2.1 (b) and 3.1.1 (c)
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ND ¼ λP
λD � λP

N0
P e�λPT � e�λDT
� � ð9:10Þ

Fig. 9.17 Monthly mean and high resolution (30 min sampling resolution) volumetric ground-

water percentage estimates from 2012 through 2013

Fig. 9.18 Reservoir turnover times for all 2013 water level and total discharge data. Turnover

time was determined by dividing total reservoir volume by corresponding total discharge rates.

Note turnover time effectively reaches infinity when discharge equals zero m3 s�1
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where ND represents the number of 222Rn atoms within a discreet groundwater

sample, λP and λD are the decay constants of 226Ra and 222Rn, respectively, and N0
P

is number of 226Ra atoms present at equilibrium. Because the activity of two

isotopes are equal after attaining secular equilibrium, we know the activity of -

surface-bound 226Ra capable of contributing 222Rn to porewaters was 414.2 dpm L
�1 (based on our equilibrium incubations) and can then determine the number of 226

Ra atoms present by:

Table 9.2 Mean yearly parameters for volumetric percentages of groundwater and direct precip-

itation as well as total and corresponding source-specific discharge values

Groundwater

(%)

Direct

precipitation

(%)

Total

discharge

(m3 s�1)

Groundwater

discharge

(m3 s�1)

Direct

precipitation

discharge

(m3 s�1)

2012 7.66 2.72 * 10�3 2.89 * 10�2 2.35 * 10�3 8.31 * 10�7

2013 4.93 3.57 * 10�3 3.64 * 10�2 2.01 * 10�3 1.33 * 10�6

% change �35.60 31.07 25.81 �14.32 59.99

Difference �2.73 8.47 * 10�4 7.47 * 10�3 3.36 * 10�4 4.98 * 10�7

Percent change and difference calculations were performed chronologically where positive values

indicate an increase and negatives indicate a decrease from 2012 to 2013. Yearly values represent

data collected from January through June of each respective year

Table 9.3 Depth averaged groundwater 222Rn activities (end-member concentrations) reported

for downstream (applied in Eq. 9.2) and upstream (applied in Eq. 9.3) sampling locations and 1� σ
standard deviations of samples collected 1.0, 1.25, and 1.5 m below ground

Collection date Downstream 222Rn activity (dpm L�1) Upstream 222Rn activity (dpm L�1)

9/14/2011 73� 30 436� 183

11/17/2011 113� 66 666� 128

12/12/2011 115� 33 615� 102

2/1/2012 139� 34 740� 167

2/19/2012 151� 55 696� 234

5/2/2012 99� 29 767� 253

5/10/2012 141� 69 603� 120

7/17/2012 107� 19 614� 199

8/8/2012 181� 78 552� 214

10/18/2012 124� 30 627� 103

11/16/2012 229� 46 647� 127

3/12/2013 177� 63 446� 163

4/10/2013 195� 64 568� 159

6/4/2013 253� 20 975� 58

7/10/2013 138� 14 441� 69

9/18/2013 109� 28 594� 110

Average measurement uncertainties for all samples were 12.7% of the reported activities
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A ¼ λN ð9:11Þ

where A is the isotope activity, λ is the decay constant of that isotope and N is the

number of atoms present. Using a depth averaged 222Rn end-member concentration

representative of each downstream groundwater sampling to determine a

corresponding residence time, we solved Eq. 9.10 for residence time (T ) and

found a significant increase in groundwater residence time within the aquifer

from 2012 to 2013, from 1.8 days to 3.2 days (Fig. 9.19). As a result, groundwater

velocities were decreased, reducing the rate of groundwater discharge into the

reservoir, which resulted in decreased volumetric percentages of groundwater

from 2012 to 2013 (Fig. 9.17 and Table 9.2).

3.2 System Export

In this section, we examine total and source-specific export rates from Dogwood

Reservoir using total and source-specific discharge rates over various time periods.

Similar to the layout of Sect. 3.1, we describe event and seasonal temporal scales

and conclude with a general assessment of Dogwood Reservoir throughout our

study period.

Fig. 9.19 Downstream depth averaged groundwater end-member 222Rn activities and

corresponding groundwater residence times within the surficial aquifer. Averages represent data

collected 1.0, 1.25, and 1.5 m below ground. Error bars represent 1� σ standard deviations
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3.2.1 Event Scale

During relatively dry periods, evapotranspiration-driven changes in reservoir levels

and water table heights contribute significantly to the pattern observed in total

reservoir export rates. As described earlier, these forcings correspond with rela-

tively unchanged volumetric percentages of groundwater within the reservoir.

Although the percentage of groundwater within the reservoir remained constant

during normal conditions, total reservoir export rates reach maximum values from

02:00 through 07:00, resulting in the greatest rates of groundwater exported from

the system during these times (Fig. 9.20).

However, during a storm period including three isolated rain events (Fig. 9.10),

total system export is largely driven by the addition of new water to the reservoir

from various sources associated with the event (Fig. 9.21). It was found that during

these times, wind direction may also be a significant driver of total export rates.

Soon after the second event, total discharge rates sharply declined as the winds

shifted from SW to SE (Libes 2006—present). Because the long-axis of Dogwood

Swash is oriented NW to SE, a SE wind forces water away from the weir,

effectively reducing total system export rates (to 0 m3 s�1 for the presented case).

At the onset of the third event, the prevailing SW wind returned, dramatically

increasing discharge rates from the reservoir by several orders of magnitude (from

3.7 * 10�4 to 1.9 * 10�1 m3 s�1) and subsequently increasing the groundwater

export rate.

Fig. 9.20 Total and groundwater discharge rates out of the reservoir via weir discharge during a

rain-free period in 2013
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3.2.2 Seasonal Scales

Much like the seasonal scale changes observed in the volumetric percentage of

groundwater within Dogwood Reservoir, we observed changes in total and ground-

water export rates (Fig. 9.22). Mean total discharge rates were highest in spring

(3.84 * 10�2 m3 s�1) with the second lowest seasonal value occurring during

summer (Fig. 9.22a). We suspect this result is a consequence of high evaporative

losses during this time resulting in decreased discharge rates despite high rainfall

rates. Work by Grimmond and Oke (1986) and Hanrahan et al. (2010) emphasize

the importance of seasonality in evaporative losses representing a significant

removal mechanism from surface water bodies during summer months.

Governed by increased total discharge, highest groundwater export rates were

observed during spring when the volumetric percentage of groundwater and the

total export from the system were highest (Fig. 9.22b). We also observed earlier

peak discharge rates in 2013 relative to 2012 suggesting a shift in the timing of

maximum water and material delivery to the nearshore (Fig. 9.23).

3.2.3 General Export Characteristics

In general, total discharge rates from the reservoir were quite variable from 2012

through 2013 (Fig. 9.24). Themean over this periodwas found to be 3.0 * 10�2m3 s�1,

ranging from 0.00 m3 s�1 to 5.5 * 10�1 m3 s�1. For comparison, Little River, a major

estuarine inlet located ~46 kmNE of Dogwood Reservoir, discharged an average rate

of 16.12 m3 s�1 into Long Bay over the same interval (US DOI, USGS 2015). While

the average discharge rate fromDogwood Reservoir represents a small fraction of that

Fig. 9.21 Total and groundwater discharge rates out of the reservoir via weir discharge for three

isolated rain events occurring in June of 2013
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from Little River, extrapolating this rate to each of the similar 15 coastal stormwater

catchments draining into LongBay throughout theGrand Strand estimates that 35.5%

of the discharge from Little River during the study period was exported offshore from

the urban reservoirs of the Grand Strand.

From 2012 to 2013, the total discharge rate increased by 26% from 2.9 * 10�2 to

3.6 * 10�2 m3 s�1 (Fig. 9.23 and Table 9.2). Although total discharge rates were

lower in 2012, more intense discharge pulses were observed during this year,

reaching a maximum of 5.6 * 10�1 m3 s�1 as compared to the 2013 maximum of

3.2 * 10�1 m3 s�1. While direct precipitation to the reservoir surface often contrib-

utes negligible volumetric percentages, (always less than 8.0 * 10�3 %), increased

total discharge rates from Dogwood Reservoir in 2013 were likely driven by

increased rainfall totals and subsequently increasing total groundwater and

stormwater input as the drainage basin conveyed water into the reservoir. Increased

rainfall in 2013, however, did not correspond to increased volumetric percentages

Fig. 9.22 Total (a) and groundwater (b) discharge rates for winter, spring, summer, and fall

seasons. Solid black line represents the mean long-term rates for total and groundwater discharge

from Dogwood Reservoir, respectively
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of groundwater within the reservoir nor to an increase in the groundwater-derived

component of total discharge. In fact, groundwater fluxes out of the reservoir

decreased by 14% from 2.4 * 10�3 to 2.0 * 10�3 m3 s�1 suggesting an increase in

stormwater drainage efficiency by reducing groundwater infiltration rates under

increased precipitation rates (Table 9.2).

Fig. 9.23 Monthly mean total, groundwater, and direct precipitation discharge rates from January

2012 through July 2013

Fig. 9.24 High resolution and monthly mean total discharge rates from Dogwood Reservoir from

2012 through 2013
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4 Summary

The Dogwood Reservoir case study demonstrates the utility of time-series data to

perform various temporal analyses on comprehensive data records. Using a natural

tracer of groundwater interactions with an urban reservoir provided an integrated

view of the hydrologic response to storm and seasonal scale forcings, while offering

a continuous, long-term record with which results of various temporal analyses may

be compared. As urbanization continues to dominate the nation and especially

coastal regions, we can expect changes to aquatic systems and the water sources

that discharge into them. While we do not have definitive proof that the threats to

groundwater resources demonstrated by way of this case study are related to

anthropogenic manipulation of the natural plumbing that supplies water to Dog-

wood Reservoir, we do have evidence that a decline in groundwater resources may

be a significant issue in this region. Perhaps observed changes in the volumetric

percentage of groundwater within Dogwood Reservoir were only part of a larger

cycle, oscillating at a frequency less than that of our sampling period, and not

evidence of a serious threat to groundwater resource. Nonetheless, hydrologic

alterations associated with urbanization and anthropogenic landscape modifications

may not result in negative impacts but certainly will consequent change.

Key Points

• 222Rn is an effective tool to directly assess the amount of recently discharged

groundwater within an urban reservoir.

– Consider correcting measured concentrations for the addition of 222Rn via

decay of dissolved 226Ra and diffusion from bottom sediments as well as

accounting for any suspected loss via diffusion across the air/water interface

and/or radioactive decay.

• Time-series data are extremely valuable to capture complex phenomena that

appear highly variable in time.

– Evapotranspiration-driven change in water table height was found to govern

the reservoir Dogwood Reservoir hydrology, ultimately responsible for

increased export rates of groundwater during normal conditions. However,

during rain events of various magnitudes and storm durations, a number of

environmental parameters (including wind speed and direction, time since

last rainfall, and water table height prior to the event) contribute to the

percentage of groundwater present within the reservoir and therefore the

amount exported.

– Seasonal drivers associated with rainfall and evaporation increased the vol-

umetric percentage of groundwater within the reservoir during spring and

increased total discharge rates resulting in maximum seasonal export of

groundwater and direct precipitation despite lower rainfall totals

(as compared to summer).
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• In general, volumetric percentages of groundwater were found to be significant

but reduced from 2012 to 2013.

– Groundwater was found to comprise a modest but significant amount of the

Dogwood Reservoir budget with a mean volumetric percentage of 5.6% but

with significant variance (up to 36.45%).

– From 2012 to 2013, the volumetric percentage of groundwater in Dogwood

Reservoir decreased by 2.7% due to increased aquifer residence times, in

spite of greater precipitation rates. As a result, groundwater export to the

coastal ocean was reduced
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Chapter 10

Evaluating Hydrogeological
and Topographic Controls on Groundwater
Arsenic Contamination in the Middle-Ganga
Plain in India: Towards Developing
Sustainable Arsenic Mitigation Models

Sushant K. Singh, Stefanie A. Brachfeld, and Robert W. Taylor

Abstract We investigated the spatial distribution and severity of groundwater

arsenic contamination in three previously un-studied villages located near the

confluence of the Rivers Ganges and Sone, within the Maner block of Patna district

in the Bihar State, India. We also gathered information on the demographic,

socioeconomic and health issues of local residents in order to identify at-risk

populations due to the exposure to elevated concentrations of arsenic. Arsenic concen-

trations were measured in 157 drinking water sources, which were tested using field-

tests kits. Spatial patterns in arsenic distribution were compared with local physio-

graphic and hydrogeologic parameters.Arsenic levels exceeding theWHOand theBIS

standards (10 μg/L and 50 μg/L respectively) were found in all three villages, with a

maximum of 300 μg/L. The shallow aquifers (�50m below ground surface) and older

hand pumps were found to be arsenic contaminated. The deeper aquifers (>50 m)

exhibited arsenic levels within permissible limits. Elevated arsenic levels are observed

close to the River Ganges. However, a moderate (r¼ 0.240, p¼ 0.031) positive

correlation with the surface water flow direction indicates that arsenic migrates from

south to north and from west to east in the study area. This suggests that River Sone

alluvium is a potential source of arsenic contamination in Bihar.

Highlights

• Arsenic concentrations exceeding WHO and BIS standards are documented in

three villages in the Maner Block of Patna district, Bihar, India.

• Arsenic contaminated hand pumps in Suarmarwa, Rampur Diara, and Bhawani

Tola are 10–15 years older than the arsenic-free hand pumps.
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• Arsenic concentration correlates with the depth of tube wells, flow direction of

surface water, distance to the rivers, and distance to the drainage point.

• The River Sone is a potential source of arsenic contamination in the Middle-

Ganga Plain in India.

• The National Chemical Laboratory-Arsenic Field Test Kits (NCL-FTK) is a

reliable and quick field method to analyze arsenic levels in water.

1 Introduction

Geogenic groundwater arsenic contamination is referred to as “the biggest global

mass poisoning in human history,” with the maximum incidence in South Asia

(Nordstrom 2002; Rahman et al. 2014; Singh and Vedwan 2015). Arsenic is a group

‘A’ carcinogen (IARC-WHO 1999, 2001). It occurs in five valence states, among

which arsenic III (arsenite, the most toxic form) and arsenic V (arsenate) are the

most abundant species in groundwater (Ravenscroft et al. 2009). Exposure to

arsenic through drinking and food induces carcinogenic and non-carcinogenic

health effects (Phan et al. 2010; Singh 2011; Singh et al. 2014). Children are

particularly susceptible to arsenic-induced health problems such as reduction in

IQ levels, among other ailments (Nahar et al. 2014; Wasserman et al. 2014). The

impacts of arsenic hazards on human health are exacerbated by poor socioeconomic

conditions, which make impoverished people especially vulnerable to elevated

arsenic level in drinking water (Curry et al. 2000; Singh and Vedwan 2015).

Alleviating arsenic contamination presents a major challenge to researchers,

communities, and policy makers. India continues to follow the World Health

Organization’s (WHO) old standard, set in 1963, of 50 μg/L of arsenic as the

maximum concentration for “safe” drinking water (Yamamura 2001; Singh and

Vedwan 2015), even though the Bureau of Indian Standards (BIS) later set a lower

acceptable limit of 10 μg/L (BIS 2012). Approximately three decades ago, millions

of hand pumps were installed in Bangladesh and India to extract groundwater for

domestic use (Opar et al. 2007). At that time, groundwater was viewed as a safer

alternative to unhygienic surface water sources and considered a means to protect

millions of people from a variety of water-borne diseases (Opar et al. 2007; Singh

and Vedwan 2015). However, in the Middle-Ganga Plain (MGP), approximately

87% of the tested groundwater sources were found to be contaminated with arsenite

(Mukherjee et al. 2012). Previous studies have addressed health impacts related to

consumption of arsenic-contaminated groundwater and food (Chakraborti

et al. 2003; Singh 2011; Singh and Ghosh 2011, 2012; Singh et al. 2014). However,

the total exposed population to groundwater arsenic and the consequences of

exposure are still unknown in the Bihar State in the MGP.
Groundwater and surface water arsenic contamination have been linked to both

natural geochemical processes (geogenic) and anthropogenic activities. The latter

includes mining and application of arsenic-bearing fertilizers and pesticides

(Mukherjee et al. 2006; Ravenscroft et al. 2009). Natural geogenic arsenic is
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common in India, Bangladesh, Nepal, and Pakistan (Smedley and Kinniburgh 2002;

Singh and Vedwan 2015). Recent studies suggest that microbially-driven or

chemically-driven reductive dissolution of arsenic-bearing Fe oxyhydroxides in

organic-rich sediment is the main source of arsenic in shallow aquifers (Nickson

et al. 1998, 2000; Dowling et al. 2002; Mahanta et al. 2015; Stuckey et al. 2015).

The use of physiographic, hydrogeologic and soil properties have been explored

as predictors of heavy metal contamination in shallow aquifers using probability

models (Twarakavi and Kaluarachchi 2005; Winkel et al. 2008; Yang et al. 2014).

The heterogeneous natures of these properties, both at the surface and at depth,

make aquifer-specific investigations vital to understanding arsenic mobility at the

local scale. Winkel et al. (2008) found a positive correlation between organic-rich

Holocene fluvial and deltaic sediments and groundwater arsenic levels above 10 μg/
L. Similarly, Yang et al. (2014), found that deltaic, organic rich sediments were the

strongest predictors of elevated arsenic. In both the studies the data sets were

restricted to areas of flat topography, and neither the well depth nor the surface

elevation was included in the model.

Additional parameters need to be incorporated into the next generation of

predictive models. These include flow direction, flow accumulation, and distance

to drainage point. These parameters are derived from Digital Elevation Models

(DEM). “Flow direction” gives the cardinal direction of the surface water flow.

“Flow accumulation” is a dimensionless parameter that represents the cumulative

flow into each cell from all upstream cells in the DEM. “Drainage points” are cells

with the highest flow accumulation. These parameters and methods utilize Geo-

graphic Information Science (GIS) and remote sensing (RS) techniques, which are

well suited to identifying spatial and temporal patterns. These new parameters can

be used to investigate whether arsenic transport is a contributing factor to elevated

arsenic concentrations in groundwater.

Moreover, easily interpretable presentation of results for decision-makers in the

form of statistical models or GIS maps is lacking in Bihar (Singh and Vedwan

2015). A recent study presented a composite vulnerability index and GIS-based

vulnerability map for the arsenic contaminated areas and the communities living in

those areas (Singh and Vedwan 2015). This map, combined with predictive models,

would be helpful for decision-makers to prioritize areas for arsenic-mitigation

programs and predict the probability of success of an arsenic-mitigation policy in

a given area.

The objectives of this study are to: (a) evaluate the arsenic contamination levels

in drinking water sources in three (two previously unstudied) villages in the Bihar;

(b) assess the population size at risk due to exposure to arsenic contamination; and

(c) assess the hydrogeologic and topographic relationships with arsenic concentra-

tions in groundwater.
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2 Study Area

The Bihar State is located in the MGP of India (Fig. 10.1). Approximately 12 mil-

lion inhabitants have been reported as at-risk in the state (Singh et al. 2014; Singh

2015a, b; Singh and Vedwan 2015). Groundwater arsenic contamination in Bihar

was first detected a decade ago in the Bhojpur district (Chakraborti et al. 2003). As

of 2014, groundwater arsenic contamination has been documented in 22 of 38 dis-

tricts (Singh et al. 2014). The remaining 16 districts have either not been investi-

gated or results not yet reported in mainstream scientific literature.

Multiple research groups and agencies have investigated the origin and distri-

bution pattern of arsenic in the MGP (Ghosh et al. 2009; Saha et al. 2011;

Mukherjee et al. 2012; Saha and Shukla 2013). There exists a wide spatial distri-

bution of groundwater arsenic levels in the region. The levels frequently exceed

1000 μg/L (100 times higher than the WHO standard) in several districts located

within 10 km of the River Ganges including Buxar, Bhojpur, Patna, Samastipur,

and Bhagalpur (Ghosh et al. 2009; Saha 2009; Saha et al. 2009; Singh and Vedwan

2015).

This study investigated three villages covering 70 acres; Suarmarwa (30 acres),

Rampur Diara (25 acres), and Bhawani Tola (15 acres) in the Maner block of Patna

Fig. 10.1 Arsenic contaminated community blocks of Bihar and neighboring regions (Singh

2015a)
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district of Bihar State (Fig. 10.2). The block is one of the worst arsenic affected

blocks in the state (SOES 2004; Singh 2011; Singh and Ghosh 2012). The ground-

water based drinking sources in most of the villages of this block, which are within

10 km of the River Ganges, have elevated levels of arsenic (SOES 2004; Ghosh

et al. 2009; Singh 2011; Singh and Ghosh 2012).

3 Materials and Methods

3.1 Arsenic Testing

To sample over a large area and investigate the maximum number of drinking

sources possible, we used reliable and pre-tested field test-kits (FTK) for arsenic

analysis. FTKs have been widely used for initial screening of arsenic contamination

in drinking water (Nickson et al. 2007; Ghosh et al. 2009; George et al. 2014; van

Geen et al. 2014). We used an arsenic FTK developed by the National Chemical

Fig. 10.2 The study area showing the three villages in Maner block of Patna district, Bihar.

Bhawani Tola is bordered by the River Ganges to the north. Rampur Diara and Suarmarwa are

situated on the bank of the River Sone. Haldi Chhapra is a highly arsenic contaminated village

located immediately north of the study area. Neither Suarmarwa or Bhawani Tola has been

investigated for arsenic contamination
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Laboratory (NCL), Pune, India, which is a constituent laboratory of the Council of

Scientific and Industrial Research (CSIR), Government of India. The NCL-FTK

protocols for field-based arsenic measurements have been approved by the Gov-

ernment of Bihar, the Government of Uttar Pradesh, and the United Nations

Children’s Fund (UNICEF) (Nickson et al. 2007; Ghosh et al. 2009). The

NCL-FTK detects arsenic levels between 10 and 110 μg/L, with an approximate

15 min reaction period and a cost of $0.83 per sample (based on 2013 USD rate)

(NCL 2002). Arsenic concentrations exceeding 110 μg/L must be analyzed by

Atomic Absorption Spectrophotometry (AAS) or Inductively Coupled Plasma

Mass Spectrometry (ICP-MS). We selected 22 samples at random for AAS analysis

in order to assess the range of arsenic concentrations in the study area (Tables 10.1

and 10.2). Samples were handled according to the protocols of Nickson et al. 2007.

AAS analyses were conducted by the Sriram Institute for Industrial Research

(An ISO-9001:2008 certified Institute in Delhi, India).

The FTK uses a cotton plug saturated with lead (Pb)-acetate to filter impurities.

The color of the plug was monitored after every analysis. High arsenic levels

(>50 μg/L) caused the plug to turn black, in which case the plug was immediately

replaced. A fresh plug was used after every ten analyses, and an arsenic standard of

50 μg/L was measured after every 20 analyses.

The accuracy of the NCL-FTK was previously reported at 67%, i.e., an R2 of

0.67 was determined for a set of ten samples analyzed using both the NCL-FTK and

AAS (Ghosh et al. 2009). In this study, we obtained an R2 value of 0.82 for a set of

ten samples analyzed by NCL-FTK and AAS (Tables 10.1 and 10.2; Fig. 10.3).

Although some samples are off the trend line, the NCL-FTK can be utilized to

identify low contamination (arsenic levels <10 μg/L), moderately contaminated

water (10–50 μg/L), and highly contaminated (>50 μg/L) water.
A total of 157 water samples (Suarmarwa¼ 57, Rampur Diara¼ 50, Bhawani

Tola¼ 50) were collected from hand pumps and tested immediately using the NCL-

FTK. One hundred and fifty-four samples were taken from shallow aquifers (<50 m)

and three from deep tube wells (>50 m). We also tested open wells/dug wells

(Fig. 10.4), which were abandoned by the communities. Though open well results

Table 10.1 Comparison of

NCL-FTK and AAS arsenic

concentrations

Sample NCL-FTK (μg/L) AAS (μg/L)
1 BDL (<10 μg/L) BDL (<5 μg/L)
2 60 70

3 50 70

4 40 40

5 50 60

6 BDL (<10 μg/L) BDL (<5 μg/L)
7 40 40

8 50 50

9 70 80

10 40 10

BDL below detection limit; for FTK: <10 μg/L and for AAS

<5 μg/L
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are not presented here, they exhibited arsenic levels well within the WHO limit

(BDL). Open wells have been reported as arsenic-free sources of drinking water and

could be a cost-effective arsenic-mitigation option (Saha 2009; Singh 2015a, b).

Table 10.2 Arsenic

concentration in groundwater

samples from Atomic

Absorption

Spectrophotometry

Sample no. Village name [Arsenic] μg/L
1 Rampur Diara 5<

2 Rampur Diara 70

3 Rampur Diara 80

4 Rampur Diara 80

5 Rampur Diara 70

6 Rampur Diara 40

7 Rampur Diara 70

8 Rampur Diara 20

9 Rampur Diara 60

10 Rampur Diara <5

11 Rampur Diara 300

12 Rampur Diara 40

13 Rampur Diara 40

14 Rampur Diara <5

15 Rampur Diara 5<

16 Bhawani Tola 80

17 Rampur Diara 40

18 Rampur Diara 40

19 Rampur Diara 50

20 Bhawani Tola 250

21 Rampur Diara 10

22 Rampur Diara 30

Min <5

Max 300

Mean 62

Std. dev. 75

y = 1.0769x
R² = 0.8145
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Fig. 10.3 Comparison of NCL-FTK and AAS arsenic concentrations in water samples. Values

that were below detection were plotted as 0 μg/L
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3.2 Population At-Risk and Population Exposed to Arsenic

We define an “at risk” population as one whose members consume arsenic con-

taminated drinking water. The “population exposed” describes individuals who

have access to drinking water sources with arsenic levels exceeding safe levels.

This can be calculated with either the WHO (10 μg/L) or the BIS (50 μg/L) standard
(Nickson et al. 2007). At-risk population size is calculated as:

Population at risk ¼Total population coveredAs

� % of sources contaminated with arsenic

where total population coveredAs is the total population that uses the tested water

sources (Singh 2015a). Total population covered is calculated as the number of

households surveyed multiplied by 6, which is the average household size in the

three villages (Singh 2015a). Population exposed was calculated as follows:

Population exposed ¼ Total population of the village
� % of sources contaminated with arsenic

3.3 GIS Mapping and Data Analysis

Arc Geographic Information System (ArcGIS) Desktop version 10.2 (ESRI 2012)

was used to create all the maps. Block level shape files were obtained from the

Central GroundWater Board, Mid-Eastern Region, Patna, Bihar, India. River shape

files for the Bihar State were downloaded from the diva-GIS web-portal (http://

www.diva-gis.org/datadown). A hardcopy of the village map of the Maner block

was obtained from the Bihar Census Bureau, India. The village map was

Fig. 10.4 An open

dug-well in Rampur Diara

potentially targeted for

renovation (Photograph by

Sunil Kumar Singh 2014)
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georeferenced to generate village layers. A RICOH GPS Enabled Camera was used

to take photographs of water sources and enter their geographical coordinates into

shape files using the GPS Photo-Link program. Only 88 of 157 water sources were

processed in this manner due to weak satellite signals or failure of the GPS Photo-

Link program to process the coordinates. Other information such as arsenic con-

centration and elevation of the water source was entered into the attribute table.

Advanced Space borne Thermal Emission and Reflection Radiometer (ASTER)

Global Digital Elevation Model (GDEM) Version 2 (2011), a product of the Min-

istry of Economy, Trade, and Industry (METI) of Japan and the U.S. National

Aeronautics and Space Administration (NASA), was used for hydrological and

topographic analysis (http://earthexplorer.usgs.gov/). The surface elevation, slope,

flow direction, and flow accumulation were extracted at the coordinates of each

water source using the Spatial Analyst tool. ASTER GDEM and Arc Hydro Tools

10.2 were used to analyze elevation, slope, flow direction, flow accumulation,

stream network geometry, drainage catchment area, and drainage points. All possi-

ble sinks in the GDEM were filled by applying the fill-sink option available within

theArcHydro Tool. The flow direction tool was applied to determine the direction of

steepest downward slope, where each of the eight possible flow directions out from

the center of a 3 � 3 grid of cells is represented by an integer that increases in a

clockwise manner in increments of 16 from 1 (East) to 128 (Northeast). The flow

accumulation tool was used to determine the cumulative flow into each cell from all

upstream cells. Drainage points were defined as the cells of highest flow accumula-

tion. The probable effect of the any nearby drainage (such as the Ganges and the

Sone) on the contamination level in the tested sources was analyzed. In addition,

distance between tested water sources and drainage points, and the distance between

arsenic contaminated and arsenic-free drinking water sources were calculated.

3.4 Statistical Analysis

The water quality analysis data and the DEM-derived spatial data were transferred

into SPSS for statistical analysis (IBM 2012). A crosstabs analysis was performed

between arsenic concentration and the villages surveyed to assess the indepen-

dence. Bivariate analysis was performed to examine associations between water

quality and hydrological and topographical data.

4 Results

4.1 Groundwater Arsenic Contamination in the Surveyed
Villages

The AAS analysis results of 22 groundwater samples are given in Table 10.2.

Rampur Diara had a maximum arsenic concentration of 300 μg/L. This is substan-
tially higher than the maximum of 103 μg/L observed in a previous study in this
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village (Singh 2011; Singh and Ghosh 2012). The next highest level of 250 μg/L
was measured in Bhawani Tola (Table 10.2).

Of the 157 groundwater sources tested by the NCL-FTK, 39 of 57 sources in

Suarmarwa (68%), 31 of 50 sources in Rampur Diara (62%), and 18 of 50 sources

in Bhawani Tola (36%) were below the detection limit (BDL) of 10 μg/L
(Table 10.3). Two sources (4%) in Rampur Diara and two sources in Bhawani

Tola (4%) had arsenic concentrations near the WHO standard of 10 μg/L. Thirteen
samples (22.8%) in Suarmarwa, 11 (22%) in Rampur Diara, and 10 (20%) in

Bhawani Tola, had arsenic levels between the WHO standard of 10 μg/L and the

BIS standard of 50 μg/L (Table 10.3). In Bhawani Tola, 20 samples (40%) have

arsenic concentrations exceeding 50 μg/L (Table 10.3). The average arsenic con-

centration was 14 μg/L in Suarmarwa, 17 μg/L in Rampur Diara, and 38 μg/L in

Bhawani Tola. The arsenic levels in all the three villages were significantly

different from each other (p¼ 0.001) (Table 10.3).

The depths of the drinking water sources were similar (p¼ 0.322) in the three

villages (Table 10.3, Fig. 10.5). Only 5% of the water sources in Suarmarwa and

6% each in Rampur Diara and Bhawani Tola drew from depths shallower than 20 m

below the ground surface (Table 10.3). The majority of the water samples

(Suarmarwa¼ 95%, Rampur Diara¼ 90%, and Bhawani Tola¼ 94%) were

drawn from depths between 20 and 50 m below ground surface (Table 10.3).

Only two drinking water wells in Rampur Diara drew water from depths below

50 m below ground surface. Both the sources (one boring and one hand pump) were

arsenic-free. The crosstabs analysis between the three arsenic contamination groups

(Table 10.4) and the three depth groups indicates that of 90% of the water sources

(79 of 88) in the BDL group were located between 20 and 50 m.

Four water sources with 10 μg/L of arsenic were observed (Table 10.3). Two of

these came from 0 to 20 m depth and two from 20 to 50 m depth. One hundred

percent (100%) of the sources (n¼ 34) with arsenic levels between 11 and 50 μg/L
were collected from wells in the depth range of 20–50 m below ground. Approx-

imately 97% (n¼ 30) of the sources with arsenic levels>51 μg/L were collected in

the same depth range of 20–50 m below ground surface. Only one sample with an

Table 10.3 Distribution of arsenic concentration and well depths (p¼ significance level)

Village Arsenic (p¼ 0.001) Depth (p¼ 0.322)

BDL 10 μg/L 11–50 μg/L >51 μg/L 0–20 m 20–50 m >50 m

Suarmarwa 39

(68%)

0 (0%) 13 (23%) 5 (9%) 3 (5%) 54

(95%)

0 (0%)

Rampur

Diara

31

(62%)

2 (4%) 11 (22%) 6 (12%) 3 (6%) 45

(90%)

2 (4%)

Bhawani

Tola

18

(36%)

2 (4%) 10 (20%) 20 (40%) 3 (6%) 47

(94%)

0 (0%)

N 88 4 34 31 9 146 2

BDL below detection limit
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arsenic level of 85 μg/L came from a shallow well in the depth range of 0–20 m

below ground. Based on the Chi-square test, the distribution of arsenic was signif-

icantly different at different depths (p¼ 0.007), which showed a wide spatial

distribution.

4.2 Populations At-Risk and Exposed

Approximately 10% (n¼ 204) of individuals were found to be at-risk due to

exposure to >10 μg/L of arsenic in drinking water. The highest population at-risk

is in Suarmarwa 12% (n¼ 78), followed by Rampur Diara (9%, n¼ 66), and

Bhawani Tola (8%, n¼ 60) (Table 10.5). The total population at-risk due to the

exposure to>50 μg/L of arsenic in drinking water is 9% (n¼ 186), with the highest

population at-risk in Bhawani Tola 17% (n¼ 120), followed by Rampur Diara
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Fig. 10.5 Arsenic concentrations vs. depths of hand pumps

Table 10.4 Arsenic concentrations by depth of hand pumps

Depths of hand pumps

(m) (p¼ 0.007)

0–20 (%) 20–50 (%) >50 (%)

Arsenic concentration (μg/L) BDL (n ¼ 88 of 157) 8 90 2

10 (n ¼ 4 of 157) 50 50 0

11 to 50 (n ¼ 34 of 157 0 100 0

>51 (n ¼ 31 of 157) 3 97 0

BDL below detection limit
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(5%, n¼ 36), and Suarmarwa (4%, n¼ 30) (Table 10.5). Population at risk and

exposed population at >10 and >50 μg/L are completely separate populations.

A total of 22% (n¼ 2427) and 18% (n¼ 2026) of the inhabitants were found to

be exposed to >10 μg/L and >50 μg/L of arsenic in drinking water, respectively

(Table 10.5). The highest exposed population was in Suarmarwa at >10 μg/L
(WHO standard) and in Bhawani Tola at >50 μg/L (BIS standard) (Table 10.5).

5 Discussion

5.1 Spatial and Temporal Patterns of Arsenic Contamination

We compared our arsenic concentration data with previously reported results from

Maner block (Table 10.6). High concentrations of arsenic have previously been

observed in Rampur Diara (Singh 2011; Singh and Ghosh 2012). However, this is

the first time that we have observed arsenic concentrations above the WHO and the

BIS standards in Suarmarwa and Bhawani Tola.

All of the arsenic contaminated sources draw water from the depth range of

20–50 m below the ground surface, with the exception of one 10 μg/L sample in

Bhawani Tola. The findings are consistent with previous studies. It suggests that

shallow aquifers are contaminated to a depth of 50 m, the maximum depth of the

hand pump sources tested in this study (Saha 2009; Saha et al. 2009). We found a

positive correlation between the hand pump depths (up to 50 m) and arsenic

concentration (R2¼ 0.217, p¼ 0.007). In previous studies, no significant correla-

tion between arsenic concentration and hand pump depths was reported, possibly

due to limited sample size and smaller geographical area of study (Singh and

Vedwan 2015). However, defining a clear relationship between arsenic contamina-

tion and depth requires a large number of samples at each depth horizon.

The age of the majority of the hand pumps tested was between 4 and 13 years.

Twenty one percent (21%) of the arsenic-free water sources were installed between

1950 and 2000. A slight majority (51%) of the arsenic-free hand pumps were

installed between 2001 and 2010, followed by 28% installed in 2011 or later. A

majority (59%) of water sources with arsenic levels between 11 μg/L and 50 μg/L
were installed between 2001 and 2010, followed by 35% in 2011 or later, and only

6% before the year 2000. Likewise, a majority (57%) of drinking water sources

with arsenic levels greater than 50 μg/L was installed between 2001 and 2010,

Table 10.5 Populations at-risk and exposed to drinking arsenic contaminated water

Village TPC TP PR >10 μg/L PR >50 μg/L PE >10 μg/L PE >50 μg/L
Suarmarwa 667 4696 78 30 1071 413

Rampur Diara 769 3437 66 36 756 412

Bhawani Tola 712 3000 60 120 600 1200

Total 2148 11,133 204 186 2427 2026

TPC Total population covered, TP Total population, PR Population at risk, PE Population exposed
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followed by 37% sources in 2011 or later, and 6% before the year 2000. We did not

find any significant correlation between the arsenic contamination groups and the

age groups (year of installation) of the hand pumps (p¼ 0.254).

A distance analysis was performed between arsenic contaminated drinking water

sources (>10 μg/L) and arsenic safe drinking water sources (�10 μg/L). The
purpose was to investigate the distance that villagers would be required to travel

to obtain arsenic-free water. The mean distance between the contaminated and safe

sources is approximately 50 m in Suarmarwa and Rampur Diara (Table 10.7). The

mean distance for Bhawani Tola is 203 m (Table 10.7). However, there may be

other sources in between, which were not tested in this study.

5.2 Hydrogeological and Topographic Assessment

The three villages are located at elevations between 46 and 64 m above mean sea

level (mamsl) (Fig. 10.6). The tested water sources have surface elevations between

52 and 62 mamsl. The slope (mean¼ 2.76�) of the ground surface is towards the

north and east (Table 10.8). Suarmarwa (50–64 mamsl) and Rampur Diara (49–64

mamsl) have similar elevation profiles, with a mean elevation of approximately

56 mamsl and a standard deviation of 3 m. There is no relationship between

elevation and arsenic concentration in Suarmarwa and Rampur Diara. Bhawani

Table 10.7 Distance between arsenic contaminated and arsenic safea sources

Suarmarwa Rampur Diara Bhawani Tola

Mean (m) 49.7 50.3 203.1

Std. deviation (m) 30.9 28.9 75.9

Minimum (m) 9.0 20.0 24.0

Maximum (m) 98.0 112.0 303.0
aSafe represents sources with arsenic concentration of 10 μg/L or below the detection limit (BDL)

Table 10.6 Arsenic concentrations reported in villages of Maner Block of Patna District

Village # samples analyzed 10–50 μg/L >51 μg/L (%) References

Puranka Tola 54 2% 98 (SOES 2004)

Nayka Tola 41 0 100 (SOES 2004)

Badal Tola 74 9% 91 (SOES 2004)

DihalRike Tola 16 0 100 (SOES 2004)

Haldichhapra 10 0 100 (Singh and Ghosh 2012)

Rampur Diara 10 40% 60 (Singh and Ghosh 2012)

Suarmarwa 57 23% 9 This study

Rampur Diara 50 26% 12 This study

Bhawani Tola 50 24% 40 This study
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Tola is located at elevations of 46–64 mamsl with a mean value of 54.2 mamsl and a

standard deviation of 3.9 m. In Bhawani Tola, higher arsenic concentrations were

found at higher elevations.

The average distance between the tested sources and the River Sone was 1172 m,

with a maximum distance of 1854 m (Table 10.8). The distance between the tested

sources and the River Sone was less than half of the distance to the River Ganges

(5209 m; Table 10.8). The average distance between the tested sources and the

nearest drainage point was 636 m and average samples fall on the geographical

coordinates between 25.65864� N and 84.84340� E (Table 10.8).

We observe no correlation between arsenic concentrations and elevation of the

hand pumps, topographic slope, or flow accumulation (Fig. 10.7a, d). This may be

due to the relatively constant topography in our study area, with only 20 m of

vertical change over approximately 20 km. We note that Twarakavi and

Kalauarachchi, 2005, found elevation, along with land use and soil hydrologic

group, to be a statistically significant variable for arsenic prediction in the Sumas-

Blaine Aquifer in Washington State. Elevation may play a more significant role in

areas with a greater elevation range and steeper slopes, which influences soil

texture.

Fig. 10.6 Digital Elevation Model (DEM) of Maner Block of Patna District, Bihar, India. Data

from ASTER Global Digital Elevation Model (GDEM) Version 2 (2011)
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Table 10.8 Descriptive statistics of hydrogeological and topographic attributes of tested drinking

water sources

Minimum Maximum Mean

Std.

deviation

Statistic Statistic Statistic

Std.

error Statistic

Surface elevation (m) extracted

from DEM

52 62 55.07 0.29 2.62

Slope (degrees) 0.00 7.95 2.76 0.22 1.94

Flow direction 1 128 37.99 4.93 44.41

Flow accumulation 0 6971 290.79 147.33 1325.96

Distance to the River Sone (m) 530.3 1854.8 1171.63 42.05 378.45

Distance to the River Ganges (m) 3955.4 6980.8 5209.33 114.07 1026.62

Distance to the drainage point (m) 67.4 981.8 636.48 26.89 242.10

Fig. 10.7 Arsenic concentrations vs. (a) elevations of the tested hand pumps (b) surface eleva-

tions extracted from DEM (c) slope, and (d) flow accumulation, with regression line and 95%

confidence lines
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A moderate positive correlation (r¼ 0.240, p¼ 0.031) was observed between

arsenic concentration and flow direction (Table 10.9, Fig. 10.8a–c), i.e., arsenic

concentration tends to increase in the direction of surface water flow.

Near Analysis results shows a weak but significant negative correlation

(R2¼ 0.090, p¼ 0.006) between the arsenic concentration and the distance to the

River Ganges (Fig. 10.9 and 10.10), i.e., arsenic concentrations are highest closer

to the Ganges. This supports the hypothesis that the River Ganges and/or its levees

and alluvium are sources of arsenic to groundwater.

A moderate positive correlation (R2¼ 0.176, p< 0.001) was observed between

arsenic concentration and the distance to the River Sone (Fig. 10.9b), i.e., arsenic

concentrations are lowest close to the River Sone, and increase with distance away

from the River Sone. Explaining this observation requires geologic and hydro-

geochemical study of River Sone water and alluvium.

A negative correlation (r¼�0.456, p< 0.001) was observed between arsenic

concentration and distance to the drainage points, i.e., high concentrations of

arsenic occur close to the drainage points in the study area (Fig. 10.10, Table 10.9).

This suggests that arsenic is concentrated along drainage lines and at drainage

points (Fig. 10.11), and these are potential transport paths of arsenic to drinking

water sources in their vicinity.

This finding also suggests that areas far from the drainage points are potential

arsenic free sources of drinking water.

Two drainage points associated with high concentrations of arsenic are located

adjacent to the River Ganges, and situated at the confluence of multiple drainage

line networks that pass through the three villages and through the River Sone

(Fig. 10.11). This suggests that arsenic carried by the River Sone, from alluvium

and/or surface run-off, is transported towards the River Ganges. This would amplify

the Ganges floodwaters as a source of arsenic contamination in the surrounding

floodplain.

Arsenic concentrations are weakly but positively associated with the latitude

(r¼ 0.264, p¼ 0.017) (Fig. 10.12a, Table 10.9) and moderately positively associ-

ated with the longitude (r¼ 0.449, p< 0.001) (Fig. 10.12b, Table 10.9). This is

consistent with the flow direction results (Fig. 10.8a–c), suggesting that groundwa-

ter flows towards the northeast, from 25.64 N to 25.67 N (South to North) and 84.84

E to 84.85 E (West to East). In addition, high arsenic concentrations are prevalent in

the villages situated in the North and Northeast of the study area, such as Haldi

Chhapra (Fig. 10.2). There are more than 40 villages and habitations in Maner block

that are located further to the North and East of our study area. If the observations

reported here extend over a larger spatial scale, these villages to the northeast are

predicted to have elevated levels of arsenic in their drinking water, and their water

sources should be tested.
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Fig. 10.8 Arsenic

concentration (red and

green symbols)

superimposed on the flow

direction map in (a)
Suarmarwa, (b) Rampur

Diara, and (c) Bhawani
Tola. Each grid cell is color

coded to indicate the flow

direction in that cell
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Fig. 10.9 Arsenic concentrations vs. distance to the (a) River Ganges and (b) River Sone with

95% confidence lines
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Fig. 10.11 Distribution of arsenic along drainage point and drainage line networks. Note: The
orange circle at the north of the study area encloses two drainage points associated with high

arsenic levels, and which sit at the confluence of drainage lines passing through all three villages

and through the River Sone
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6 Conclusions

TheNCL-FTKwas found to be a rapid and reliablemethod to identify low (<10μg/L),
moderate (10–50 μg/L), and high (>50 μg/L) levels of arsenic contamination in

drinking water. Our results document arsenic contamination in aquifers that supply

drinking water to Suarmarwa and Bhawani Tola, two previously unstudied villages.

Arsenic levels of 250–300 μg/L were observed in Bhawani Tola and Rampur Diara.

We observed correlations between arsenic levels and depth of hand pumps, land

surface elevation, surface water flow direction, distance to the River Ganges, and

distance to drainage points.While theRiverGanges has previously been identified as a

source of arsenic, our results suggest that theRiver Sone and/or its alluvial deposits are

also potential sources of arsenic. The highest population at-risk due to drinking arsenic

contained water found in Bhawani Tola, followed by Rampur Diara and Suarmarwa.

Low cost arsenic mitigation strategies are likely to be the most attractive and feasible

options for these rural villages.

7 Initiatives Taken

Two open dug-wells in Rampur Diara (Fig. 10.3) were identified for further

renovation and installation of hand pumps. Homeowners living adjacent to water

wells were approached and verbal consent obtained for operation and maintenance

of the wells after renovation. Homeowners were willing to renovate the existing

open wells to access arsenic-free water, and agreed to share the water with their

community. The lack of funds to renovate wells is an obstacle, but can be

surmounted with community contributions along with external funding and logis-

tical and technical support from agencies such as UNICEF, WHO, the “Group for

the Protection, Study, and Monitoring of the Environment (GPSME),” a US-based

non-profit organization, and the Indian Institute of Sustainable Development

(IISD), of New Delhi, India.
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Chapter 11

Groundwater and Surface Water
Interactions in Relation to Natural
and Anthropogenic Environmental Changes

Mohammad Safeeq and Ali Fares

Abstract Groundwater and surface water interaction is an essential component of

the hydrological cycle. The hydraulic connectivity and exchange of water between

surface water (e.g. rivers, lakes, wetlands) and underlying aquifers provide many

ecosystem services that sustain human and ecological well-being. Climate change,

increased population, and industrial growth have resulted in substantial environ-

mental (e.g. land use and land cover, climate, groundwater) changes across the

globe. As a result, decline in groundwater levels, drying of streams, shrinking lakes,

wetlands, and estuaries have been observed across the world. This generates

concerns about the effects of such environmental changes on groundwater and

surface water interactions, and on the quality and quantity of water resources.

This chapter presents an overview of groundwater and surface water interactions,

pressing environmental change issues centered on natural and anthropogenic envi-

ronmental changes, and available management tools that quantify the integrated

groundwater and surface water flow processes. This chapter also briefly discusses

exciting research opportunities enabled by satellite remote sensing. We close in

with a discussion of future management challenges and strategies for sustainable

use of groundwater and surface water resources. One outcome of this chapter is to

provide resource managers, researchers, consultant groups, and government agen-

cies basic understanding of the types, mechanism, and effects of natural and

anthropogenic landuse changes on groundwater and surface water interactions,

and available management tools for studying groundwater and surface water

interactions.

M. Safeeq (*)

Sierra Nevada Research Institute, University of California at Merced, Merced, CA 95343, USA

USDA Forest Service, PSW Research Station, Fresno, CA 93710, USA

e-mail: msafeeq@ucmerced.edu

A. Fares

College of Agriculture and Human Sciences Prairie View, A&M University,

Prairie View, TX, USA

© Springer International Publishing Switzerland 2016

A. Fares (ed.), Emerging Issues in Groundwater Resources, Advances in Water

Security, DOI 10.1007/978-3-319-32008-3_11

289

mailto:msafeeq@ucmerced.edu


1 Introduction

Groundwater is an important natural resource that accounts for about 30% of the

total freshwater (Table 11.1). The extent and magnitude of groundwater occurrence

largely depends on prevailing climate, land use and land cover, soil, as well as the

underlying geology (Fig. 11.1). The excess precipitation (i.e. precipitation minus

evapotranspiration) as well as natural recharge from surface water bodies

(e.g. rivers and lakes) and artificial recharge during irrigation replenishes the

underlying aquifers. The water stored in the groundwater is continuously moving

and exchanging naturally with other surface water bodies (e.g. rivers, lakes, and

wetlands). In a natural environment, total groundwater recharge is balanced by the

release from the aquifers by evapotranspiration and exfiltration to rivers, springs,

lakes, and marshes. However, like other components of hydrological cycle, the

movement and exchange of groundwater can be altered and often accelerated by

climate change and other anthropogenic means, such as groundwater pumping,

changing land use and land cover, and artificial recharge.

Groundwater is a critical source of fresh water that sustains life and ecosystems

(Stromberg et al. 1996; Kløve et al. 2011a; Gleeson et al. 2012). In many environ-

ments, natural discharge and pumping from groundwater sustains aquatic habitat,

wildlife, and agriculture during dry periods and prolonged droughts. About two

billion people worldwide depend on groundwater supplies, which include 273 trans-

boundary aquifer systems (Puri and Aureli 2009). However, this vital freshwater

resource is under stress from rapidly growing water demands and diminishing

supply of clean water (Kummu et al. 2010; Wada et al. 2010, 2011a, b; Gleeson

and Wada 2013). This stress will intensify with rapidly increasing global human

population and altered hydrologic cycle as a result of global climate change

(V€or€osmarty et al. 2000; Oki and Kanae 2006; Haddeland et al. 2014).

Overexploitation of groundwater resources may lead to various issues, such as

reduced river flow and baseflow, drying of fresh water bodies (i.e. lakes and

wetlands) and wells, saltwater intrusion, sea level rise, and land subsidence. Most

importantly, this natural water reservoir will become increasingly unavailable

during periods of low or no rainfall when we need it the most.

The issues surrounding groundwater have long been recognized but most of the

studies are limited in scope and location (Taylor et al. 2013). This was in part due to

a lack of reconcilable global data regarding hydrogeology and aquifer conditions. In

2008, the Intergovernmental Panel on Climate Change (IPCC) report emphasized

the need to improve our understanding of groundwater under climate change (Bates

et al. 2008). Since then, there has been a growing interest in the scientific commu-

nity in investigating the issues related to sustainable groundwater management and

related ecosystem services (Dragoni and Sukhija 2008; Aeschbach-Hertig and

Gleeson 2012; Shi et al. 2012; Kløve et al. 2011b; Foster and MacDonald 2014;

Khan et al. 2014; Gorelick and Zheng 2015). Over the past decade, advanced global

earth system modeling, data assimilation, and satellite remote sensing techniques

have considerably enhanced our understanding of groundwater resources and the
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interactions between groundwater and surface water under climate and other

environmental changes and human activities. In other words, our scientific knowl-

edge of how groundwater responds to climate and other environmental changes is

Table 11.1 Estimate of global water distribution (source: Shiklomanov 1993)

Water source

Water volume (103

km3)

Percent of

freshwater

Percent of total

water

Oceans, seas, and bays 1,338,000 – 96.5

Ice caps, glaciers, and perma-

nent snow

24,064 68.7 1.74

Ground water 23,400 – 1.7

Fresh groundwater 10,530 30.1 –

Saline/brackish groundwater 12,870 – –

Soil moisture 16.5 0.05 0.001

Ground ice and permafrost 300 0.86 0.022

Lakes 176.4 – 0.013

Fresh 91.0 0.26 –

Saline 85.4 – –

Atmosphere 12.9 0.04 0.001

Swamp water 11.47 0.03 0.0008

Rivers 2.12 0.006 0.0002

Biological water 1.12 0.003 0.0001

Total water 1,385,984 – 100

Total freshwater 35,029 100 2.53

Fig. 11.1 Global aquifer systems (adopted from Taylor et al. 2012)
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expanding rapidly (Earman and Dettinger 2011; Green et al. 2011; Gleeson

et al. 2012; Holman et al. 2012; Wada et al. 2012; Fan et al. 2013; Taylor

et al. 2013; Voss et al. 2013; D€oll et al. 2014; Haddeland et al. 2014; Fan 2015).

As the stress on groundwater resources increases, there is a growing concern

related to its impact on interrelated ecosystem services (Kløve et al. 2011b; Kløve

et al. 2014; Costanza et al. 2014; Griebler and Avramov 2015). In particular, the

degree to which interactions between groundwater and surface water that supports

many ecosystem services is impacted by climate change (e.g. drought, flood,

wildfire etc.) and other anthropogenic (e.g. land use change, deforestation, ground-

water pumping etc.) activities (Tweed et al. 2009; Falke et al. 2011; Halford and

Plume 2011; King et al. 2014; Adams et al. 2014; Caschetto et al. 2014; Kløve

et al. 2014; Kurylyk et al. 2014; Wagner et al. 2014; Foster and Allen 2015; Tian

et al. 2015). In this chapter, we aim to provide an overview of interaction between

groundwater and surface water, potential role of natural and anthropogenic envi-

ronmental changes on the interaction between groundwater and surface water, and

discuss modeling and advancement in data acquisition techniques. Although there

is a range of other activities (e.g. building levees, reservoirs, diversions, canals,

hydropower, and dams) that may potentially affect the interaction between ground-

water and surface water, we emphasize here the changes in land use and land cover

and development of groundwater resources and aquifers, which are the most

vulnerable to climate change.

2 Groundwater and Surface Water Interactions

2.1 Principle Climatic and Physiographic Controls

Groundwater and surface water interact in nearly all landscapes, ranging from small

streams, lakes, and wetlands in headwater areas to major river valleys and seacoasts

(Winter 1999). In a natural environment, interaction of groundwater and surface

water largely depends on climate, topography, geology, and biotic factors such as

vegetation and other bio-turbation. Climate plays an essential role in determining

the magnitude of groundwater recharge and discharge. For example, in arid/semi-

arid climates, average annual precipitation is smaller than potential evapotranspi-

ration, and varies greatly between different seasons (Jolly et al. 2008). Additionally,

in mountainous arid areas with dry soils and sparse vegetation, infiltration is

impeded and runoff from precipitation can occur as overland flow (Winter

et al. 1998). Under these conditions, groundwater recharge from surface infiltration

is limited and seepage of water from rivers and exfiltration from groundwater into

rivers dominate the groundwater and surface water interactions. In contrast, under

humid/semi-humid climates, average annual precipitation exceeds average annual

potential evapotranspiration, and leads to a net surplus of water for groundwater

recharge, streamflow, and storage in other surface water bodies. In volumetric

terms, the contribution of groundwater discharge to surface water could be much
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higher in humid/semi-humid climates than that in arid/semi-arid climates. How-

ever, in relative terms, the groundwater contribution to surface water in humid/

semi-humid climates is typically less critical and lower than that in arid/semi-arid

climates.

Water flow mechanisms and pathways in a landscape are governed by the

topography. The mountainous landscapes are often referred to as the natural

“water towers” (Viviroli and Weingartner 2008) that feed streams and serve as

natural recharge areas to groundwater. The high gradient and coarse textured

streambed in mountainous landscapes increase the “hyporheic exchange” across

the landscape (Winter et al. 1998). The “hyporheic exchange” is defined as the

mixing of surface water and shallow groundwater through, beneath, and alongside a

riverbed (Tonina and Buffington 2009). In mountainous environments recharge is

often dominated by the snowmelt that moves quickly through the shallow subsur-

face due to steep hydraulic gradient. The steep valley side and flat-floored alluvial

valley often separate the groundwater recharge and discharge areas. As a result,

during the rainy and snowmelt seasons water tables in lower parts of the mountain-

ous landscapes rise quickly, and create fens and feed streams.

Underlying geology and rock type controls permeability (i.e. the ease with which

a fluid moves through a material), which in turn controls the water flow pathways

and discharge patterns to streams (Grant 2007; Tague and Grant 2009; Jefferson

et al. 2008). Permeability varies over 13 orders of magnitude across rock and

sediment types because of differences in pore size, geometry, and connectedness

(Freeze and Cherry 1979; Gleeson et al. 2011). Generally, landscapes with very

high permeability porous media produce groundwater fed streams (Fig. 11.2a) with

muted hydrographs and very high baseflow (Tague et al. 2007; Tague and Grant

2009; Jefferson et al. 2008). Groundwater and surface water interaction is promi-

nent in these types of landscapes. In contrast, streams in landscapes with low

permeability porous media can be described as flashy with low baseflow

(Fig. 11.2b). These flashy streams and other surface water bodies (e.g. fens, bogs

etc.) have very limited groundwater and surface water interaction and often go dry

during the dry season. In addition to the magnitude of groundwater contribution to

total discharge, geology dictates the stream water chemistry through the geochem-

ical interactions of groundwater with minerals in unconsolidated sediments, soils,

and fractured bedrock. Groundwater fed streams stay colder as compared to those

streams that are primarily generated from surface runoff (Tague et al. 2007) and

provide habitat for many cold water species (Eaton and Scheller 1996; Jackson

et al. 2001).

Land use and land cover also dictates the magnitude and direction of the

groundwater and surface water interaction by modulating the hydrologic cycle. In

fact, land use and land cover types not only affect the partitioning of groundwater

and surface water by altering the rate of infiltration and thus the balance between

runoff and recharge, but also the total amount, timing, and quality of water

available in the stream and other water bodies. For example, in the southwestern

US, groundwater recharge related to land use and land cover ranges from

<0.1 mm per year in natural rangeland to 130–640 mm per year in irrigated
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agriculture ecosystems (Scanlon et al. 2005). On a global scale, Scanlon

et al. (2007) showed higher groundwater recharge (two orders of magnitude) and

streamflow (one order of magnitude) through crops than through original native

forests, but of lower water quality due to mobilization of salts and salinization

caused by shallow water tables. Hardison et al. (2009) showed an inverse relation-

ship between catchment total impervious area and riparian groundwater level. They

also showed an increase in channel incision with increasing catchment total imper-

vious area and storm water runoff. Similarly, land use and land cover around

riparian zone affects the hyporheic exchange and stream ecosystem metabolism

(Hancock 2002). Land use and land cover also influence the magnitude of peak

discharge or floods by modifying how rainfall and snowmelt are stored on, and run

off, the land surface into streams (Konrad 2003). In fact, at smaller spatial scales,

the impact of land use on floods supersedes the impact of climate variability

(Bl€oschl et al. 2007).

2.2 Mechanisms and Dominant Types

Groundwater and surface water interactions occur by surface lateral flow through

the unsaturated zone and by infiltration in to, or exfiltration from, the saturated zone

(Sophocleous 2002). Following a recharge event either as rain or snowmelt, water

can take different pathways before it reaches to the groundwater and stream

channel. Water can move to streams quickly through infiltration-excess and

saturation-excess overland flow. Subsurface flow can also enter streams quickly

through interflow (near-surface flow of water within the soil profile) and return flow

(subsurface water that returns to overland flow). Water can also enter streams

slowly through baseflow from delayed subsurface flow and groundwater. As

highlighted by Sophocleous (2002), translatory flow or piston flow (Hewlett and

Hibbert 1967) and groundwater ridging (Sklash and Farvolden 1979) are a few

other mechanisms by which a stream can respond to a recharge signal rather

quickly. Translatory or piston flow is described as displacement of pre-event

water from the soil pore space due to the increasing pressure of infiltrating new

Fig. 11.2 An illustration of a (a) groundwater fed stream with muted hydrograph and high

baseflow, and (b) surface water fed stream with flashy hydrograph and lower baseflow
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water (Lischeid et al. 2002), whereas groundwater ridging describes the large and

rapid increases in hydraulic head in groundwater during storm periods

(Sophocleous 2002). Translatory flow occurs where infiltration capacities far

exceed the maximum rates of rainfall or snowmelt so that all water enters the soil

(Harr 1976). In contrast, groundwater ridging occurs on hill slopes where the depth

to groundwater table is closer to surface near the stream than it is further away from

the stream.

Identification of the dominant water flow processes leading to the groundwater

and surface water interactions is rather complex. Groundwater and surface water

interactions may be dominated by a single process or by a combination of processes

depending on the magnitude of recharge, the antecedent soil moisture conditions,

the soil hydraulic properties, and the subsurface geology and aquifer characteristics.

For example, sandy soil catchments show a higher proportion of baseflow than the

corresponding loamy soil catchments (Andersen et al. 2001). Tague and Grant

(2004) show a strong correspondence between the magnitude of baseflow and

underlying catchment geology. Similarly, catchments with presence of macropores

or fractures may be dominated by translatory and pipe flows (Harr 1976; Rossi

et al. 2012). In the same catchment, one dominant runoff process can be replaced by

another depending on the magnitude of recharge (Uchida et al. 2002).

Groundwater flow through the streambed into the stream (i.e. effluent or gaining

stream) and stream water infiltrating through the streambed into the groundwater

(i.e. influent or losing stream) are the two dominant types of groundwater and

surface water interactions (Kalbus et al. 2006). However, groundwater and surface

water interaction could also occur by flow-through and parallel-flow (Winter

et al. 1998; Woessner 1998, 2000). In gaining streams, the groundwater table is

higher than the water level in the stream (Fig. 11.3a). Conversely, in losing streams

the groundwater is continuously connected to stream water by a saturated zone

(Fig. 11.3b), and at other times groundwater and stream water are completely

disconnected by an unsaturated zone (Fig. 11.3c). However, in both cases, the

groundwater table is always lower than the water level in the stream (Gordon

et al. 1992). A stream can gain and loose water simultaneously by flow-through

when the groundwater table is higher than the water level in the stream on one bank

and is lower than the water level at the opposite bank (Woessner 2000). In streams

where the groundwater table and water level in the stream are equal, parallel-flow

can occur where the stream is neither losing nor gaining.

In many environments, these types of groundwater and surface water connec-

tivity can often occur in succession, and a stream may switch back and forth

between losing or gaining (e.g. Safeeq and Fares 2012) depending on the hydraulic

head, orientation of stream and groundwater flow field, and precipitation patterns.

Rapid rise in stream level due to heavy precipitation, snowmelt, and reservoir

release may create temporary bank storage (Fig. 11.3d). Similarly, temporary

(e.g. beaver dams and log jams) or permanent (e.g. hydroelectric and flood control

dams) water control structures could also elevate the stream water level and create

bank storage or even overbank flooding. Stream bank storage is often transient and

usually returns to the stream within few days or weeks. However, in the case of

overbank flooding, recharge water throughout the floodplain can take months and

11 Groundwater and Surface Water Interactions in Relation to Natural. . . 295



often years depending on the groundwater flow paths in the floodplain (Winter

et al. 1998).

Similar to streams and rivers, other surface water bodies like lakes and wetlands

can receive and recharge groundwater (Fig. 11.4). Although, the groundwater and

surface water interaction in lakes and wetlands are similar to those in streams, the

dominant processes are quite different. For example, water table in lakes and

wetlands are relatively constant as opposed to streams. Additionally, in lakes and

wetlands direct precipitation and evapotranspiration have a much bigger impact on

groundwater and surface water interaction than those in streams. Some lakes and

wetlands either receive (Fig. 11.4a) or recharge (Fig. 11.4b) groundwater through-

out their entire bed. However, most lakes and wetlands simultaneously receive

groundwater inflow from one portion of the bed on one side of the shoreline and

recharge groundwater through another portion of the bed on the opposite side of the

shoreline (Fig. 11.4c), similar to flow-through in streams (Alley et al. 1999).

However, as pointed out by Winter et al. (1998), the major differences between

lakes and wetlands in terms of groundwater and surface water interaction are in the

amplitude and frequency of water-level fluctuations, as well as the ease with which

water moves through their beds due to the differences in the presence of rooted

vegetation in wetlands (Fig. 11.5).

The degree to which surface water bodies can receive or recharge groundwater

depends on a number of factors including geomorphological position, hydraulic

head, underlying bed geology and hydraulic conductivity, climate, and connectivity

to other surface water bodies (e.g. local aquifers, streams, and rivers). A wetland

can be entirely located on a nearly flat land surface instead of occupying low points

and depression as in the case of streams and lakes (Fig. 11.5a). However, a wetland

can also occupy slopes (Fig. 11.5b), depressions along the stream as fens

(Fig. 11.5c) or upland depressions as bogs (Fig. 11.5d). A wetland located in

Fig. 11.3 Interactions of groundwater and surface water in a (a) gaining stream, (b) losing stream,

(c) disconnected stream, and (d) stream with bank storage (adopted from Winter et al. 1998)
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riverine environment (Fig. 11.5c) will experience frequent water level changes that

will affect its hydraulic/hydrologic characteristics and wetland-groundwater inter-

actions. Similarly, groundwater and surface water interaction will be limited if a

Fig. 11.4 Groundwater and surface water interactions in lakes where they can (a) receive

groundwater inflow, (b) lose water as seepage to groundwater, or (c) receive and lose groundwater
at the same time (adopted from Winter et al. 1998)

Fig. 11.5 Groundwater and surface water interaction in wetland ecosystems where (a) underlain
groundwater can feed wetland due to complex groundwater flow field, (b) groundwater discharge
at seepage faces and at breaks in slope of the water table can feed wetlands, (c) the riverine

wetland is adjacent to a gaining stream, or (d) the wetland is directly sourced from precipitation

with no stream connectivity and the groundwater gradient is away from wetland (adopted from

Winter et al. 1998)
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lake is underlain by low permeability till and receives groundwater only from a

local flow system or if most of the groundwater passes beneath the lake.

In many environments, groundwater discharge through springs can significantly

enhance the level of groundwater and surface water interactions. In highly perme-

able landscapes (e.g. young volcanic and Karst landscapes), most of the recharge

from rainfall and snowmelt enters the ground and re-emerges in the form of springs

(Fig. 11.6). In fact, many Karst landscapes can have true underground streams with

high rates (similar to high flow rates in surface streams) of flow (Winter et al. 1998).

Depending on the flow paths (shallow or deep), water from these springs alter the

flow timing (Jefferson et al. 2006, 2007), stream water temperature (Tague

et al. 2007), and stream biogeochemistry (Burns et al. 1998; Cohen et al. 2013).

The slow moving water from springs often reflects the chemical characteristics of

the underlying geology (Olivier et al. 2008; Carrie et al. 2015). In contrast, fast

moving water in the stream often originates from overland or shallow subsurface

runoff, reflecting the chemical characteristics of precipitation and soil. Similarly,

spring-dominated streams show very contrasting hydraulic and geomorphic char-

acteristics as compared to runoff-dominated streams (Manga 1996; Sear

et al. 1999). For example, spring-dominated streams have a poorly defined

floodplain, near bankfull summer baseflow, and experience stable woody debris

accumulation (Tague et al. 2007). In contrast, under a very similar environment,

runoff-dominated streams often have well-developed floodplains, lower summer

baseflow, exposed cobble and boulder bars, and unstable woody debris accumula-

tion (Grant 2007). These differences indicate the degree of groundwater and surface

water interaction in these streams.

3 Effects of Natural and Anthropogenic Environmental
Changes on Groundwater and Surface Water
Interactions

Natural and anthropogenic changes in the environment affect water resources, as

well as groundwater and surface water interactions in many complex ways and at

varying spatial and temporal scales. For example, beaver modification of stream

channel or log jams following flooding can have very localized effects on ground-

water and surface water interaction (Westbrook et al. 2006). However, the effects of

a hydroelectric dam on groundwater and surface water interaction can often expand

across basins and countries. Similarly, the effects of climate change and deforesta-

tion on the hydrologic cycle can impact the groundwater and surface water inter-

action at local and regional scales with varying degrees of complexities. Hence, our

goal here is to provide an overview of some of the most pressing environmental

change issues (natural as well as anthropogenic) in the context of groundwater and

surface water interaction.
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3.1 Natural Environmental Changes

The nature of climate (i.e. precipitation and temperature variability) and underlying

geology dictates the landuse patterns as well as characteristics (e.g. size, persis-

tence, functioning) of surface waters. In the US, a majority of the wetlands are

located in the glacial terrain of the north-central US, coastal terrain along the

Atlantic and Gulf coasts, and riverine terrain in the lower Mississippi River Valley

(Winter et al. 1998). With some exceptions, many of these surface water bodies are

sourced from direct precipitation or subsequent runoff, making them vulnerable to

inter-annual and inter-decadal precipitation variability. Many streams and wetlands

often go dry during the low precipitation season. Episodes of drought alters the

upstream land cover through forest fire, insect and drought related tree mortality,

physically knocking over trees, growth inhibition, and other chronic problems due

to poor soil aeration and other environmental changes (e.g. invasive species inva-

sion, erosion and landslides etc.). Species distribution patterns are not only shaped

by the drought (Engelbrecht et al. 2007), but interaction of fire and drought can also

cause shifts in tree species composition (Moser et al. 2010; Phillips et al. 2010).

These changes in landuse deteriorate the surface water quality and water balance,

leading to reduced storage and increased overland flow in the subsequent years post

fire (Wondzell and King 2003; Onda et al. 2008). Post fire clogging of preferential

flow paths by ash and subsequent reduction in subsurface water storage has also

been reported (Onda et al. 2008). Alencar et al. (2006) reported that the area burned

by forest fire in the Brazilian Amazon forest during the severe drought year was

13 times greater than the area burned during the average rainfall year, and twice the

area of annual deforestation. Wild forest fires not only destroy the riparian vegeta-

tion (Neary et al. 2005), but also enhance sediment transport (Rulli and Rosso

2005), debris flows (Wells 1987), and other geomorphic processes (Swanson 1981).

The post fire increase in ash and sediment can limit the groundwater and surface
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Fig. 11.6 An illustration of springs flow paths in young volcanic landscape of Oregon cascades

(adopted from Jefferson et al. 2006)
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water interactions by altering the hydrologic and geomorphic properties of riverine

and wetland environments (Neary et al. 2005; Buffington and Tonina 2009). Like

wild fires, droughts can severely impact natural aquatic ecosystems, including

riparian and wetland vegetation and biogeochemical processes. Williamson

et al. (2001) reported slightly higher (1.91% during the drought compared to

1.12% prior to drought) tree mortality rate during the 1997 drought in the Amazon

Basin. As drought builds, baseflow declines (Fendeková and Fendek 2012), streams

start desiccating (Jaeger et al. 2014), and the volume of water in wetlands and lakes

drops due to reduce inflow and accelerated evaporation (Gaeta et al. 2014). This

may cause a contraction in the wetted area of streambed and wetlands, and isolate

marginal habitats (Bond et al. 2008).

3.2 Anthropogenic Environmental Changes

Vegetation controls large fractions of the water balance from the land surface,

including both evapotranspiration and the magnitude and distribution of total

precipitation reaching the ground either in the form of rain or snow. In extreme

arid climates, evapotranspiration alone could account for >80% of the total

precipitation (Lu et al. 2003; Sanford and Selnick 2013). Similarly, foliage in

temperate forests is widely reported to intercept and evaporate 10–40% of annual

rainfall (Maidment 1993). In tropical forests, canopy interception accounts for as

much as 45% of the rainfall, and under dry conditions the initial 2.5 mm of rainfall

never hits the ground surface (Safeeq and Fares 2014). The evaporated water from

forest landscapes affects the hydrologic cycle by increasing the atmospheric mois-

ture vapor and raising the likelihood of precipitation events and increasing water

yield (Ellison et al. 2012). In cold climates, forest canopies also modulate the

magnitude and timing of snow accumulation and melt (Lundquist et al. 2013).

Forests are also known to enhance soil moisture storage and infiltration, and reduce

quick flow. Through these processes, forests recharge groundwater, maintain sum-

mer baseflow, and regulate peak flows during heavy rainfall.

3.2.1 Forest Disturbances

But even as the vegetation is modulating hydrologic response, it too is changing in

hydrologically relevant ways (Cramer et al. 2001; Donohue et al. 2013). The

world’s forest vegetation structure and composition is changing due to climate

change, deforestation, fire, and forest management (Westerling et al. 2006; Hansen

et al. 2013). With a warming climate, increased fire and drought related forest

mortalities have been observed and are only expected to further intensify as

climates continue to change throughout the next century (Westerling et al. 2006;

Williams et al. 2010, 2013). Likelihood of forests and rangelands invasion by

nonnative plant species under climate change, which have already threatened the
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hydrology and ecology of many landscapes (Gordon 1998; Levine et al. 2003;

Safeeq and Fares 2014), may be magnified. Anthropogenic land use change due to

deforestation has been observed across the globe (Fig. 11.7). Although, in some

parts of the world the rate of deforestation has declined over time, some 13 million

hectares of forests were still converted annually to other uses (FAO 2010). These

drivers of vegetation change are shifting the frequency, size, and type of forest

disturbances, and will have a profound impact on energy, carbon, and water cycles

(Fig. 11.8).

A change in climate would be expected to shift plant distribution as species

expand in newly favorable areas and decline in increasingly hostile locations at a

rate between 11 m/decade in lower latitudes to as much as 17/decade in higher

latitudes (Kelly and Goulden 2008; Chen et al. 2011a). As the temperature con-

tinues to warm, vegetation will shift from water deficit lower elevation to currently

energy limited higher elevation. In addition to the elevational range shift, vegeta-

tion compositions are also expected to change as climate continues to warm

(Lenihan et al. 2003; Rustad et al. 2012; Jiang et al. 2013). In the state of California,

a shift in dominance (from needle-leaved to broad-leaved life-forms) and increases

in vegetation productivity, especially in the relatively cool and mesic regions of the

state are predicted (Lenihan et al. 2003). Lenihan et al. (2003) also predicted greater

coverage of mixed evergreen forest, especially along the western slope of the Sierra

Nevada where the baseline maps shows evergreen conifer forest. These changes in

vegetation are not simply an expansion and contraction of species’ ranges, but
rather a change in complex linkages that affect the soil–plant–atmosphere

Annual change in forest area by region, 1990-2010

Scale

1 million ha
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1990-2000
2000-2010

Net gain
1990-2000
2000-2010

Africa Asia Europe North and Central America Oceania South America

(million ha/yr)

Fig. 11.7 Annual change in forest area between 1990–2000 and 2000–2010 (adopted from FAO

2010)
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Fig. 11.8 Fluxes of radiation, water and carbon before and after widespread forest die-off

(adopted from Anderegg et al. 2013)
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continuum and dependent biophysical processes (Scott et al. 2014). For example,

vegetation expansion to higher elevations may results in higher evapotranspiration

and lower discharge (Goulden and Bales 2014) but contraction of woody plants

may result in higher water yield. Similarly, changes in vegetation growth patterns in

response to enhanced CO2 in the atmosphere may result in higher plant water use

efficiency (Donohue et al. 2013; Friend et al. 2014).

The changes in water balance and water quality associated with forest distur-

bances can influence groundwater and surface water interactions in several ways by

altering the hydrologic cycle (Fig. 11.8). An increase or decrease in groundwater

and/or surface water quantity and quality will not only affect the hyporheic

exchange, but also the wetlands and lakes that depend on it. Following forest

harvest, changes in the water table and stream baseflow are expected to follow,

but the magnitude and duration of this increase vary according to the climate, forest

type, geology, and topography of the landscape (Smerdon et al. 2009; Sørensen

et al. 2009; Adams et al. 2012). A similar change in water table and groundwater

contributions to streams are also expected under forest die-offs (Adams et al. 2012;

Anderegg et al. 2013; Bearup et al. 2014). At event scale, forest harvesting also

modifies the runoff pathways by which water flows to the stream channel (Moore

and Wondzell 2005). Declines in canopy interception could lead to higher water

tables due to an increase in the amount of water infiltrating the soil during storms

(Dhakal and Sidle 2004). Increases in water tables, along with higher antecedent

soil moisture conditions due to reduced evapotranspiration, following forest harvest

or forest die-offs could result in higher quick flow. Changes in channel morphology

(e.g. woody debris, fine sediment deposition, channel incision etc.) could substan-

tially influence stream-aquifer interactions (Moore and Wondzell 2005). Intrusion

of fines into streambed sediment and clogging of bed materials has been shown to

decrease the magnitude of hyporheic exchange (Schalchli 1992; Packman and

MacKay 2003). Changes in vegetation and invasive species introduction might

further alter stream–forest and subsequently stream-groundwater interactions, espe-

cially in the riparian environment, due to higher water use by the invasive species as

compared to native species (Cavaleri and Sack 2010).

3.2.2 Conversion of Wetlands to Agriculture

Agriculture can affect wetlands and riparian areas in many ways including nonpoint

source loading from agricultural runoff and/or clearing of wetlands and riparian

areas for agricultural production. On average, the world has lost 54–57% of its

wetlands since 1700 AD and 64–71% of wetlands since 1900 AD (Davidson 2014).

In the US, after rapid (53%) decline in wetlands between 1780 and 1980, mainly

due to the conversion of wetlands to agriculture, wetland losses finally outdistanced

wetland gains between 2004 and 2009 (Dahl 2011). The rate of wetland loss in

Europe has also declined but the wetland loss rate has remained high in Asia, where

large-scale and rapid conversion of coastal and inland natural wetlands to agricul-

ture and urban use is continuing (Davidson 2014). On global scale, the area of land
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occupied by surface water bodies (i.e. wetlands, lakes, swamps, marshes etc.) has

declined by 6% during the 1993–2007 period, with the largest decline of surface

water coinciding with the largest increase in population (Prigent et al. 2012).

Although in the past, losses have been larger and faster for inland wetlands than

coastal natural wetlands (Davidson 2014). During recent times, the loss of coastal

wetlands has speeded up (Dahl 2011), and the sea level rise in response to climate

change may potentially reduce coastal wetlands further by 5–20% (Nicholls 2004).

As discussed previously, processes behind exchange of groundwater and surface

water in wetlands are highly variable—both in space and time. As a result,

understanding of process based impacts of wetland to agriculture land conversion

on groundwater and surface water exchange can be complex and may vary signif-

icantly by wetland types (Bullock and Acreman 2003). In general, conversion of

wetlands to agriculture and other uses are known to affect the flood attenuation,

groundwater recharge and discharge, and water quality (Reddy et al. 1999). The

organic matter rich hydric soil acts as a sponge and help wetlands in retaining water

during the wet season and releasing it slowly into neighboring rivers during the dry

season as baseflow. However, not all wetland types support the generalized model

of reduced floods, recharge groundwater, and augment low flows (Bullock and

Acreman 2003). Hence, the precise nature of wetland to agriculture conversion

impacts on the interaction between groundwater and surface water will depend

on the wetland type and nature of water transfer mechanisms.

3.2.3 Groundwater Development

Increasing water demand and climate change has already threatened the global

groundwater resources. Human groundwater withdrawal for drinking water supply,

irrigation, and industrial uses has exceeded the natural recharge, especially in

sub-humid to arid areas (Fig. 11.8a–c). Between 1960 and 2000 there has been a

twofold increase in global groundwater abstraction (Wada et al. 2011a), causing a

range of issues including water table decline (Rodell et al. 2009; Voss et al. 2013),

land subsidence (Teatini et al. 2006; Calderhead et al. 2011), streamflow depletion

(Safeeq and Fares 2012; Barlow and Leake 2012), salinization and saltwater

intrusion (Todd and Mays 2005; Barlow and Reichard 2010), and contributing to

sea level rise (Konikov and Likhodedova 2011; Wada et al. 2012).

Groundwater depletion may also conflict with lakes and wetlands (Llamas 1988;

Van der Kamp and Hayashi 1998; Patten et al. 2008), and threatens many riparian

ecosystems in arid and semi-arid regions of the world (Stromberg et al. 1996; Scott

et al. 1999). Human alteration of hydraulic head by groundwater pumping or

groundwater abstraction by tunnels may induce a “losing” condition, especially

when the water table drawdown starts intersecting with water level in the stream

(Safeeq and Fares 2012; Barlow and Leake 2012). Similar to the streams, changes

in groundwater flow patterns due to groundwater pumping may alter groundwater

and surface water interactions in lakes and wetlands. Since the quantity of water and

chemical balances determine the principal characteristics and functions of
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wetlands, alteration to the water quantity or quality balance negatively affects

wetland functioning and characteristics, which in turn affects groundwater and

surface water interaction. The most striking groundwater withdrawal trends were

observed in Asia (Fig. 11.9), where wetland loss rate has remained high, which

could further alter the characteristics and functioning of the region’s wetlands and
other surface water bodies.

4 Overview of Management Tools

4.1 Measuring Groundwater and Surface Water Interactions

Techniques of measuring interaction between groundwater and surface water are

quite variable within the water resources research community. Harvey and Wagner

(2000) and Kalbus et al. (2006) provided overviews of the methods that are

currently used for measuring interactions between groundwater and surface water

at various scales (Fig. 11.10). Kalbus et al. (2006) grouped these methods into

Fig. 11.9 (a) Simulated average groundwater recharge, (b) total groundwater abstraction for the

year 2000 and (c) groundwater depletion for the year 2000 (all in mm per year) (adopted from

Wada et al. 2010)
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(1) direct measurements of water flux using a seepage meter (Lee 1977), heat pulse

meter (Taniguchi and Fukuo 1993; Krupa et al. 1998), ultrasonic meter (Paulsen

et al. 2001), dye-dilution meter (Sholkovitz et al. 2003), and the electromagnetic

meter (Rosenberry and Morin 2004); (2) heat tracer methods by measuring the

temperature profile (Stonestrom and Constantz 2003; Anderson 2005; Constantz

2008); (3) methods based on Darcy’s Law, which includes piezometers, slug and

pumping tests, and tracer tests; and (4) mass balance approaches, which includes

hydrograph separation, environmental and heat tracers, monitoring wells, etc.

(Fig. 11.10). More recently, Robinson et al. (2008) and Singha et al. (2014)

discussed the opportunities for the use of electrical and magnetic geophysical

instrumentation in watershed scale hydrology. Among these, electrical resistivity

imaging has been particularly successful in studying the interaction between

groundwater and surface water (Henderson et al. 2010; Nyquist et al. 2008; Coscia

et al. 2011, 2012). All of the aforementioned methods for measuring groundwater

and surface water interaction provide powerful tools for managers and researchers.

However, the choice of appropriate and specific method will often depend on the

scale of interest and process understanding (Bertrand et al. 2014).

4.2 Numerical Models

The development of computer based numerical models has served as a management

and scientific tool for investigating the groundwater and surface water interactions.

Beckers et al. (2009) conducted a comprehensive hydrologic model review with the

aim to identify trade-offs between model complexity and model functionality, and

guide model selection. Although, the review was conducted with the focus on

climate change and forest management, many models described by Beckers

et al. (2009) are capable of simulating groundwater and surface water interaction.

More recently, AquaResource Inc. (2011) and Maxwell et al. (2014) conducted an

integrated groundwater and surface water model review and inter-comparision,

respectively. Here, we briefly summarize strengths and weaknesses of selected

models from Beckers et al. (2009), AquaResource Inc. (2011) and Maxwell

et al. (2014), along with a few other models that are frequently used by researchers,

resource managers, and other practitioners (Table 11.2). These models are

described as follows:

4.2.1 Modular Groundwater Flow (MODFLOW) Model

MODFLOW (Harbaugh 2005) is the United States Geological Survey (USGS)

three-dimensional finite-difference groundwater model with capabilities to simu-

late solute transport, variable-density flow (including saltwater), aquifer-system

compaction and land subsidence, parameter estimation, and groundwater manage-

ment. MODFLOW has been extensively used for simulating hyporheic exchange in
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streams (Cardenas 2015). However, MODFLOW often requires coupling of

streamflow packages for simulating groundwater and surface water interactions

(Brunner et al. 2010; Han and Endreny 2014). MODFLOW utilizes the Streamflow-

Routing (SFR2) package (Niswonger and Prudic 2005) to simulate the interaction

between groundwater and surface water. Streamflow is routed based on the conti-

nuity equation, assuming steady and uniform flow such that the volumetric inflow is

equal to the outflow minus all sources and sinks to the channel (Niswonger and

Prudic 2005). In addition to SFR2, which is an improvement over SFR1 (Prudic

et al. 2004) and the STReamflow (STR1) routing package (Prudic 1989),

MODFLOW has been coupled with the Branch-Network Dynamic Flow

(BRANCH; Schaffranek et al. 1981) model (MODBRNCH; Swain and Wexler

1996) for studying groundwater-surface water interaction. Similar to SFR2,

BRANCH uses hydraulic conductivity of streambed and differences in aquifer

and stream stage to describe leakage between streams and aquifers. However,

unlike SFR2, which runs within MODFLOW, simulation of seepage can be

performed independently using BRANCH and imported into MODFLOW. This

flexibility allows MODFLOW and BRANCH to operate in different time steps,

which could be essential for accurately capturing the time lag between groundwater

flow and streamflow. Scibek et al. (2007) successfully applied the coupled

BRANCH and MODFLOW to study the groundwater and surface water interaction

under scenarios of climate change. Similarly, Krause and Bronstert (2005, 2007)

and Kraus et al. (2007) used the integrated water balance and nutrient dynamics

model IWAN by coupling MODFLOW and a spatially distributed deterministic

hydrological model (WASIM-ETH-I, Schulla 1997) to simulate the groundwater

and surface water interactions in a lowland floodplain. Jobson and Harbaugh (1999)

coupled MODFLOW with the Diffusion Analogy Surface-Water Flow (DAFLOW)

Model that has been used to simulate the groundwater and surface water interaction

Fig. 11.10 Spatial measuring scales of the different methods to measure the interaction between

groundwater and surface water. The spatial scale is given as radius or distance of influence. Dots
represent point measurements (pm) (adopted from Kalbus et al. 2006)
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Table 11.2 Summary of coupled groundwater and surface water models (modified from

Spanoudaki et al. 2009)

Model

Surface water

flow

Groundwater

flow

Coupling

method Major drawback

Streamflow Routing

Module (SFR1/

SFR2),

Prudic et al. (2004),

Niswonger and

Prudic (2005)

1-D steady and

uniform stream

flow, streamflow

routing based on

continuity

equation

3-D saturated

(Modflow)

Iterative

coupling

Only suited for

stream-aquifer

interaction

MODBRANCH,

Swain and Wexler

(1996)

1-D streamflow,

Saint Venant

equations (Branch

model)

3-D saturated

(Modflow)

Iterative

coupling

Only suited for

stream-aquifer

interaction

IWAN, Krause and

Bronstert (2005,

2007)

2-D,

TOPMODEL

based, spatially

distributed hydro-

logical model,

streamflow

routing with kine-

matic wave

approach

(WASIM-ETH-I)

3-D saturated

(Modflow)

Iterative

coupling

Streamflow is not

simulated, only

vertical fluxes

(uptake and

recharge) are

coupled

MODFLOW/

DAFLOW, Jobson

and Harbaugh

(1999)

1-D streamflow,

diffusion wave

approximation to

the Saint Venant

equations

(DAFLOW)

3-D saturated

(Modflow)

Iterative

coupling

Only suited for

stream-aquifer

interaction

GSFLOW,

Markstrom

et al. (2008)

2-D Determinis-

tic, distributed-

parameter water-

shed model,

streamflow

routing is based

on: (1) 1-D steady

and uniform

streamflow,

streamflow

routing based on

continuity equa-

tion, (2) -

kinematic-wave

equation that

approximates the

Saint-Venant

equations (PRMS)

3-D saturated

(Modflow)

Iterative

coupling

GSFLOW

operates at daily

time step and

does not support

adaptive time

stepping

InHM,

VanderKwaak

(1999)

1-D streamflow

and 2-D overland

flow, diffusion

3-D variably

saturated,

Simultaneous

simulation of

groundwater

Lack of SVAT

processes

(continued)
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in ephemeral streams (Heidb€uchel 2007). The coupled MODFLOW/DAFLOW

simulates water exchange for each sub-reach on the basis of the stream-aquifer

head difference between stream and aquifer, stream geometry (thickness and

width), and hydraulic conductivity of the streambed.

Table 11.2 (continued)

Model

Surface water

flow

Groundwater

flow

Coupling

method Major drawback

wave approxima-

tion to the Saint

Venant equations

Richards

equation

and surface

water flow

HydroGeoSphere,

Therrien

et al. (2010)

1-D streamflow

and 2-D overland

flow, diffusion

wave approxima-

tion to the Saint

Venant equations

3-D variably

saturated,

modified

Richards

equation

Simultaneous

simulation of

groundwater

and surface

water flow

Source-code is

proprietary; lack

of flexibility in

representing var-

ious hydrological

processes at dif-

ferent levels of

complexity

MODHMS, Panday

and Huyakorn

(2004)

1-D streamflow

and 2-D overland

flow, diffusion

wave approxima-

tion to the Saint

Venant equations

3-D variably

saturated,

Richards

equation

Simultaneous

simulation of

groundwater

and surface

water flow

No explicit rep-

resentation of

vegetation and

snowpack evolu-

tion; source-code

is proprietary;

lack of flexibility

in representing

various hydro-

logical processes

at different levels

of complexity

MIKE-SHE, Graham

and Refsgaard

(2001)

1-D streamflow

and 2-D overland

flow, diffusion

and kinematic

wave approxima-

tion to the Saint

Venant equations,

respectively

3-D saturated

and 1-D

unsaturated

using

Richards

equation

Non-iterative

coupling

Source-code is

proprietary;

assumes no hori-

zontal flow in the

unsaturated zone

ParFlow.CLM,

Ashby and Falgout

(1996), Maxwell and

Miller (2005)

2D streamflow

using kinematic-

wave approxima-

tion of the

St. Venant

equations

3-D variably

saturated,

Richards

equation

(ParFlow)

Simultaneous

simulation of

groundwater

and surface

water flow

Primarily a

research code

with limited user

support
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4.2.2 Groundwater and Surface Water Flow (GSFLOW) Model

GSFLOW (Markstrom et al. 2008) is a coupled Groundwater and Surface-water

FLOWmodel based on the integration of the USGS Precipitation-Runoff Modeling

System (PRMS; Leavesley et al. 1983, 2005) and MODFLOW. PRMS is a hydro-

logic response units (HRU) based deterministic and distributed parameters

watershed-modeling system for simulating streamflow, snowpack evolution,

evapotranspiration, soil moisture storage, and groundwater recharge and discharge.

The PRMS model serves as the land surface component of the GSFLOW. The

GSFLOW model operates as “fully integrated” where equations of governing

surface and subsurface flows are solved simultaneously, or as “coupled regions”

where surface and subsurface systems are discretized into separate regions and the

governing equations that describe flow in each region are integrated using iterative

solution methods. GSFLOW operates at daily time step and can be used to simulate

groundwater and surface water for small (few square kilometers, Markstrom

et al. 2008) to large (several thousand square kilometers, Surfleet and Tullos

2013) watersheds. The specific applications of GSFLOW range from studying

groundwater and surface water interactions in rivers (Huntington and Niswonger

2012; Waibel et al. 2013; Hassan et al. 2014) in lakes and meadows (Hunt

et al. 2013; Huntington et al. 2013; Essaid and Hill 2014), under intensive agricul-

ture (Tian et al. 2015), and under climate and land use change scenarios (Surfleet

and Tullos 2013; Mateus et al. 2015).

4.2.3 Integrated Hydrology Model (InHM)

InHM (VanderKwaak 1999), is a spatially distributed, fully integrated, coupled

surface-subsurface flow and transport model. InHM is predominantly a

groundwater focused model and lacks explicit representation of many land surface

processes (Beckers et al. 2009). The model is best suited for rain-dominated

systems. Implementing the model in snow-dominated systems will require

off-line calculations of snow accumulation after which snowmelt can be simulated

as a specified flux rate. Additionally, the models have no explicit representation of

vegetation and hence do not consider Soil-Vegetation-Atmosphere Transfer

(SVAT) processes. Evapotranspiration can be calculated analytically using the

Kristensen and Jensen (1975) method and is required as a meteorological input

along with precipitation for continuous simulations. However, roads, lakes, and

wetlands can be incorporated as part of the simulation. In terms of model applica-

tion for simulating groundwater and surface water interaction, with a few excep-

tions (Jones et al. 2006; Mirus et al. 2007), the majority of InHMmodeling has been

limited to experimental plots (Li et al. 2008) and model testing (Sebben et al. 2013).

310 M. Safeeq and A. Fares



4.2.4 HydroGeoSphere

Similar to InHM, the HydroGeoSphere (Therrien et al. 2010) is a three-

dimensional, physically based, spatially distributed, fully integrated surface water

and groundwater model. However, the most important feature of HydroGeoSphere

is its ability to not only simulate “classical” processes of the hydrological cycle

(i.e. overland and streamflow, evapotranspiration, groundwater recharge, or sub-

surface discharge into surface water bodies such as rivers or lakes) but also to

simulate variable–density flow and transport, straight, or branching chain first-order

decay reactions, reactive chemical species transport, heat transport, unsaturated

flow and flow through fractures in a physically based way (Brunner and Simmons

2012). HydroGeoSphere is also equipped with functionality to incorporate roads

and culverts, lakes, and wetlands that are very relevant for studying groundwater

and surface interactions. As a groundwater model, HydroGeoSphere is capable of

simulating subsurface flow processes in a physically based manner, including

porous media, fractures, subsurface conduits, macropores, and perched water

tables. Applications of HydroGeoSphere include groundwater-lake interactions

(Ala-aho et al. 2015), groundwater component of streamflow (Partington

et al. 2011), streamflow-storage interactions (Bhaskar and Welty 2015), pumping-

induced regional land subsidence (Calderhead et al. 2011), and climate change

impact assessments (Chen et al. 2011b).

4.2.5 Modular Hydrologic Modeling System (MODHMS)

MODHMS (developed by HydroGeologic Inc, Herndon, VA) model is a three-

dimensional, physically based, spatially distributed, and integrated surface water

and groundwater modeling framework. MODHMS model has been developed after

the USGS MODFLOW model and the Hydrologic Modeling System (HEC-HMS),

and is designed to be fully compatible with that MODFLOW’s input and output as a
separate module. Similar to InHM, MODHMS model has no explicit representation

of vegetation and snowpack evolution. MODHMS model includes all of the

standard MODFLOW and HEC-HMS functionality and is capable of simulating

subsurface processes, lakes, wetlands, dams, weirs, culverts, and open channel flow

(Beckers et al. 2009). Examples of MODHMS model applications include water

table evaporation (Young et al. 2007), stream-aquifer interaction (Werner

et al. 2006), seawater intrusion to aquifers (Werner and Gallagher 2006), and

interactions between land use and groundwater (Barron et al. 2013).

4.2.6 MIKE-SHE

MIKE-SHE (DHI Water & Environment, Denmark) is a three-dimensional, phys-

ically based, spatially distributed, and grid based model. MIKE-SHE has been

designed and developed to fully integrate groundwater and surface water flow,
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including SVAT processes and sophisticated water management utilities (e.g.,

reservoir operation). Unlike InHM and MODHMS, MIKE-SHE simulates snow-

pack evolution using a degree-day calculation method. A distinguishing feature of

MIKE-SHE is that it is able to simulate both groundwater and surface water with a

precision equal to that of predominantly groundwater or surface water focused

models (Yan and Zhang 2001). The MIKE-SHE modeling system simulates most

major hydrological processes of water movement, including canopy and land

surface interception, snowmelt, evapotranspiration, overland flow, channel flow,

and saturated/unsaturated subsurface/groundwater flow. The model is capable of

simulating a range of processes (Graham and Butts 2005) including ground water

and surface water interactions (Loinaz et al. 2013; Foster and Allen 2015), wetland

management and restoration (Zacharias et al. 2005; Thompson 2004), and flood-

plain management (Wen et al. 2013).

4.2.7 Parallel Watershed Flow (ParFlow.CLM) Hydrologic Model

ParFlow (Ashby and Falgout 1996; Maxwell and Miller 2005) is a parallel, three-

dimensional, and variably saturated groundwater flow model. Land-surface pro-

cesses including the land-energy budget, biogeochemistry, and snowpack evolution

are simulated via the coupled Community Land Model (CLM). Flow is exchanged

between the root zone, deeper vadose zone, and saturated groundwater zone on the

basis of interdependent equations that calculate flow and storage of water through-

out the simulated hydrologic system. The model has shown great promise in

exploring the feedbacks across multiple land surface and subsurface processes

including groundwater (Ferguson and Maxwell 2010, 2012; Maxwell et al. 2015;

Srivastava et al. 2015) and wetland-groundwater flow interactions (Nalesso 2009;

Ali et al. 2015).

4.3 Remote Sensing Techniques

Introduction and advancement of remote sensing technologies over the years have

significantly improved our understanding of biophysical and hydrological land

surface processes in a way that was nearly impossible with ground-based observa-

tions. Satellite based Tropical Rainfall Measuring Mission (TRMM) and Global

Precipitation Measurement (GPM) mission have provided much needed rainfall and

snow monitoring, which are often not available and/or accessible in many parts of

the world. Satellite imagery from Landsat 1–8, Moderate Resolution Imaging

Spectroradiometer (MODIS), and Advanced Very High Resolution Radiometer

(AVHRR) has facilitated the global scale characterization and monitoring of

snow, vegetation, lakes, and wetlands. In addition, monitoring of regional scale

groundwater patterns was a real challenge due to lack of long-term observation

wells and inconsistency in water-level monitoring activities in both space and time.
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However, since 2002 NASA’s Gravity Recovery and Climate Experiment

(GRACE) satellites have revolutionized the investigations about Earth’s water

reservoirs, aquifers, ice, and oceans by making detailed measurements of Earth’s
gravity field anomalies. In addition, newly launched Soil Moisture Active Passive

(SMAP) satellite is expected to provide soil moisture measurements and distinguish

between ground surface that is frozen or thawed. The proposed (expected to be

launched by 2020) Surface Water & Ocean Topography (SWOT) satellite mission

will provide valuable observations of the temporal and spatial variations in water

volumes stored in rivers, lakes, and wetlands. Similarly, fine scale mapping of

vegetation, snow, lakes and wetlands using Light Detection and Ranging (LiDAR)

has been on the rise. All of these datasets will provide great potential for environ-

mental monitoring, resource evaluation, data assimilation, and hydrological fore-

casts. For environmental monitoring, data from these satellites can be analyzed

individually as well as combined across multiple sensors operating at different

spatial and temporal resolutions. These satellite data can be combined with hydro-

logic models for better understanding of the interactions between different compo-

nents of hydrologic cycle at a range of spatial and temporal scales (e.g. Ozesmi and

Bauer 2002; Tweed et al. 2009; Voss et al. 2013; Proulx et al. 2013).

5 Future Management Challenges and Strategies

Increasing population, economic development, and continuing expansion of irri-

gated agriculture will continue to drive demand for water worldwide and affect its

availability. Regional variation in surface water availability and the mismatch

between the timing of natural water supply and demand create water stress in

several parts of the world. Although, river flow and water stored in lakes and

reservoirs can help supplement the irrigation, environmental, and urban water use

during long dry seasons. Water withdrawals above a threshold can have unintended

consequences, including drop in water level that could impact the aquatic ecosys-

tem. Additionally, water stored in lakes and reservoirs are often not enough due to

climate variability, and farmers and water managers have to pump groundwater in

order to meet the water demand. In regions where surface water availability is

limited and frequent droughts are common, overexploitation of groundwater can

occur. In the natural environment, groundwater recharge from excess rainfall or

snowmelt is balanced by the groundwater discharge in the form of evapotranspira-

tion and/or exfiltration into streams, springs, wetlands, lakes, and oceans. There-

fore, groundwater abstraction and subsequent lowering of groundwater water tables

can have negative effects on these groundwater-fed water bodies and related

ecosystems. Also, many coastal environments have become vulnerable to salt

water intrusion and groundwater inundation.

Hydraulic connectivity and feedback between groundwater and surface water

has long been recognized. However, water planning and management decisions

often treat groundwater and surface water as separate resources. As pointed out by
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Taylor et al. (2012), a comprehensive water management approach that integrates

groundwater and surface water is essential in sustaining ecosystems and helping

reduce human and ecosystem vulnerability to climate change. Integrated numerical

models that consider the interactions between groundwater and surface water under

climate change and human activities across watershed and topographic boundaries

will be needed to develop water resources planning and management. Ellison

et al. (2012) have drawn a nice example from the forest cover-water yield debate

and argued why we need to consider forest ecosystems as “global public goods”. As
we discussed earlier, the lack of consistent observations of available water

resources has been a challenge in developing, implementing, and evaluating inte-

grated groundwater and surface water management strategies. Satellite remote

sensing of terrestrial water and biophysical resources will help overcome some of

the challenges in developing sustainable water resource management and adapta-

tion strategies. However, some of the available datasets from these satellites

(e.g. GRACE) are too coarse to resolve the local scale aquifer management issues.

Hence, ground-based strategic water resources monitoring will not only be vital for

informing the local groundwater and surface water response to climate and landuse

changes but also help improve satellite observations.

On the conservation side, water managers and farmers will need to adopt

conservation, reuse of gray and reclaimed water, and improved water use efficiency

measures. Long-term planning for conjunctive use of combined groundwater and

surface water supplies will be needed to reduce the water stress during dry periods.

Reducing reliance on groundwater during the wet periods, when surface water is in

abundance, would be essential. In addition, artificial recharge of groundwater

systems, which has been undertaken in various parts of the world, presents both

challenges and opportunities. Groundwater recharge has declined considerably due

to reduced precipitation, increased atmospheric demand due to rising global tem-

perature, increasing use of farm machinery, efficient irrigation technologies that

limit recharge, and rapid growth in urban areas. Managing aquifer recharge areas

and exploiting opportunities for storing surplus surface water during wet years

through enhanced groundwater recharge may prove vital.

6 Conclusions

Hydraulic connectivity between groundwater and surface water is essential in

providing cool and clean water for human consumption and supporting other

ecosystem services. Climate change, increasing population growth and industrial

development continue to threaten many groundwater aquifers and surface water

bodies across the world. Deforestation, loss of inland and coastal wetlands, drying

streams, and overexploitation of aquifers have been observed across the world. As a

result, depletion and degradation of water-related ecosystems are rising. In a recent

study, Costanza et al. (2014) estimated that the loss of global ecosystem services is

$4.3–20.2 trillion/year due to landuse change alone. This is a significant number
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when compared with the current global gross domestic product of $75.6 trillion in

2013 (The World Bank DataBank 2014). Currently a number of coupled numerical

models are available to investigate and quantify groundwater and surface water

interactions under climate and other environmental changes. Integrated numerical

models aided by the ground-based monitoring and satellite remote sensing may

help guide the future water resources evaluation, impact assessment, and manage-

ment plan. Efforts should be directed to not only on the use of these integrated

models as a required tool for water resources planning and impact evaluation but

also continue to revise and improve models as further data becomes available.

Integrated water resources management planning that is based on the conjunc-

tive groundwater and surface water storage and use will provide a vital role in the

face of climate change and increasing population. Additionally, protection, man-

agement, and restoration of ecosystems, such as mountain forests and wetlands that

provide critical water resources will be critical. There is a critical knowledge gap in

our understanding of the magnitude and feedbacks of the interactions between

groundwater and surface water under climate change and human activities. There-

fore, it is necessary to understand and forecast present and future water and water-

related environmental problems through monitoring and focused research. There is

also a need to not only manage the water and water-related ecosystem services

locally, but also view them as “global public goods”. This will require trans-

boundary research and management cooperation, local capacity building, along

with advanced regulatory and economic instruments (Mejia et al. 2012) for water

resources management.
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Drought–mortality relationships for tropical forests. New Phytol 187(3):631–646

Prigent C, Papa F, Aires F, Jimenez C, Rossow WB, Matthews E (2012) Changes in land surface

water dynamics since the 1990s and relation to population pressure. Geophys Res Lett

39, L08403. doi:10.1029/2012GL051276

Proulx RA, Knudson MD, Kirilenko A, VanLooy JA, Zhang X (2013) Significance of surface

water in the terrestrial water budget: a case study in the Prairie Coteau using GRACE, GLDAS,

Landsat, and groundwater well data. Water Resour Res 49(9):5756–5764

322 M. Safeeq and A. Fares

http://digitalcommons.fiu.edu/etd/122
http://dx.doi.org/10.1111/j.1745-6584.2008.00432.x
http://dx.doi.org/10.1029/2002WR001432
http://dx.doi.org/10.1029/2002WR001432
http://dx.doi.org/10.1029/2012GL051276


Prudic DE (1989) Documentation of a computer program to simulate stream-aquifer relations

using a modular, finite-difference, ground-water flow model: U.S. Geological Survey Open-

File Report 88-729, 113 p

Prudic DE, Konikow LF, Banta ER (2004) A new streamflow-routing (SFR1) package to simulate

stream-aquifer interaction with MODFLOW-2000: U.S. Geological Survey Open-File Report

2004-1042, p 95

Puri S, Aureli A (eds) (2009) Atlas of transboundary aquifers—global maps, regional cooperation

and local inventories. UNESCO-IHP ISARM Programme. UNESCO, Paris. [CD only] http://

www.isarm.net/publications/324

Reddy KR, D’Angelo EM, Harris WG (1999) Biogeochemistry of wetlands. In: Sumner M

(ed) Handbook of soil science. CRC Press, Boca Raton, pp G89–G119

Robinson DA, Binley A, Crook N, -Lewis FD, Ferré TPA, Grauch VJS, Slater L (2008) Advancing
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Chapter 12

Contemporary Methods for Quantifying
Submarine Groundwater Discharge
to Coastal Areas

Ram L. Ray and Ahmet Dogan

Abstract Submarine Groundwater Discharge (SGD), which represents subsurface

exchange of water between land and ocean, is a major component of the hydrolog-

ical cycle. Until the mid-1990s, it was generally believed that SGD rates were not

large enough to influence ocean water budgets. This thought might be due to the

difficulty in quantifying rates of SGD, because most SGD occurs as diffusive flow,

rather than discrete spring flow. However, there is a growing recognition that the

submarine discharge of fresh groundwater into coastal oceans is just as important as

river discharge in some areas of the coastal ocean. Due to growing ecological

concerns about SGD, there is considerable progress on research about SGD with

particular emphasis on how to quantify and trace the SGD, and to develop some

forecasting or predictive capability of SGD rates based on climatic and seasonal

effects. This chapter presents a comprehensive overview of the methods used to

quantify SGD to coastal areas and summarizes the previous studies on SGD. In

addition, this chapter also discusses driving forces of groundwater flow through

coastal aquifers, mechanism of groundwater seawater interaction and some other

important issues that are necessary to understand the methods for quantifying SGD

in coastal areas. The main goal of this chapter is to provide an overview of the

applied methodologies to quantify SGD in coastal areas, which in turn will allow

researchers, coastal zone managers, and others to choose appropriate methods that

meet their specific project requirements.
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Acronyms

CFC Chlorofluorocarbons

GIS Geographical information system

IAEA International Atomic Energy Agency

IAPSO International Association of Physical Sciences of the Oceans

IHP International Hydrological Program

IOC Intergovernmental Oceanographic Commission

LOICZ Land-Ocean Interactions in the Coastal Zone

OBC Optical backscattering

PMC Particulate matter concentration

Ra Radium

Rn Radon

RSGD Recirculated saline groundwater discharge

SCOR Scientific Committee on Oceanic Research

SE South East

SF6 Sulphur hexafluoride

SFGD Submarine fresh groundwater discharge

SFGD Submarine fresh groundwater discharge

SGR Submarine groundwater recharge

SPE Submarine porewater exchange

TABI Thermal airborne broadband imager

TIR Thermal infrared

1 Introduction

Submarine Groundwater Discharge (SGD) has been known for many centuries. The

Roman geographer, Strabo (63 B.C.–21 A.D.) mentioned a submarine freshwater

spring 4 km from Latakia, Syria (Mediterranean) near the island of Aradus. Water

from this spring was collected from a boat, utilizing a lead funnel and leather tube,

and transported to the city as a source of freshwater (Kohout 1966). Sonrel (1868)

also reported discharge of freshwater from submarine springs, and stated risks of

using it to sailors because of water quality issues (Schluter et al. 2004; Kumar

et al. 2010; Xia et al. 2012).

SGD, which can be defined as subsurface exchange of water between land and

ocean, is a major component of the hydrological cycle and it is comprised of

terrestrial water mixed with seawater that has infiltrated into coastal aquifers

(Zektser and Loaiciga 1993; Moore 2010; Xin et al. 2014). Burnett et al. (2003)

defined SGD as “any and all flow of water on continental margins from the seabed

to the coastal ocean, regardless of fluid composition or driving force”. In other

words, SGD is the complementary portion of saltwater intrusion process, which is

defined as the invasion of seawater at the bottom of the aquifer due to density
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difference between fresh groundwater and seawater, causing contamination of

groundwater by salt (Johnson 2007).

Groundwater exchange between land and ocean takes place in two ways: as

groundwater discharge from land to ocean floor and/or seawater intrusion into

coastal aquifers (Zektser and Loaiciga 1993). The seawater intrusion into fresh

groundwater is very common at most of the coastal regions in the world that causes

salinization to the coastal groundwater (Ravindran and Ramanujam 2014). The

salinization of the existing groundwater can lead to a severe deterioration of the

quality of fresh groundwater (Oude Essink 2001). SGD has also been recognized as

an important pathway for trace elements and nutrient cycling into the ocean, which

further impacts the quality of ocean water (Santos 2008). In many areas, ground-

water has already been contaminated with a variety of pollutants such as heavy

metals, radio nuclides, and organic compounds (Burnett et al. 2006; Wilson and

Rocha 2013) which can lead to environmental degradation due to SGD inputs to the

coastal environments from those contaminated groundwater sources. According to

Wilson and Rocha (2013), despite the acknowledgement of its potential impact on

coastal ecosystem functioning, SGD remains a poorly understood and often

overlooked process when implementing coastal monitoring and management pro-

grams. In the past, SGD has been neglected significantly because of difficulties in

locating and quantifying it (UNESCO 2004). Recently, direct discharge of ground-

water into coastal zone has received increased attention; it is now recognized as the

process, which may represent a potentially important pathway for material transport

(Taniguchi et al. 2002).

Due to significant impact of SGD in coastal areas, estimation of SGD becomes

very important. However, since SGD is typically characterized by low specific flow

rates, detection and quantification of SGD is difficult. On the other hand, since SGD

occurs over very large areas, a significant quantities of total flux reaches to the

ocean, which can be detected or quantified precisely (Burnett et al. 2003).

In coastal environments, total water discharge into the ocean consists of surface

water discharge and SGD. In this chapter, the term SGD is used to represent all

direct discharge of subsurface fluids across the land–ocean interface (Fig. 12.1).

Submarine Porewater Exchange (SPE) occurs across the seabed by SGD and

Submarine Groundwater Recharge (SGR). The SGD rate was defined by Li

et al. (1999) as:

SGD ¼ SGDn þ SGDw þ SGDt ð12:1aÞ

where SGDn is net groundwater discharge, which essentially comes from aquifer

recharge, SGDw is outflow due to wave-setup-induced groundwater circulation and

SGDt is tidally driven oscillating flow. Later, Taniguchi et al. (2002) presented a

modified linear conceptual model to estimate SGD as:

SGD ¼ SFGD þ RSGD ð12:1bÞ
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where SFGD is submarine fresh groundwater discharge; RSGD is recirculated

saline groundwater discharge, which comprises a number of components that

may be defined as:

RSGD ¼ RSGDw þ RSGDt þ RSGDc ð12:2Þ

where RSGDw is recirculated water due to wave set-up, RSGDt is recirculated

water due to tidally driven oscillation, and RSGDc is recirculated water due to

convection (either density or thermal). Thus, total net SGD includes both net fresh

groundwater and a recirculated seawater discharge component (Taniguchi

et al. 2002). Recent investigations demonstrated that the interplay of different

coexisting forcing factors in controlling seawater circulation is not clear (Xin

et al. 2014). There are strong coupling of tide-induced and density gradient driven

seawater circulations and interactions between tide and wave induced circulations,

which are highly nonlinear (King et al. 2010; Xin et al. 2010; Kuan et al. 2012).

Therefore, these results challenge some widely used linear conceptual SGD models

(Xin et al. 2014), because the linear model does not consider the nonlinear inter-

actions among oceanic forcing factors at varying spatial and/or temporal scales

(Xin et al. 2015). Moreover, the transient behavior of the discharge under typically

nonstationary oceanic circulations is unknown and unaccounted for by the concep-

tual linear SGD model (Xin et al. 2014).

There are some other SGD driving forces (e.g., flow and topography induced

pressure, fluid shear, gas bubble upwelling, sediment compaction etc.), which are

not included in Fig. 12.1, but discussed in detail in Santos et al. (2012).

Fig. 12.1 SGD processes (not at scale). Arrows indicate fluid movement (Taniguchi et al. 2002)
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This chapter provides an overview of the methods used to quantify SGD to

coastal areas and also briefly discusses driving forces of groundwater flow through

coastal aquifers, mechanism of groundwater seawater interaction and some other

important issues that are necessary to understand the methods for quantifying SGD

in coastal areas. The main goal of this chapter is to provide an overview of the

applied methodologies to quantify SGD in coastal areas and allow researchers,

coastal zone managers and others to choose the appropriate methods in order to

meet their specific project requirements.

2 Significance of SGD to Coastal Processes and Ecosystems

Before 1965, researchers were mainly focused on the relationship between fresh

groundwater inflow to the sea and seawater intrusion into fresh groundwater in

coastal areas (Reilly and Goodman 1985). Johannes (1980) stated that “collectively

SGD deserves more attention than it has received from marine ecologists”. In

agreement with this, it is now recognized that SGD is an important pathway to

transport materials that includes pollutant if any present in SGD in coastal areas.

Miller and Ullman (2004) conducted an aerial thermal infrared imaging survey

along the southwestern margin of Delaware Bay and found evidence of abundant

discharge at Cape Henlopen. SGD has potential to create estuarine conditions near

the SGD locations, which can alter local benthic habitats and ecology. The move-

ment of water across the sediment/water interfaces is very important to the ecology

of aquatic habitats (Simmons 1992) because the groundwater might deliver con-

taminants to coastal waters. According to Barlow (2003), coastal groundwater

systems have been contaminated by numerous chemical pollutants, however, the

major concern is excessive nutrient loads, particularly due to nitrogen transport to

the coastal environments, which occurs as a consequence of activities such as

wastewater disposal from septic tanks and agricultural and urban use of pesticides

and fertilizers. Nutrients loading through SGD to coastal water is the most signif-

icant factor that alters the structure and function of coastal aquatic ecosystems.

Valiela et al. (1992) investigated several watersheds of Waquoit Bay in the state of

Massachusetts that differ in degree of urbanization and nutrient loading rates and

found groundwater flow was the major mechanism that transports nutrients to

coastal waters. One of the most common effects of large nutrients inputs to coastal

waters is the acceleration of eutrophication (Barlow 2003). Excess nutrients

increase algal biomass, loss or change of important local habitats, change in

biodiversity and reduce dissolved oxygen (Barlow 2003). One possible cause of

increment of harmful algal blooms is increased nutrient supply through SGD

(LaRoche et al. 1997; Hwang et al. 2005; Burnett et al. 2006). Increased macro

algal biomass dominates aquatic ecosystems, which cause significant changes to

coastal environments. Although SGD is considered to be lower than the total

freshwater discharge to the ocean, there is increasing evidence that nutrients and

other contaminants associated with SGD might play a significant role to coastal
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ecology than it could impact quantitatively (Valiela et al. 1992, 2002; Burnett

et al. 2003; Barlow 2003). This is particularly true in coastal areas where there is

high inputs of nutrients and other contaminants, from domestic, industrial, munic-

ipal, and agricultural practices to the groundwater, and topographically driven

groundwater flow to shallow upland streams is low (Hays and Ullman 2007).

3 Groundwater Flow at Coastal Zones

Global hydrological cycle along with the nature of hydraulics requires groundwater

flow from highlands towards the coastal zones. Freshwater originating from pre-

cipitation infiltrates through the soil profile to build up terrestrial hydraulic gradient

that forces groundwater flow towards the coastal ocean, which is a common coastal

process driven by a composite of climatologic, hydrogeologic, and oceanographic

factors. Land slope and groundwater hydraulic gradients towards the coast that

occur naturally as a result of both short and long term climatic conditions always

transport both surface and groundwater toward coastal zones. In coastal waters,

physical oceanographic processes such as wave set-up, tidal activities, and density-

driven circulation impact these hydraulic gradients intermittently and thus affect

rates of SGD. Although only fresh groundwater discharge has traditionally been

accounted for in numerical simulations of coastal water budgets, discharge of

recirculated saline groundwater may be equally important in terms of nutrient

transport across coastal zones.

Until the mid-1990s, it was generally thought that SGD rates were not large

enough to influence ocean water budgets. This thought might be due to the difficulty

in quantifying rates of SGD, because most SGD occurs as diffusive flow, rather than

discrete spring flow. However, there is a growing recognition that the submarine

discharge of fresh groundwater into coastal oceans is just as important as river

discharge in some areas of the coastal ocean. Due to growing ecological concerns

about SGD, there is considerable progress on SGD researches with particular

emphasis on how to quantify and trace the SGD, and to develop some forecasting

or predictive capability of SGD rates based on climatic and seasonal effects.

Increasing population density and intensifying agricultural activities in coastal

areas have caused transportation of nutrients and other contaminants into the

coastal environment from fertilizer use, industrial practices, and wastewater dis-

charge. SGD related scientific researches focus on how fluid flux across ocean floor

and recirculation through sediments affects elemental cycling at all scales. Exper-

iments that address more applied aspects of nutrient delivery can also yield infor-

mation that is valuable for developing a more general understanding of land-ocean

aquifer interactions. While previous focus of scientific researches was to examine

geologic control on coastal aquifers and groundwater discharge, recently the focus

has shifted towards investigation of land–sea exchange, ecosystems health, and

climate-change-related processes, as well as natural geohazards (Swarzenski

et al. 2004).
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3.1 Driving Equations of Groundwater Flow in Coastal
Zones

Driving forces of groundwater flow through coastal aquifers create a complex flow

regime with significant variability in space and time. The major driving forces are

terrestrial—hydraulic gradient, which are governed by both short and long term

climatic conditions and marine originated forces i.e., tidal pumping, wave set-up,

current-induced topographic flow, and convection. Figure 12.1 shows some typical

submarine groundwater discharge phenomena with fresh and salt—groundwater

recirculation mechanism at coastal zones.

A general three-dimensional groundwater flow continuity equation can be

derived by invoking Darcy’s law as:

∂ Kx
∂h
∂x

� �
∂x

þ
∂ Ky

∂h
∂y

� �
∂y

þ ∂ Kz
∂h
∂z

� �
∂z

2
4

3
5� Qext ¼ Ss

∂h
∂t

ð12:3Þ

where h is hydraulic head, Kx, Ky, and Kz are saturated hydraulic conductivities

[LT�1] in the x, y, and z directions, respectively, Qext is a volumetric source or

sink term [L3L�3T�1], and Ss is the specific storage [L
�1], defined as the volume

of water a unit volume of saturated aquifer releases from storage for unit decline

in hydraulic head (Todd 1980; Mays 2011). Equation 12.3 is the general three-

dimensional groundwater flow continuity equation. This equation is only valid for

constant density groundwater flow, however, in coastal boundary there is mixing

zone that includes both fresh and saltwater, which has variable density based on

salt concentration. Therefore, a new set of variable density groundwater flow

equation should be derived by introducing a state equation, which defines density

of water based on salt concentration and transforms saltwater heads into equiva-

lent freshwater heads.

3.1.1 Hydraulic Approaches to Saltwater Intrusion Process and SGD

Saltwater-freshwater systems in coastal aquifers can be conceptualized using two

basic hydraulic approaches depending on the relative thickness of the transition

zone between freshwater and saltwater. The first approach is the freshwater-

saltwater sharp interface approach (Henry 1959; Essaid 1990) and the second one

is the variable density approach with solute transport (or hydrodynamic dispersion).

The former approach ignores the mixing zone and considers the transition zone

negligible compared to aquifer thickness. In this approach, saltwater intrusion

phenomenon is modeled as a two-region fluid flow separated by a sharp interface.

However, hydrodynamic dispersion often causes a mixing zone across the interface

between saltwater and freshwater. If thickness of the mixing zone expands to a

considerable extent then the sharp interface approach may not be valid. In this case,
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the latter approach needs to be used to model the saltwater intrusion problem using

the density-dependent miscible flow and transport approaches. The latter approach

assumes a mixing or transition zone and a solute transport mechanism to model the

hydrodynamic dispersion process (Henry 1964; Pinder and Cooper 1970; Huyakorn

et al. 1987). It represents the physical system more realistically compared to the

sharp-interface approach. The appropriateness of either of these approaches and

their method of analysis depends on the characteristics of the aquifer system under

investigation and the problems of which solutions are being sought. The most

important issue in modeling saltwater intrusion problems is the proper conceptual-

ization of the hydrogeologic system and definition of boundary conditions. Volker

and Rushton (1982) compared steady state solutions using disperse and sharp

interface approaches and showed that as the coefficient of dispersion decreases

the solutions of those two approaches converge.

Sharp-Interface Approach: this approach takes into account the saltwater intru-

sion system caused by the dynamics of saltwater and freshwater in coastal areas. It

assumes saltwater and freshwater as immiscible fluids. The transition zone of two

liquids acts as a common boundary, where the saltwater and freshwater flow fields

are coupled through the interfacial boundary condition of continuity of flux and

pressure. The sharp interface approach does not provide information about the

nature of the interface zone, instead it simulates the regional flow dynamics of

the groundwater system and the response of the interface to applied stresses (Dogan

and Fares 2008).

Ghyben-Herzberg (Ghyben 1888; Herzberg 1901) relationship between saltwa-

ter and freshwater was given by Hubbert (1940) in which the steady state ground-

water flow conditions in both salt and freshwater zones are valid:

z ¼ ρf
ρs � ρf

hf � ρf
ρs � ρf

hs ð12:4Þ

where z is the elevation of a point on the interface at which head is measured [L], ρf
and ρs are fresh and saltwater densities [ML�3], respectively, hf and hs are the

freshwater and saltwater heads [L], respectively. Hubbert’s relation must hold true

at the interface to ensure the continuity of pressure field at the interface.

Groundwater flow systems for the freshwater region (bounded with the interface

and phreatic surface) with recharge and for the seawater region (bounded with the

interface and the impervious bottom) can be defined with the following equations

(Reilly 1993):

Sf
∂hf
∂t

þ∇ � q*f � Qf ¼ 0 ð12:5aÞ

Ss
∂hs
∂t

þ∇ � q*s � Qs ¼ 0 ð12:5bÞ
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where h is the head (L), t is time (T), q
*
is the specific discharge [LT�1] determined

by Darcy’s law for constant density fluid as q
* ¼ �K∇h, K is hydraulic conduc-

tivity [LT�1], S is the specific storage [L�1], Q is the source sink term [T�1],∇h is

the hydraulic gradient where∇ ¼ ∂
∂x iþ ∂

∂y jþ ∂
∂z k (where i, j, and k are unit vectors

in the x, y, and z directions), and subscripts f and s refer to freshwater and saltwater,

respectively. Equations 12.5a and 12.5b must be solved simultaneously for the

freshwater (hf) and saltwater heads (hs). Then the interface elevation at any x-y

location in the aquifer can be calculated using Eq. 12.4. From the definition of hf,

freshwater head along the bottom of the sea at the outflow face has to be greater

than zero to be able to discharge through sea bottom. Bear (1979) showed the

boundary conditions for the freshwater and seawater flow domains in terms of hf and
hs as seen in Fig. 12.2.

A stationary interface may be assumed for a steady flow condition to demon-

strate the shape of the interface and the relationship between freshwater flow to the

sea and the extent of seawater intrusion as seen in the Fig. 12.2 for both confined

and unconfined aquifers. Assuming horizontal bottom and constant thickness B for

a confined aquifer (Fig. 12.2a), let the origin x¼ 0 be located at the interface toe

(point G), the seaward freshwater flow at this point is denoted as Qo, which is the

difference between total aquifer replenishment and withdrawal. In the coastal strip

to the right of point G, Qo can be formulated as:

Qo ¼ �Kfb xð Þ∂h xð Þ
∂x

ð12:6Þ

By integrating Eq. 12.6 from x¼ 0 to L, the equation of the parabolic shape of

the interface is obtained. If freshwater flow region thickness set b(x)¼ 0 at x¼L

and head of freshwater hf ¼ Bþ dð Þ=δ with δ ¼ γf= γs � γfð Þ substituted into the

integration results then the following expression is obtained (Bear 1979):

Fig. 12.2 The shape of a stationary interface by the Dupuit- Ghyben- Herzberg approximation for

(a) confined aquifers and (b) unconfined aquifers (Bear 1979)
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QoL ¼ Khfo

2
δhfo � 2dð Þ þ Kd2

2δ
¼ K

2δ
B2 ð12:7Þ

This equation expresses the relationship among the length of the seawater

intrusion (L), freshwater component of SGD (Qo), and piezometric head hfo
above the toe. As freshwater component of SGD (Qo) increases, L decreases.

This means that the extent of seawater intrusion, L, is a decision variable in the

management of the coastal aquifer and it can be controlled by controlling SGD

(Qo), or alternatively by controlling the recharge and/or pumping in the coastal

aquifer strip.

For a phreatic aquifer (Fig. 12.2b) with uniform recharge N and assuming the

steady essentially horizontal flow in the aquifer with xð Þ ¼ δhf xð Þ, the continuity

relationship leads to:

Qo þ Nx ¼ �K bþ hfð Þ∂hf
∂x

¼ �K 1þ δð Þhf ∂hf∂x
ð12:8Þ

After integrating Eq. 12.8 at x¼L, hf ¼ 0 the following expression is obtained;

h2fo ¼
2QoLþ NL2

K 1þ δð Þ , or Qo ¼
KB2

2L

1þ δð Þ
δ2

� NL

2
, hfo ¼ B

δ
ð12:9Þ

Here again, the interface has a parabolic shape and there is a relationship

between L and SGD (Q0). By controlling freshwater head, hfo (i.e., by means of

artificial recharge), the water table may be lowered both landward and seaward of

the toe, without causing any additional seawater intrusion. Landward of the toe,

water levels may fluctuate as a result of some optimal management scheme. When

pumping takes place seaward of the toe, the interface there will rise and may

contaminate wells if their screened portion is not a sufficient distance above it.

Instead of hf ¼ 0 at x¼L, another more realistic boundary condition can be used

for the confined aquifer at x¼L, hf ¼ δQ
K

this will give the exact solution for the

depth of the interface as derived by Glover (1959), assuming the interface has a

parabolic shape. The same boundary condition with Q¼QfL¼ freshwater SGD can

be used as approximation for the phreatic aquifer; QfL is the difference between

total recharge and total pumping in the coastal aquifer strip. The length of the

freshwater outflow face (xo) in Fig. 12.3 can be estimated from the parabolic shape

of a steady interface, which is given by the following expression (Glover 1959):

z2 ¼ 2Qδx
K

þ Qδ
K

� �2

ð12:10Þ

and the corresponding shape for the water table is given by:
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h2f ¼
2Qx

K 1þ δð Þ ð12:11Þ

From Eqs. 12.10 and 12.11, it can be derived that when x¼ 0 the depth to the toe,

zo ¼ Qoδ=K and the length of the outflow face is xo ¼ Qoδ=2K when z¼ 0

(Fig. 12.3). For a steady flow and a vertical outflow face, Henry (1959) obtained

zo ¼ 0:741δQo=K. Equation 12.10 has the third term inside the bracket added to the

Gyhben-Herzberg model by Glover (1959) to account for the missing seepage face

that allows for the vertical components of flow and freshwater discharge into the sea

floor (Fetter 2001). Since the fresh-saltwater interface intercepts the water table at

the coastline in the Gyhben-Herzberg model it reduces to the following form of

Hubert’s equation:

z2 ¼ 2Qδx
K

ð12:12Þ

The Gyhben-Herzberg model, which does not allow for an outflow face, under-

estimates the depth to saltwater interface compared to the more exact solution by

Glover (1959). The difference becomes more significant closer to the shoreline,

especially at distances less than 20 m from the shoreline. On the other hand, Mays

(2011) argues that the water table profile does not change significantly between two

models.

In regional applications, the above approach has advantages because of its

relative simplicity, ease of development and use, and less intense data require-

ments, however its main disadvantage for practical purposes is that it cannot

evaluate chloride concentrations along the coastal aquifers. The sharp interface

boundary between fresh and saline water as described in the Gyhben-Herzberg

model and Glover’s solution does not occur in field condition. Instead, a brackish

transition zone of finite thickness separates the two flow zones. This zone develops

Fig. 12.3 Flow pattern along the saltwater freshwater interface in an unconfined coastal aquifer
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from dispersion by flow of freshwater plus the unsteady movement of the interface

by external influences such as tides, recharge variations, and pumping of wells. In

general, greater thicknesses of transition zones are found in highly permeable

coastal aquifers. Therefore, variable density flow approach should be employed to

obtain chloride concentration along the interface.

Variable-Density and Dispersion Approach: in reality and as described earlier,

the region between the freshwater and saltwater zones is not a sharp interface,

instead it is the zone of diffusion or dispersion, or the zone of mixing. Unlike the

sharp interface approach, this approach assumes saltwater and freshwater as mis-

cible fluids. Water in this approach transports a solute (salt) that influences its

density and viscosity; therefore, partial differential equations governing the ground-

water flow system are used to simulate variable density flow and solute transport

with a relationship defining the density as a function of solute concentration. Thus,

this approach requires coupling density-dependent groundwater flow and solute

transport equations. In this approach, the flow field is modeled using single fluid

with variable density, which is a function of concentration and pressure.

The mass balance equation for variable density fluid can be derived by combin-

ing the continuity equation, in which the storage term is written as a function of

change in pressure and concentration with pressure based density-dependent form

of Darcy’s law as follows (Voss 1984):

ρSop
� �∂P

∂t
þ n

∂ρ
∂t

∂C
∂t

� �
¼ þ∇

ρk
μ

� �
� ∇Pþ ρg∇zð Þ

� 	
þ Q ð12:13Þ

where ρ is fluid density [ML�3], Sop is specific pressure storage [LT2M�1], n is

porosity, C is mass based solute concentration [MM�1], t is time [T], k is intrinsic

permeability of the solid matrix [L2], μ is the fluid viscosity [ML�1T�1], P is the

pressure applied on the fluid [ML�1T�2], g is the gravitational acceleration [LT�2],

z is the upward coordinate direction [L], and Q is fluid mass source [ML�3T�1];

The mass balance for a solute stored in solution can be expressed as:

∂ nρCð Þ
∂t

¼ ∇ nρD �∇C½ � �∇ nρCð Þ þ QC* ð12:14Þ

where D is the dispersion tensor, which also includes molecular diffusivity of

solutes [L2T�1], v is the fluid velocity (which is the specific discharge, q, divided

by porosity, n) [LT�1], and C* is the solute concentration of fluid sources [MM�1].

Since there are three unknowns (P, C, and ρ) and two equations; i.e., flow

(Eq. 12.13) and transport (Eq. 12.14) equations, another equation is needed to

solve the problem. Voss and Provost (2002) provided an equation of state that

relates density to concentration:
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ρ ¼ ρ Cð Þ ¼ ρo þ
∂ρ
∂C

C� C0ð Þ ð12:15Þ

where ρo [ML�3] is reference fluid density at reference solute concentration Co [Ms

M�1]. Usually, Co¼ 0, and the reference density is taken as that of freshwater.

∂ρ/∂C gives the change of the density with the change of concentration as a

constant value.

The advantage of the variable density method is that the response of the system

to stresses influencing the thicknesses of the transition zone can be analyzed and

understood more realistically. This method represents the actual physical system

more accurately than the sharp interface approach (Dogan and Fares 2008).

Langevin and Guo (2006) presented an alternative methodology to couple

“constant-density groundwater flow code” with “solute transport code” to simulate

variable-density groundwater flow and solute transport using equivalent freshwater

head concept. In this concept, density effects can be converted into equivalent

freshwater heads so that the density dependent flow model turns into a constant-

density flow model. In this approach, all saltwater heads are converted to the

equivalent freshwater heads that exert the same pressure applied by saltwater at

that given point. Weiss (1982) was one of the first to reformulate the groundwater

flow equation in equivalent freshwater head form. Following this approach,

Langevin et al. (2003) coupled MODFLOW (McDonald and Harbaugh 1988;

Harbaugh et al. 2000), and MT3DMS (Zheng and Wang 1999), on a platform

called SEAWAT computer program (Guo and Langevin 2002). Langevin

et al. (2003) reformulated the flow equation in terms of freshwater heads to be

able to use MODFLOW’s flow equation routines. The equivalent freshwater head

formulation leads to a system of variable density flow equations that can be solved

relatively easily using the existing constant density groundwater flow equations in

MODFLOW. SGD can easily be identified from boundary flux values calculated by

SEAWAT at ocean aquifer interface.

3.2 Effects of Groundwater Use on SGD

Main supply of freshwater in coastal areas is generally obtained from groundwater

pumping from coastal aquifers. Excessive groundwater use in coastal areas may

lead to saltwater intrusion. Groundwater development depletes the amount of

groundwater in storage and causes reductions in groundwater discharge to streams,

wetlands, and coastal estuaries and lowered water levels in ponds and lakes.

Increased level of saltwater concentration in groundwater resources has resulted

in degradation of some drinking and irrigation water supplies. Overuse and the

proximity of production wells to ocean boundary create some problems with

respect to groundwater sustainability in coastal regions. These problems are
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primarily those of saltwater intrusion into freshwater aquifers and changes in the

amount and quality of fresh groundwater discharge to coastal saltwater ecosystems.

The natural balance between freshwater and saltwater in coastal aquifers is

disturbed by groundwater withdrawals and other human activities, i.e., irrigation,

deforestation, land use/land cover change etc., that lower groundwater levels,

reduce fresh SGD to coastal waters, and ultimately cause intrusion of saltwater

into coastal aquifers. Although groundwater pumping is the primary cause of

saltwater intrusion, other hydraulic stresses that reduce freshwater flow in coastal

aquifers, such as lowered rates of groundwater recharge in urbanized areas could

also lead to saltwater intrusion, but the impact of such stresses on saltwater

intrusion is estimated to be smaller than that of pumping and land drainage (Barlow

2003). If excessive groundwater pumping at coastal aquifers creates deep cone of

drawdown that may eventually cause whether saltwater upcoming or reverse

direction of groundwater flow from ocean towards the production wells so that

the SGD flow rates and characteristics of flow (i.e., amount of fresh and saltwater

components and directions) will change.

3.3 Precipitation and SGD Relationship

Precipitation is the primary source of recharge to the aquifer. Snow recharges the

aquifers more efficiently than rainfall because melting rate of snow is generally

much slower than rate of rainfall that results in more infiltration and less runoff.

Rate of precipitation determines the amount of infiltration and surface runoff.

Thickness of the unsaturated zone plays an important role in timing and the amount

of recharge to aquifers. The value of the maximum possible infiltration rate

asymptotically approaches to the value of the saturated hydraulic conductivity of

the unsaturated zone. Therefore the relationship between the recharge and precip-

itation depends on hydrogeological characteristics of the unsaturated zone, the rate

and temporal distribution of the precipitation, and the form of precipitation, i.e.,

snow or rainfall. The larger the amount of precipitation, the more freshwater SGD

rate will be. Effective precipitation that contributes to the recharge causes the water

table to rise quickly in shallow unconfined aquifers as more pores of the soil media

get saturated. That creates steeper hydraulic gradient in phreatic surface towards the

ocean, which in turn, intensifies the freshwater SGD rates towards the ocean until

the water table gradient reaches at new equilibrium. Therefore, characteristics of

precipitation (amount, frequency, intensity, duration, type) together with the soil

characteristics determine groundwater recharge and consequently SGD rates at

coastal zones.
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3.4 Effects of Stream Flow at Coastal Zones on SGD

Important component of the hydrologic system at coastal zones are rivers or

streams. The hydraulic connection between groundwater and streams allows

water to move freely between surface water and groundwater systems. Streams,

depending on its relative position to the aquifer hydraulic heads, may drain or

recharge the aquifer such that if the piezometric level in the aquifer is higher than

the water level of the stream, groundwater moves toward the stream; where as if the

water level in the stream is higher than the piezometric level of the aquifer then the

water in the stream recharges the aquifer. In coastal regions, generally, the topog-

raphy is relatively flat and water levels in streams are higher than groundwater

levels in wet seasons, and lower than groundwater levels in dry seasons. When

water level in the stream is higher, consequently the freshwater SGD rates will also

be higher. Nonetheless, the total amount of freshwater discharge to the ocean both

from streams and aquifer would be more or less same regardless of the existence of

stream under similar recharge conditions because the SGD rates are strongly

correlated with the amount of recharge. Stream collects some of its water from

surface runoff and some portion from subsurface flow and small amount from

groundwater discharge. Eventually all the effective precipitation, after evapotrans-

piration demand is satisfied, will reach to ocean whether through the stream flow or

through the aquifer discharge as part of the SGD. The length of coastline, where

SGD occurs, is considerably long when compared to the length of the stream

recharging the groundwater at coastal aquifers. Therefore, SGD will stay as a

prominent discharge process whether rivers or streams are present or not.

Effects of drainage canals in Florida resemble river’s mechanism on SGD, as an

example the one in Figs. 12.4 and 12.5 (Barlow 2003). Saltwater intrusion in

Florida has been caused by the construction of drainage canals in addition to

groundwater withdrawals for water supply. Since 1946, control structures have

been placed on the canals to prevent inland migration of seawater, as well as to

provide flood protection and artificial recharge to the aquifer. During the wet

season, the gates are opened to lower water levels and discharge excess surface

and groundwater to the ocean to prevent flooding. During the dry season, the gates

Fig. 12.4 The freshwater-saltwater interface was nearly stable before coastal canals were built

(left). Uncontrolled tidal canals caused saltwater intrusion by lowering freshwater levels and

providing open channels to the sea (right) (Barlow 2003)

12 Contemporary Methods for Quantifying Submarine Groundwater Discharge. . . 341



are closed to raise canal stages above groundwater levels near the coast, inducing

water to seep from the canals into the aquifer and retarding saltwater intrusion.

Figures 12.4 and 12.5 summarize the effects of controlled and uncontrolled coastal

region drainage canals on saltwater intrusion.

4 Current Challenges in Identifying and Quantifying SGD

Exchange of groundwater between land and ocean is a major component of the

global hydrologic cycle (Moore 2010), and groundwater circulation is perhaps the

most difficult to identify and quantify among the components of the global hydro-

logic cycle (Zektser and Loaiciga 1993) because groundwater monitoring is not

only difficult and challenging but also it is very expensive to implement (Loaiciga

1989). In addition, SGD has significant spatial and temporal variability

(Li et al. 2009) in its rates of flux and storage in the subsurface environment,

which extends from the ground surface to several kilometers deep in the earth’s
crust (Keller and Loaiciga 1991).

Discharge from the rivers and streams are visible, therefore, their contributions

to the oceans are easily quantifiable. On the other hand, SGD occurs as springs and

seeps on continental margins, usually at or below the water surface of oceans. SGD

per unit length of coastline could be very significant as a discharge process, because

the length of coastline where SGD occurs is large, and will occur whether or not

rivers or streams are present (Taniguchi et al. 2002). Either way, since SGD flows

below the ground surface and it is not visible, it is difficult to measure and

identify it.

Moreover, the diffuse nature of SGD with significant temporal and spatial

variability renders the identification, measurement, and assessment of SGD partic-

ularly more challenging and complicated. According to Burnett et al. (2003), SGD

is characterized by low specific flow rates that make identification and quantifica-

tion very difficult and challenging. However, since SGD flow occurs over very

Fig. 12.5 An uncontrolled canal that extended into an area of heavy pumping could convey

saltwater inland to contaminate freshwater supplies (left). In contrast, a controlled canal provides a
perennial supply of freshwater from up-gradient areas to prevent saltwater intrusion and to

recharge a well field (right) (Barlow 2003)
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large areas, the total flux is significant to measure and identify. Identification and

measurement were more challenging when the researchers were not certain whether

or not recirculated seawater should be included into SGD. For example, Younger

(1996) and recently Taniguchi et al. (2002) said that SGD with or without recirculated

seawater is ambiguous in the literature and this ambiguity could lead to serious

misunderstandings when comparing SGD with other freshwater discharges.

SGD has been neglected scientifically because of the difficulty in identifying and

measuring these features and the reason that SGD has not been quantified in terms

of the global water and material cycle on the earth (Taniguchi et al. 2002).

Since the identification and measurement of SGD is challenging and compli-

cated, the number of SGD observations is very limited on a global scale. According

to Taniguchi et al. (2002), many SGD measurements had been made in karst areas,

where the hydraulic conductivity of the aquifers is large and thus significant

amounts of groundwater discharge are expected under reasonable hydraulic gradi-

ents. They further concluded that the wide areas of the world (South America,

Africa, and southern Asia) have little to no SGD assessments at all.

There are many direct and indirect indicators such as its color, temperature,

salinity anomalies and growth of vegetation at coastal zones, which can help to

detect possible SGD. However, accurate measurement of SGD can still be chal-

lenging as many uncertainties are associated with SGD flow.

5 Methods of Detecting and Quantifying SGD

Recently, several methods have been used to detect and quantify SGD. Zektzer

et al. (1973) classified the methods into two large groups: study based on coastal

drainage area and sea. Bokuniewicz et al. (2004) discussed three basic approaches;

traditional measurements of hydraulic head and permeability, water budget estima-

tion, and use of geochemical tracers to measure SGD. Burnett et al. (2001) listed

three basic approaches to assess SGD; modeling, direct measurement, and tracer

techniques. They further elaborated that there are several modeling approaches,

however, the direct measurement is restricted to seepage meters whereas tracing

techniques make use of either natural geochemical species or artificial tracers.

Smith et al. (2003) and Smith and Nield (2003) quantified SGD in two ways; by

inference from inshore water balance considerations and direct and indirect field

measurements. Moore (2010) had presented the following methods to assess and

measure SGD:

1. Thermal images to detect SGD

2. Electromagnetic techniques to discern subsurface porosity and/or pore water

salinity

3. Seepage meters to directly measure discharge

4. Tracer techniques to integrate SGD signals on a regional scale

5. Groundwater flow modeling

12 Contemporary Methods for Quantifying Submarine Groundwater Discharge. . . 343



On the other hand, Burnett et al. (2006) conducted a literature review and

applied the following methods to detect and quantify SGD to five different coastal

locations in the world:

1. Seepage meters

2. Piezometers

3. Natural and artificial tracers

4. Water balance approaches

5. Hydrograph separation techniques

6. Theoretical analysis and numerical simulations

7. Isotopic analyses

8. Radon and radium isotopes

The purpose of this chapter is not to cover all the methods that have used to

detect and quantify SGD, instead to include brief descriptions of the most important

methods that can be used to detect and quantify SGD as accurate as possible.

5.1 Local-Scale In Situ Approaches

5.1.1 Direct Measurements-Seepage Meter

In 1977, Lee (1977) designed and developed an inexpensive instrument to measure

the movement of water between lakes and estuaries, which is named as manual

seepage meter and has been used by many researchers including Bokuniewicz

et al. (2004, 2008), Smith et al. (2003) and others to measure SGD. A simple

seepage meter consists of 0.25 m2 benthic chambers with a small plastic bag

attached to a port on the top to collect SGD (Lee 1977; Moore 2010). In the

beginning, the plastic bag was partially filled with seawater and volume change

in the bag was measured as flux of water out of or into the sediment. A direct

measurement, such as use of seepage meter, can be a good method to measure SGD,

however, investigators rarely attempted to measure it using direct approach because

they believe that this approach would require excessive investment of time and

equipment (Lee 1977). Burnett et al. (2006) and Smith et al. (2003) supported this

fact by stating “Perhaps the most serious disadvantage for coastal zone studies is

that manual seepage meters are very labor intensive.”

The major limitations of SGD studies using seepage meters are: many seepage

meters are needed to capture natural spatial and temporal variability of SGD flow

rates; the resistance of the used tube and bag should be minimized to the degree

possible to prevent artifacts; collection bag cover might reduce the effects of

surface water movements due to wave, current or stream flow activity; initially

the collection bag should contain a measured volume of water, which can help to

determine positive and negative seepage (Burnett et al. 2006 and others). In

addition, caution is required in using seepage meters during rough conditions
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when they may be biased by currents and waves (Moore 2010; Cable et al. 2006;

Shinn et al. 2003). However, seepage meters have the advantage of allowing direct

measurement of groundwater discharge.

Later, with the rapid advancement of technology, many researchers (Sayles and

Dickinson 1990; Taniguchi and Fukuo 1993; Krupa et al. 1998) developed auto-

mated seepage meters. The one developed by Taniguchi and Fukuo (1993), known

as Taniguchi-type or heat-pulse type is based on the travel time of a heat pulse down

a narrow tube (Fig. 12.6). This meter uses thermistors in a column positioned above

an inverted funnel covering a known area of sediment. The system measures travel

PVC tube

acrylic
 tube

aluminium pipe
nichrome line 

water

water

water

TH0

TH2
TH3

TH1

TH : Thermistor

recorder
&

timer

surface

heat insulator

bottom

iron tunnel

seepage water

Fig. 12.6 Taniguchi-type or heat-pulse type seepage meter (Burnett et al. 2006)
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time of a heat pulse generated within the column by a Nichrome wire induction

heater, which is a function of the advective velocity of water flowing through the

column. This meter can measure seepage at 5 min intervals (Burnett et al. 2006).

Taniguchi and Iwakawa (2001) developed a continuous heat type automated

seepage meter, which is designed to measure temperature gradient of the water

flowing between the downstream and upstream sensors in a flow tube of 1.3 cm

diameter (Burnett et al. 2006). The temperature difference between two sensors is at

its maximum in the absence of water flow and gradually decreases with increasing

water flow velocity. Some other similar types of seepage meters were also devel-

oped, such as dye-dilution seepage meter at Woods Hole Oceanographic Institution

that involves the injection of a colored dye into a mixing chamber attached to a

seepage meter and the subsequent measurement of the dye absorbance in the mixing

chamber over time. Typically, dye is injected every hour into a mixing chamber of

known volume (usually 0.5 L), and the absorbance is recorded every 5 min. The rate

at which the dye is diluted by the inflowing seepage water is used to calculate the

flow-rate (Burnett et al. 2006). Paulsen et al. (2001) used to evaluate seepage flow

based on ultrasonic measurements. The benthic chamber uses a commercially

available acoustic flow meter to monitor SGD. Since the speed of sound depends

on salinity, the same sensor output can be used to continuously calculate the salinity

of SGD as well as the flow rates (Burnett et al. 2006). Rosenberry and Morin (2004)

used an electromagnetic flow meter that calculates fluid velocity by measuring the

voltage that is induced as it passes through an electromagnetic field. The flow meter

uses Faraday’s law of electromagnetic induction to measure the flow process. This

is one of the simplest autonomous meters developed to date that simply requires

off-the-shelf “upgrades” to the Lee-type meter (Zektser et al. 2007) and accurately

measure SGD with no moving parts.

5.1.2 Hydrologic

There are two hydrologic approaches to estimate SGD: application of Darcy’s law
and the water mass balance method (Mulligan and Charette 2009). Darcy’s law

calculation uses two approaches; piezometer and flow nets methods. Piezometer

method of estimating SGD uses multilevel piezometer nests that measure the

groundwater potential in sediment at various depths. Using the known or measured

hydraulic conductivity of the coastal aquifer, the SGD can be estimated using well

known Darcy’s equation (q
* ¼ �K∇h, where K is hydraulic conductivity,∇h is the

hydraulic gradient). This method is simple to install and monitor, however, the

accuracy of the SGD measurements entirely depends on the accurate estimation of

the hydraulic conductivity of the aquifer. Therefore, piezometer nests are often used

in conjunction with seepage meters to estimate the hydraulic conductivity from

observed seepage rates and the hydraulic gradient using Darcy’s equation

(Taniguchi et al. 2003).
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The flow nets have been used to estimate direct SGD to oceans, however, this

method is used to get preliminary estimates of SGD. In this method, a flow-net is

plotted using stream lines forming imaginary stream tubes and equipotential lines

perpendicular to the stream lines to form approximately squares. Then SDG can be

calculated using the following equation:

q ¼ K*p*dh*
b

n
ð12:16Þ

where K is hydraulic conductivity, p is number of stream tubes in the flow net, dh is

change in hydraulic head between two equipotential lines, b is thickness of the

coastal aquifer perpendicular to the plane, and n is number of equipotential head

drops in the flow net (Loaiciga and Zektser 2001).

The mass balance approach to estimate SGD requires all inputs and outputs of

water flow, except SGD, through an imaginary control volume of the coastal

aquifer. Assuming a steady-state condition over a specified time frame, the SGD

rate is calculated as the difference between all inputs and outputs. Implementing

this approach can be quite simple or can result in complex field works, but the

quality of the data obviously affect the level of uncertainty. Even with extensive

field sampling, accurate water budgets are seldom known with certainty and so

should be used with precaution. Furthermore, the mass balance approach is not

appropriate if the spatial and temporal variability of SGD is needed for a particular

study (Mulligan and Charette 2009).

5.2 Medium-Scale Approaches

5.2.1 Chemical Tracers

A common approach for quantifying SGD to the coastal ocean is to use geochem-

ical tracers that are naturally enriched in groundwater relative to seawater and that

their chemistry is well-understood within the marine environment (Zektser

et al. 2007). There are two types of tracers; natural geochemical tracers and artificial

tracers that are frequently used to measure SGD. However, natural tracers have

been much more widely used in SGD studies than artificial tracers (Burnett

et al. 2006; Knee and Paytan 2011). Natural tracers, other than temperature, include

salinity, silica, barium, methane, radon (e.g., 222Rn) and the element radium, which

has four naturally occurring isotopes, such as 223Ra, 224Ra, 226Ra, and 228Ra, are

highly concentrated in the discharging groundwater relative to a coastal ocean to

provide a detectable signal (Wilson and Rocha 2013).

Johannes (1980) used salinity as a groundwater tracer and found that salinity

changes can be measured accurately to determine the fraction of observed changes

in concentration of dissolved substances due to SGD. However, groundwater

discharge to the coastal ocean may not be accompanied by a discernible freshening
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of receiving coastal waters. In fact, SGD may include a major portion of

recirculated seawater and the effects of dilution, for example, may overshadow

its nature as a tracer. Additionally, observed salinity differences could be the result

of other freshwater inputs to the marine environment such as surface water dis-

charge (Wilson and Rocha 2013).

In river water, Ra strongly adsorbs to particles whereas in seawater it primarily

dissolves due to presence of salt. This difference in chemical behavior is due to a

change in the adsorption coefficient of Ra between freshwater and saltwater.

Moore (2000) found more 226Ra in the coastal waters than it could be supported

by desorption from river-borne sediment. Rn and Ra quartet originate from the

decay of uranium and thorium radioisotopes that are present in most rocks.

According to Wilson and Rocha (2013), 222Rn is an ideal tracer of SGD, as it

behaves conservatively (as a noble gas), and is relatively easy to measure. In

addition, its concentration in groundwater is several orders of magnitude higher

than in seawater and its half-life of 3.82 days is comparable with the scale of coastal

circulation (Cable et al. 1997; Dulaiova et al. 2008; Stieglitz et al. 2010).

Mostly, Radium concentrations show a distinct gradient being highest in the

near-shore waters. By using an estimate of the residence time of these near-shore

waters on the shelf and assuming steady-state conditions, one can calculate offshore

flux of excess 226Ra. If this flux is supported by SGD along the coast, then the SGD

can be estimated by dividing radium flux by estimated 226Ra activity of groundwa-

ter. A convenient enhancement to this approach is that one may use the short-lived

radium isotopes, 223Ra and 224Ra, to assess the water residence time (Moore 2000;

Burnett et al. 2006).

Groundwater discharge rates into the ocean can be determined with isotopes of

radium and radon using a steady-state mass balance approach with the exception

that atmospheric evasion must be taken into consideration (Zektser et al. 2007;

Burnett et al. 2006). To close the mass balance, sources and sinks within the study

area must be well known. The principal loss mechanisms are radioactive decay,

advection, and dispersion by coastal currents, and for radon only, air-sea gas

exchange. If inventory of 222Rn is monitored over time by making allowances for

losses due to atmospheric evasion and mixing with lower concentration water

offshore, any changes observed can be converted to fluxes by a mass balance

approach. Although changing radon concentrations in coastal waters could be in

response to a number of processes, advective transport of groundwater (pore water)

through sediment of Rn-rich solutions is often the dominant process. Thus, if one

can measure or estimate the radon concentration in the advecting fluids, the 222Rn

fluxes may be easily converted to water fluxes, which requires source of ground-

water. This is generally determined through direct measurements of groundwater

samples collected from terrestrial wells (Zektser et al. 2007; Burnett et al. 2006).

Although radon and radium isotopes are very useful for assessment of SGD, they

both clearly have some limitations. Radium isotopes, for example, may not be

enriched in freshwater discharges such as from submarine springs, whereas Rn is

subject to exchange with the atmosphere, which may be difficult to model under

some circumstances (e.g., sudden large changes in wind speeds, waves breaking
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along a shoreline). The best solution may be to use a combination of tracers to avoid

these pitfalls (Burnett et al. 2006).

Methane (CH4) is another useful geochemical tracer used to detect SGD. Both
222Rn and CH4 were used to evaluate SGD in northeastern Gulf of Mexico (Cable

et al. (1996)). The linear relationships between tracer inventories and measured

seepage fluxes were found statistically significant. Cable et al. (1996) found that

inventories of 222Rn and CH4 in the coastal waters varied directly with ground-

water seepage rates and had a positive relationship (Burnett et al. 2006). The

isotopes of helium (3He and 4He) were also used to detect SGD. A small flux of

relatively old groundwater can be easily traced with helium (Zektser et al. 2007).

For example, Top et al. (2001) used helium to quantify SGD in Florida Bay.

There are several other natural radioactive (3H, 14C,U, etc.) and stable (2H, 13C,
15N, 18O, 87/88Sr, etc.) isotopes and some artificial tracers (e.g., SF6,

131I, 32P,

fluorescein dye, and Chlorofluorocarbons (CFCs)) have been used for conducting

SGD investigations, tracing water masses, and calculating the age of groundwater

(Burnett et al. 2006; Knee and Paytan 2011). For example, Sulphur hexafluoride

(SF6) has been used successfully as a tracer in ocean-scale mixing experiments,

demonstrating the volume of water that can be tagged with this tracer (Ledwell

et al. 1993; Zektser et al. 2007). Reilly et al. (1994) used CFCs to calculate the

recharge age of shallow groundwater and estimate the rate of groundwater move-

ment. Although various tracers have been used successfully to identify SGD to

estuarine and coastal zones, tracers may include negative environmental impacts

due to the introduction of contaminants. Since SGD is spatially and temporally

variable, tracers are particularly useful for integrating SGD on a larger, more

synoptic time and space scales (Kim et al. 2011; Schubert et al. 2014).

5.3 Modeling Approaches

Modeling of groundwater flow that includes SGD estimate has become more

common with the availability of computer based modeling packages. A simple

water balance calculation can be useful in some situations to estimate SGD,

whereas in some situations, more sophisticated hydrologic or hydrogeologic or

numerical models can accurately estimate SGD. However, lack of data of hydrau-

lic conductivity of aquifer materials over the range of scales can affect model

results. Also, inconsistencies between modeling and direct measurement

approaches may arise because different components of SGD are being evaluated

or models do not include transient terrestrial (e.g., recharge cycles) or marine

processes (e.g., tidal pumping, wave set up, storms, thermal gradients, seasonal

sea level changes) that drive part or all of the SGD (Moore 2010). Nevertheless, a

simple water balance approach, hydrologic/hydrogeologic modeling and numer-

ical simulations, and hydrograph separation techniques are frequently used to

identify and estimate SGD.
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Water Balance Approach: Water balance approach depends on quantity of inputs

(e.g., precipitation) and quantities of outputs (e.g., evapotranspiration, surface

runoff, groundwater discharge, and change in storage) from the hydrological

system (Knee and Paytan 2011). Generally, change in storage is assumed to be

negligible when longer time periods (i.e., annual average rates) are considered for

calculation purpose. Therefore, a water balance equation can be used to estimate

fresh SGD. This method requires precise measurements of precipitation, evapo-

transpiration, surface runoff etc. to estimate SGD. However, this method is only

suitable for fresh SGD component and does not address recirculated seawater,

which is most likely an important source for nutrients and other chemicals.

Although this method is relatively simple, it is often imprecise for SGD estimations

because uncertainties associated with values used in the calculations are often of the

same order of magnitude as the SGD being evaluated (Burnett et al. 2006;

Dzhamalov 1996). In addition, water balance approach is generally applicable on

a basin or larger scale, and it may not work well in situations where watershed

boundaries do not correspond with groundwater recharge zones (Knee and Paytan

2011).

Hydrologic Modeling and Numerical Simulations: Hydrogeologic modeling

using numerical simulations can be used to estimate the net SGD (Knee and Paytan

2011). The modeling approach is not only used to determine current SGD rate, but

also used to predict future SGD rates for different hydrologic conditions.

MODFLOW is commonly used numerical model to estimate freshwater component

of SGD. Some studies have also used SEAWAT model, which unlike MODFLOW,

allows modeling of variable-density groundwater flow to simulate seawater intru-

sion that would be expected within the subterranean estuary (Knee and Paytan

2011). SEAWAT can be used to calculate both salt and freshwater components of

SGD successfully.

Although numerical models are widely used for analysis of basin-scale ground-

water hydrology, they have some limitations. For example, aquifer systems are

usually heterogeneous, and it is difficult to obtain sufficient representative values,

such as hydraulic conductivity, hydraulic head, porosity and boundary conditions to

adequately characterize this heterogeneity. All these parameters can vary consid-

erably both in space and time. Hydraulic conductivity often varies over several

orders of magnitude within short distances. Spatial and temporal variations for

boundary conditions are also required for hydrological modeling, but this informa-

tion is often hampered by our ability to acquire adequate field data within the time

frame of a typical study (Burnett et al. 2006; Knee and Paytan 2011). In compar-

ison, hydrologic modeling approach is very similar to water balance approach,

which is best suited to regional or basin scale studies, but model could not capture

variability of SGD at fine scale.

Hydrograph Separation Techniques: Integrated hydrological and

hydrogeological method consists of using the procedure of separating the

hydrograph of river runoff for a long-term period to determine SGD within coastal

zone (Dzhamalov 1996; Zektser et al. 2007). Hydrograph separation technique is

based on the assumption that the amount of fresh groundwater entering into streams
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can be estimated using hydrograph separation, which can be extrapolated by

graphical or analytical means to coastal zone to estimate SGD (Burnett

et al. 2006). River runoff hydrograph separation is widely used to calculate ground-

water discharge from aquifers hydraulically connected with rivers. The technique is

based on distinguishing baseflow component of river discharge during wet seasons.

During dry seasons, groundwater discharge is assumed to be equal to the river

discharge. The use of hydrograph separation of the total river runoff is mainly used

for relatively small river basins under natural conditions (Zektser et al. 2007).

Generally, two approaches are used to separate the hydrograph for estimating the

fresh groundwater flow component. The first method is simply to assign a base flow

according to the shape of the hydrograph. This technique can be performed in several

ways including the unit hydrograph method (Bouwer 1978; Zektzer et al. 1973;

Burnett et al. 2006). This technique for large scale SGD estimates applies only to

coastal areas with well-developed stream networks and to zones of relatively shallow,

mainly freshwater aquifers (Taniguchi et al. 2003; Burnett et al. 2006). The second

method uses geochemical tracers for hydrograph separation. Usually, water and

geochemical mass balances in a river are calculated as follows:

DT ¼ DS þ DG ð12:17Þ
CTDT ¼ CSDS þ CGDG ð12:18Þ

where D and C are discharge rate and geochemical concentrations, respectively,

and subscripts T, S, and G represent the total, surface water and groundwater

components. The two unknown values of DS and DG in Eqs. (12.17) and (12.18)

can be solved using measured DT, CT, CS, and CG .

Similar to water balance approach and hydrological modeling and numerical

simulation techniques, this technique also has same order of uncertainties. In

addition, this technique excludes the groundwater discharge downstream of the

gauging station because gauging stations for measuring river discharge are always

located some finite distance upstream from the coast (Buddemeier 1996; Taniguchi

et al. 2003; Burnett et al. 2006).

5.4 Large-Scale Spatial and Remote Sensing approaches

Remote sensing approach can be a good and an economical method for studying

large-scale SGD study. Large-scale aerial photographs make it possible to study

peculiarities of geologic and geomorphologic structure of the coastal sea and land

in detail, and to single out faults and intensively fissured zones, where large

submarine springs are usually confined. Change in seawater color or transparency

caused by submarine springs can be identified from aerial photographs or satellite

image (Zektser et al. 2007). While this technique is quite useful for identifying

spatial discharge patterns, it has not yet been applied to estimating flow rates

(Mulligan and Charette 2009).
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There is substantial scope for further development and expansion of potential

uses of additional available remote sensing datasets for SGD studies. Several

studies have demonstrated that remote sensing can be used to detect SGD and

map water quality parameters such as temperature, turbidity, particulate matter

concentration (PMC), chlorophyll-a, and total suspended solids. These parameters

can be derived from satellite images and can be used to further characterize the

areas to identify SGD hot spots to expose the link between SGD and nutrient

enrichment (Wilson and Rocha 2013).

5.4.1 Spatial Analysis

Geographical Information System (GIS) is a tool, which can store, display, analyze

and generate spatial maps as vector and raster formats, and their attribute tables as

data base or resultant reports. GIS tool has capabilities to integrate or overlay most

of existing submarine and landscape features such as soil, geology, river, spring,

lake, recharge area, well, seas, man-made features etc. which can help the

researchers to detect and quantify SGD. GIS has many spatial analysis tools that

can be used to extract information from spatial layers to identify SGD features

(Zektser et al. 2007).

A GIS model can be used to estimate spatial distribution of coastal groundwater

discharge and associated nitrogen loading to coastal waters. GIS model, however,

requires numerous spatial data layers such as soil, land use, hydraulic conductivi-

ties, and hydraulic gradients. Hydraulic conductivities and hydraulic gradients can

be used to calculate coastal groundwater discharge whereas land use and discharge

patterns can be used to calculate contamination flux potential (Gallagher

et al. 2001). GIS can be an alternative method of water balance approach and

numerical simulation to estimate SGD. Gallagher et al. (2001) conducted a study to

evaluate GIS-based approach to identify SGD and associated nitrogen loading at

coastal waters of the southern Delmarva Peninsula, the Eastern Shore of Virginia.

They found that the GIS-based approach was useful to predict SGD and associated

nitrogen loading at large scale, however, this approach also had some significant

limitations such as the need for reliable spatial data, and challenge to obtain high

resolution data for hydraulic conductivities and hydraulic gradients, which have

some degree of temporal and high spatial variability.

5.4.2 Thermal Remote Sensing

When you are walking along the beach barefoot and find the sand to be cold and wet

on a warm day, it may represent a site of SGD, where cool groundwater is

discharging from an aquifer having a temperature lower than the ocean. The same

principle may be applied to aerial surveys using infrared images (Moore 2010).
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A thermal infrared (TIR) imagery has proven to be a useful indicator of ground-

water discharge locations. Infrared imaging has been used to identify the location

and spatial variability of SGD by exploiting temperature difference between surface

water and groundwater at certain times of the year (Portnoy et al. 1998; Miller and

Ullman 2004; Mulligan and Charette 2006).

In the 1970s, the technology of airborne thermal sensors was mature enough to

launch systematic exploration campaigns based on temperature contrasts between

seawater and freshwater in regions where SGD were supposed to exist. Airplanes or

helicopters flew with those sensors at few hundred meters of altitudes. The cam-

paign was not all crowned with success due to difficulties in detecting small thermal

anomalies because of sea surface instability. Nevertheless, some discoveries were

recorded and ground resolution and thermal accuracy of the sensors allowed

detection of small thermal anomalies. Nowadays, thermal sensors onboard of

satellites such as LANDSAT 7 or ASTER can provide more accurate information

on temperature contrasts (UNESCO 2004).

Kolokoussis et al. (2011) used TABI-320 (Thermal Airborne Broadband

Imager) thermal image to study SGD at Agios Stefanos Bay, Evvoikos Gulf of

Central Greece. According to Kolokoussis et al. (2011), the thermal images pro-

vided promising results as far as the coastal sub-aerial springs were concerned.

They also revealed the different functions of coastal sub-aerial springs compared to

submarine groundwater discharges. Freshwater flowing along the coast from small

sub-aerial springs was distributed over the area as a thin surficial film of water

having a different temperature, with a decreasing trend as the distance from the

sources increased.

By contrast, submarine groundwater discharges caused generation of 3–5 m

diameter circular shapes on the seawater surface, which were clearly visible by

eyes. Rapid mixing of groundwater with seawater in combination with high heat

capacity of seawater is the main cause of this situation, as thermal remote-sensing

images capture only surface temperatures. As a result, small submarine groundwa-

ter discharges are not observed on thermal imagery, while even very small coastal

sub-aerial springs are observed quite easily.

Obviously, it is important to acquire thermal images in periods when ground-

water has a significant thermal difference with seawater. Based on TIR, ground-

water appears 2–3 �C cooler than seawater in June (Fig. 12.7a) and 2–3 �C warmer

than seawater in February (Fig. 12.7b). The images clearly show spatial variability

in SGD along the beach face.

5.4.3 Hyperspectral Remote Sensing

Thermal remote-sensing is frequently used to detect fresh SGD (UNESCO 2004).

Modern thermal sensors are capable of precisely mapping water surface tempera-

ture (Torgersen et al. 2001), but are not capable of sensing temperature underneath
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water surface. Therefore, relatively small submarine groundwater discharges may

not be detected on thermal imagery due to high heat capacity of seawater

(Kolokoussis et al. 2011). Hyperspectral data is most appropriate for detecting

relatively small submarine groundwater discharges, which may not be detected

on thermal imagery, due to the increase in turbidity that SGD causes. This is

confirmed by strong correlations between hyperspectral data and in situ measured

turbidity-related water inherent optical properties (Kolokoussis et al. 2011).

Kolokoussis et al. (2011) used CASI-550 hyperspectral imagery to study SGD at

Agios Stefanos Bay, Evvoikos Gulf of Central Greece. They found higher digital

values, mainly in the range of 530–580 and 440–490 nm, which were due to

presence of high particulate matter concentration (PMC) and optical backscattering

(OBS) at the SGD locations. As shown in Fig. 12.8, authors have shown the color

composite image L490, L560, L690 nm (R, G, B) where Lxxx is the relevant

hyperspectral image band, which is centered on the xxx nm wavelength. Fig. 12.8

shows a bright funnel shape (outlined in yellow), which represents the turbidity

around the SGD. The funnel’s head coincides with the SGD point and the location

where turbidity is highest. Moving away, turbidity decreases and the funnel’s wide
mouth gradually vanishes.

Taking into consideration certain data acquisition related issues, the combined

use of very high spatial resolution airborne thermal and hyperspectral sensors lead

to a very efficient methodology for detection of relatively small sub-aerial coastal

springs and submarine groundwater discharges (Kolokoussis et al. 2011).
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Fig. 12.7 TABI thermal image of Agios Stefanos Bay, (a) June 2005 (left), and (b) Feb 2006

(right) (Kolokoussis et al. 2011)
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6 Impacts of Temporal and Spatial Variability of SGD
to the Coastal Environment

SGD is now recognized as an important water pathway between land and ocean.

However, it is difficult to quantify SGD owing to its significant spatial and temporal

variability (Li et al. 2009). For example, spatial variability of various parameters

such as hydraulic head, salinity, and conductivity in one direction are much

different than other directions. SGD is delivered into the oceans at various

hydrogeological settings where coastal aquifers have spatial heterogeneous prop-

erties such as preferential flow paths, therefore, SGD is commonly heterogeneously

distributed along the coast (Stieglitz et al. 2008).
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The arrow shows the location of
the submarine groundwater
discharge. The areas of
increased trubidity show higher
reflectance in the range of 530-
580 nm as well as in the range
440-490 nm in the acquired CASI-
550 images. In case of significant
submarine groundwater
discharges the increase of
turbidity is evident.

These lines have been caused
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reflectance in the range of
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Fig. 12.8 CASI hyperspectral color composite L490, L560, L690 nm (R, G, and B) of Agios

Stefanos Bay in June 2005. The funnel shaped area of increased turbidity around the main

groundwater discharge is outlined in yellow (Kolokoussis et al. 2011)
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The rate of SGD can also vary at any locations on different time scales from

seconds to hours to weeks to months (Zektser et al. 2007). Wave actions can cause

pore water to oscillate in its flow direction with periods of seconds to minutes,

whereas tides act on time scales ranging from hours to weeks and can set-up equally

persistent discharge patterns. Long-term patterns can also be established by other

large-scale sea level variations and by changes in the onshore hydraulic gradients,

for example, due to variations in recharge or the inverse effect of changes in

barometric pressure on water tables. All these cause high spatial and temporal

variability of SGD.

SGD is also recognized as important pathways for the transport of water and

dissolved constituents such as contaminants, nutrients, carbon, and trace metals

from land to ocean.

Therefore, it is important to evaluate the fluxes and biogeochemical character-

istics of the groundwater interfacing with ocean, because the spatial and temporal

variations of SGD may affect fauna and flora, which live in the coastal zones that

ultimately impact the coastal environment as a whole (Taniguchi et al. 2003).

Spatial variability in SGD and recharge, control the preferential pathways and

travel times for nutrients and contaminants if any to move from source (land) areas

to the ocean. The presence of preferred flow paths mean that some areas of the

aquifer are likely to contain less active-slower flowing-areas of SGD compared with

other parts of the aquifer, which contain preferential flow paths (Smith et al. 2003).

Spatiotemporal variability of SGD has considerable impact on mobilization of

contaminants, dissolved solids, nutrients, and others from one location to other.

Since spatial and temporal variations of SGD are directly linked with the variations

in characteristics of biogeochemical, dissolved contaminants, nutrients of SGD;

spatiotemporal variations of SGD has significant impact on coastal ecosystems and

its environment.

7 Contribution of SGD to Nutrient Transport from Coastal
Catchments

A substantial quantity of nutrients is delivered to ocean waters through SGD.

Nutrient transport pathways and travel times from source to ocean are determined

by the spatial and temporal patterns of groundwater recharge and flow. Nutrients

are mobilized by local recharge and transported toward the coast by regional

groundwater flow, which is dominated by channelized flows through high conduc-

tivity pathways (Smith et al. 2003). Quantitative studies on groundwater nutrient

inputs to coastal zones have been carried out only in a few regions, and many of

these are located in the United States (Slomp and Van Cappellen 2004). Nutrient

input through SGD competes river inputs in certain regions and may play a

significant role in nutrient cycling and primary productivity in coastal areas of

ocean. Nitrogen (N) and phosphorus (P) concentrations of groundwater vary and
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depend on its inputs, soil and aquifer type, aquifer hydraulic conductivity, ground-

water recharge rate, and climate (Tiessen 1995). Concentrations of N and P in

coastal groundwater are often much higher than those in river water, compensating

for the lower mass flux of groundwater relative to surface water (Slomp and Van

Cappellen 2004). Continued residential and agricultural development of near-shore

areas worldwide, for example, is leading cause to increased inputs of N and P from

fertilizer and wastewater to groundwater, and part of these nutrients are released to

coastal surface waters (Valiela et al. 1990). The primary factors controlling N and P

flux through coastal aquifers and sediments to coastal waters are: the flow paths and

rates of the groundwater as these determine the residence time and extent of contact

with the aquifer solids, the supply rate and form of N and P from natural or

anthropogenic sources, and the redox conditions in the subsurface, which strongly

affect the transformation processes and mobility of N and P (Slomp and Van

Cappellen 2004).

Since, groundwater usually has higher nutrient concentrations than the receiving

seawater, and sometimes these concentrations are also significantly higher than

those in rivers or streams, even small discharge of groundwater may make large

contributions to coastal nutrient budgets (Burnett et al. 2003). Therefore, ground-

water can play a significant role in nutrient budgets even when the volume contri-

bution is small (Slomp and Van Cappellen 2004). For example, Hasaki Beach of

Japan had about six times higher nitrate concentrations in shallow groundwater than

in water from the nearby Tone River (Knee and Paytan 2011). Likewise, concen-

trations of nitrite, phosphate, and silica were also higher in groundwater than in the

Tone River (Uchiyama et al. 2000). Similarly, in Chesapeake Bay, groundwater

nutrient concentrations were up to two times higher than those found in estuarine

surface waters (Charette and Buesseler 2004). In the Northeast region of the United

States, highest fluxes of nitrogen from groundwater discharge were found in

Massachusetts. For example, a study at Great Sippewisset Marsh showed ground-

water nitrate and ammonium fluxes as high as 16,288 and 568 kg-N/ha/year,

respectively (Zektser et al. 2007).

The contribution of SGD’s nutrients to coastal budgets will likely increase as

human activity on coastal watersheds increases (Bowen et al. 2007; Santos

et al. 2013). The influences of SGD may be maximized in those regions where

water exchange and fluvial discharge are limited and/or where groundwater is

contaminated by agriculture or wastewater disposal. Variations of

SGD-associated nutrient fluxes and N/P ratios in groundwater are large not only

in a specific region, but also over different geological and environmental settings.

Such large natural and artificial variations can hamper global estimate of N and P

fluxes through SGD (Kim and Swarzenski 2010). All anthropogenic activity in the

catchment region, including agriculture and tourism, has a potential impact on

water quality of SGD. Terrestrial groundwater that is the source of fresh SGD

only filters through a thin blanket of unconsolidated sediment before entering

fractured bedrock aquifer system. The major input of dissolved nitrate and silicate

is from terrestrially sourced fresh groundwater driven by inland aquifer head and

from local run-off/discharge during periods of heavy rains. Phosphate and nitrate
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apparently may originate from domestic effluents, which have not been fully treated

in local sewage systems. Dissolved nitrate, silicate and phosphate concentrations in

groundwater wells, and in SGD indicate that water resources in the region are

heavily influenced by agricultural activities and the release of domestic waste

(Povinec et al. 2012).

Probably, SGD is quantitatively most important in shallow, permeable (sand and

limestone) coastal aquifers with high rates of groundwater recharge. Estimates of N

and P fluxes through SGD vary over orders of magnitude. Highest rates for N are

observed in aquifers contaminated with sewage. Quantitative studies for areas in the

US and Australia suggested that groundwater inputs of N and P may be larger than

the river inputs on a regional scale (Slomp and Van Cappellen 2004).

8 Future Developments about SGD: Opportunities,
Challenges and Management

SGDs are considered as strategic freshwater resources at the coastal regions of arid

and semi-arid countries of the Mediterranean region (UNESCO 2004). In the 1980s,

the European Communities financed a research project to evaluate and map the

existence of submarine springs in the coastal areas of Spain, Sicily, and Greece. The

Blue Plan program has estimated that the Mediterranean Sea receives a discharge of

an average of 520� 109 m3 of freshwater each year from its basins; a quarter of this

quantity is provided by submarine groundwater discharge.

Many professional organizations and scientific bodies involved in SGD research

projects include the Intergovernmental Oceanographic Commission (IOC), the

International Hydrological Program (IHP), the Scientific Committee on Oceanic

Research (SCOR), which established its working group WG112 on SGD, Land-

Ocean Interactions in the Coastal Zone (LOICZ), and the International Association

of Physical Sciences of the Oceans (IAPSO). An initiative on SGD characterization

was developed by the International Atomic Energy Agency (IAEA) and UNESCO

in 2000 as a 5-year plan to assess methodologies and the importance of SGD for

coastal zone management. SGD also has been taken up as one of the priority

research issues of the GEOTRACES program (GEOTRACES Science Plan)

(Zhang and Mandal 2012).

SGD can influence the ocean circulation structure and stratification of the ocean

because it is an important route of freshwater and heat transport, especially in high

latitudes. The temperature of groundwater is warm during winter and has small

changes annually. In polar areas, higher temperature of SGD relative to the riverine

water leads to increases in sea surface temperatures and freshening of surface

salinity of seawater, when SGD flows into the ocean from late autumn to winter.

This inhibits ice formation and interferes with the seawater subduction. Therefore, a

quantitative understanding of SGD variation in the Polar Regions, including details

of heat/freshwater transport is required, in particular as an important factor
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affecting the world ocean circulation in the future. Moreover, SGD is also an

important carbon supply route to the ocean. Groundwater also plays an important

role in providing temporary CO2 storage from the atmosphere to the ocean because

of its relatively long residence time (Zhang and Mandal 2012).

With new detection methods and developed field validation strategies, for

example, in situ 222Rn monitoring and delayed counting techniques, coastal scien-

tists will be able to realistically identify and quantify SGD and associated fluxes

into receiving coastal water bodies. Ideally, a thorough SGD study should begin

with a reconnaissance survey that includes geophysical streaming resistivity and

nearly continuous 222Rn work to identify sites of enhanced fluid exchange across

the sediment-water interface. Once such sites are established, direct measurements

of this exchange via autonomous seepage meters and numerical modeling efforts to

link coastal observations to a larger hydro-geologic framework should complement

the use of geochemical tracers. This approach provides powerful diagnostic tools

for regional scale SGD investigations (Swarzenski 2007).

Future research on SGD should include detailed experimental and modeling

studies of the biogeochemical processes in the saltwater–freshwater mixing zone of

coastal aquifers and near-coastal sediments. Particular insight in the redox condi-

tions in coastal aquifers is essential since these strongly determine the transforma-

tion and mobility of nutrients in groundwater. Future study areas should include

tectonically active coastal areas (e.g., Western coastline of the United States) and

developing countries (e.g., Southeast Asia) (Slomp and Van Cappellen 2004).

Although numerous previous and current SGD studies have been carried out

worldwide, knowledge of the significance and impact on oceans at global scale is

still limited. This is because SGD fluxes are strongly controlled by many local and

regional conditions, with the exception of the influences on the ocean circulation

and CO2 fixation via SGD (Zhang and Mandal 2012). Therefore, our knowledge of

SGD is still insufficient, and so further research is needed. SGD is one of the factors

that affect important coastal marine environments and material circulation. Better

understanding of SGD will help to clarify global environmental changes due to

human activity and climate change (Zhang and Mandal 2012).
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Chapter 13

Management of Declining Groundwater
Resources and the Role of Policy Planning
in Semi-Arid Economies: The Case of Texas
High Plains

Rachna Tewari

Abstract Recent decades have witnessed the expansion of irrigated agriculture in

some of the most productive semi-arid economies in the world, such as the Texas

High Plains. Interest in groundwater management continues to increase due to the

excessive depletion of groundwater, which is the primary source of fresh water

supply in these economies that critically depend on irrigated agriculture. In addi-

tion, the uncertainties posed through extreme climatic events such as drought

exacerbate the challenge of managing this scarce yet vital resource. This chapter

describes the problem of declining groundwater resources in a semi-arid economy

exemplified by the Texas High Plains, discusses the management approach of water

use restriction to handle the ever increasing demand for agricultural production

with a limited supply in hand, and outlines the role of policy planning in ground-

water management. For a semi-arid economy such as the Texas High Plains that is

largely dependent on groundwater resources, an effective partnership between

groundwater management bodies and local producers is an important step in

planning towards the long term objective of ensuring adequate groundwater avail-

ability in the future.

1 Introduction

Recent decades have witnessed the expansion of irrigated agriculture in some of the

most productive semi-arid economies in the world, such as the Texas High Plains.

This in turn has led to an increasing interest in groundwater management, and has

attracted much attention from producers, policy makers, and groundwater manage-

ment bodies. Groundwater provides for the majority of fresh water supply in these

economies that critically depend on irrigated agriculture for their sustenance in the
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absence of other reliable sources of water. However, continued dependence has led

to a decline of this limited resource due to heavy withdrawals and low recharge in

several semi-arid agricultural and livestock production areas globally, as well as in

the U.S. (Scanlon et al. 2006). In addition, the uncertainties posed through climatic

events such as drought exacerbate the challenge of managing this scarce yet vital

resource. This chapter describes the problem of declining groundwater resources in

a semi-arid economy exemplified by the Texas High Plains, discusses the manage-

ment approach of water use restriction to handle the ever increasing demand for

agricultural production with a limited supply in hand, and outlines the role of policy

planning in groundwater management.

2 Groundwater Resources and Agriculture

Among nature’s valuable and partially renewable resources, groundwater is con-

sidered a vital resource globally because of its importance in food production by

way of irrigation and for potable use by humans. The importance of groundwater in

agriculture is manifested in several critical areas, such as irrigation that directly

impact agricultural productivity. In agricultural production areas facing surface

water deficit and low precipitation rates, groundwater provides for a reliable and

continuous water supply thereby influencing the type of cropping systems and

associated profitability in these high demand regions.

2.1 Importance of Groundwater in a Semi-Arid Agricultural
Economy

Semi-arid regions comprise approximately 30% of global terrestrial surface area,

and have been expanding (Dregne 1991; Scanlon et al. 2006). With increase in

population growth, water scarcity continues to remain a critical issue in these

regions as compared to the more humid regions (Scanlon et al. 2006). Between

1960 and 2000, about 40% of the population growth in the United States occurred

in the semi-arid states in the south western region (US Census Bureau 2004). The

most productive semi-arid regions in the world are agricultural economies that

heavily rely on irrigated production for their sustenance. Irrigation consumed 90%

of global freshwater resources during the past century (Shiklomanov 2000; Jury and

Vaux 2005), and represents 20% of cropland and approximately 40% of food

production (Jury and Vaux 2005; Molden 2007).

Over the past few decades, groundwater has emerged as the primary irrigation

source for 40% of global irrigated acreage, and 60% within the United States

(Siebert et al. 2010). Besides irrigation, groundwater is the major source of about

half of the United States’ domestic and municipal water supply (Alley et al. 1999),
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and forms the backbone of several industrial economies in a majority of the states,

besides contributing flow to rivers and wetland areas (Alley et al. 1999). Major

reasons for the expansion of groundwater based irrigation are availability and ease

of access to this resource, few infrastructure requirements for extraction, and

consideration of groundwater as an alternate supply source to manage production

in case of adverse climatic events such as drought (Giordano 2009).

The High Plains region in the United States is one of the most productive semi-

arid regions in the country, and is often called the “grain basket” of the United

States (Scanlon et al. 2012). This is enunciated by the fact that the market value of

agricultural products was $35 billion in the High Plains relative to the United States

total of $300 billion in 2007 (National Agricultural Statistics Services 2011).

Groundwater has been the major source of irrigation particularly in the Texas

High Plains region of the High Plains, and has largely supported the growth and

expansion of irrigated agriculture as well as the livestock production in the area

(Tewari et al. 2014). The Texas High Plains witnessed the expansion of irrigated

agriculture as early as the 1950s (Colaizzi et al. 2009). Both irrigated area and

volume pumped recorded their highest levels in mid 1970s and saw a steady decline

in the next decade. In the early 2000s irrigated acreage was approximately the same

as it was in the late 1950s, however volume pumped had shown a slight increase

(Fig. 13.1).

In the present situation, with water demand far exceeding supply (Colaizzi

et al. 2009), a semi-arid production economy such as the Texas High Plains faces

increasing dependence on groundwater for irrigation resulting in high depletion

rates for the region’s groundwater resources.

2.2 Withdrawals from a Partially Renewable Resource: The
Ogallala Aquifer

The Ogallala aquifer is the prime source of groundwater for irrigation purposes in

the U.S. High Plains, and underlies parts of eight states: Texas, New Mexico,

Oklahoma, Colorado, Kansas, Nebraska, South Dakota, and Wyoming (Alley

Fig. 13.1 Irrigated area in

the Texas High Plains

(Colaizzi et al. 2009)
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et al. 1999). Figure 13.2 outlines the location of the aquifer underlying the above

mentioned states.

Water table levels in the aquifer have been declining in certain locations over the

years more specifically in the southern and central region of the aquifer (Tewari

et al. 2014). This rate of decline for water levels in the aquifer is accelerated by the

fact that recharge when compared to the rate of depletion is much lower in certain

areas, and varies greatly from one region of the aquifer to the other (Birkenfeld

2003).

A study by Scanlon et al. (2012) for the High Plains region indicates that high

recharge in the northern High Plains results in sustainable levels of groundwater

being pumped, whereas in the central and southern High Plains higher depletion has

occurred on account of lower recharge. In addition, depletion is highly localized

with 4% of the High Plains land area accounting for a third of total groundwater

depletion in the area (Scanlon et al. 2012). Based on future predictions for recharge

rates, this study indicates that more than one third of the southern High Plains will

be unable to support irrigation within the next three decades (Scanlon et al. 2012).

Fig. 13.2 Map depicting

the location of Ogallala

aquifer (USGS 2014)
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In 1990, the Ogallala aquifer in the eight-state area of the Great Plains contained

approximately three and half billion acre-feet of water, of which Texas had about

12% in storage or approximately 417 million acre-feet of water (Tewari

et al. 2014). A recent estimate of the volume of water in the eight-state Great Plains

area was less than three billion acre-feet (Tuholske 2008). These changes in the

groundwater resource supply will most likely have a significantly negative impact

on the agricultural production areas that depend on the aquifer for their sustenance

(Tewari et al. 2014).

In a study conducted by the Center for Geospatial Technology at Texas Tech

University, changes in saturated thickness were observed over an 18 year interface

for selected counties in the Texas High Plains, and estimates of the saturated

thickness in the year 2030 were developed. The counties of study showed substan-

tial change in the amount of water storage underlying the county over a study period

of 18 years from 1990 to 2008 (Texas Tech Center for Geospatial Technology

2010). Figure 13.3 shows the saturated thickness of the aquifer underlying the

counties of study as an estimate for the year 2030.

A saturated thickness level of 30 ft or less indicates a reduction in availability of

water in the aquifer in the region for further use (Schloss and Buddemeier 2000). It

is clearly observable that a majority of the counties in the study region will

experience a steady decline in saturated thickness, and are anticipated to have a

saturated thickness less than 30 ft in certain parts. As a result of this anticipated

decline in the volume of water storage in the aquifer, continued availability of

irrigation water will be interrupted. Irrigated production of economically important

crops in the region such as cotton and corn may therefore experience reduction in

terms of both productivity and profitability.

3 Management of Groundwater

Several studies such as Caswell and Zilberman (1986), Buller and Williams (1990),

and Negri and Brooks (1990), have evaluated how irrigators make management

decision choices with regard to the use of technology, and the use of available

water. The outcome of these studies indicates that several factors such as commod-

ity prices, energy prices, pump lift, and well capacity determine the use of tech-

nology, which in turn could affect the amount of water use. In addition, the amount

of water use in agricultural production is also influenced by the water rights in the

area, crop water requirement, and management policies. Above all, since irrigators

operate with an objective of profit maximization, a long-run investment in irrigation

technology influences the selection and planning of future crop-mix and the amount

of water used for irrigation. Several past studies suggest that government interven-

tion through policy measures is required to ensure that adequate groundwater stock

is maintained in the aquifer for future use, and these will be discussed in the

following section.
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3.1 The Role of Policy Planning and Groundwater
Conservation Districts: The Case of Texas High Plains

It is imperative to first understand the water rights system in the state of Texas to

understand policy implications for groundwater management. The Texas law of

water rights has a complex structural framework which can be accounted for by

Fig. 13.3 Texas High Plains’ counties with saturated thickness of 30 ft or less in 2030 (Texas

Tech University Center for Geospatial Technology 2010)
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inclusion of elements of the Hispanic water law, in combination with traditional

English common law (Handbook of Texas Online 2009; Tewari et al. 2014). The

existence of water-rights law paves the way for determining the entitlement of

available water supply usage in respective quantities.

The Texas Judicial system divides water into different classes, which are

governed by different set of rules regarding usage and ownership of each class.

Broadly, there are three major legal classes of water (atmospheric moisture, surface

water, and percolating groundwater) with several sub-classes for each class

(Templer 1992). The basic assumption followed by the Texas courts is that all

groundwater may be classified as percolating unless there is a distinct evidence of

proof, about the source. With these defined laws in existence, the ownership

of percolating groundwater in Texas is clearly articulated. For percolating water

(percolating below the surface of the earth (Tex. Water Code §36.001(5) (Texas

Constitution and Statues 2011))), the rule of capture also referred to as the “law of

the biggest pump”, is considered as the regulatory or guiding principle in the state

of Texas (Tewari et al. 2014). This has been derived out of the English common law

which was adopted in the year 1904 by the Texas Supreme Court in a historical

ruling which is considered as a landmark in legal doctrines on groundwater. This

specific ruling has been recorded as Houston and Central Texas Railway vs. East

(Texas Water Development Board 2004). Following the rule of capture, the owner

of the overlying land can pump and use the water with few restrictions, irrespective

of the impact on adjacent landowners or more distant users of water (Tewari

et al. 2014).

The rule of capture has been maintained as the case law for groundwater in the

State of Texas, ever since the East ruling and has been modified with regard to

groundwater management in different regions of the state (Tewari et al. 2014). A

law passed in 1949 in the Texas Legislature provided for the voluntary establish-

ment of local conservation districts for underground water. These are specifically

called the underground water conservation districts (UWCD). Such local districts

hold a strategic position in the regulation and management of groundwater in

Texas. In the above context, a “district” is defined as an authority formulated to

regulate the spacing of water wells, the production from water wells, or both, as

defined in the Texas Water Code §36.001(1) (Texas Constitution and Statues 2011;

Tewari et al. 2014).

By the late 1980s only 11 districts had been established under general law or by

special legislation, and several areas with rapidly depleting groundwater levels still

were devoid of any district and subsequent supervision. Currently there are

94 underground water conservation districts in Texas which have been confirmed

by voters through local elections (Texas Water Development Board 2010). The

Senate Bill 1 passed in 1997 recognized the importance of managing groundwater

resources by suggesting a “grassroots” approach to be implemented through local

UWCDs. Under the same bill, the Texas Water Development Board designated

16 regional water planning groups (Texas Water Development Board 2010). The

primary objective followed by these planning groups was to formulate and submit

regional water management plans addressing important ground and surface water
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management issues like regulation of water use under drought or severe water

stress, maintenance of existing water rights and specific groundwater conservation

district plans.

The second 5 year planning period began in 2001 with the approval of Senate

Bill 2. The primary focus still was on UWCDs. Under the Senate Bill 2, UWCDs

were awarded a provision for charging a fee on water use not to exceed an upper

limit of $1 per acre foot and $10 per acre foot for agricultural and non-agricultural

uses, respectively. The main purpose behind this was to apply charges on produc-

tion and give the underground water conservation districts, authority to regulate

water use. In the State of Texas, the rule of capture is still held as the foundational

law governing water, however Senate Bills 1 and 2 provide authorization to

regulate underground water pumping by the UWCDs (Johnson et al. 2004). The

80th Regular Session of the Texas Legislature in the year 2007, acknowledged the

crucial role that water conservation plays in meeting the future demand via the

passage of Senate Bill 3 and House Bill 4 in the year 2008. These proceedings were

also the platform for creation of the Water Conservation Advisory Council, respon-

sibilities of which include: monitoring trends in water conservation implementation

and new technologies for possible inclusion as best management practices (Water

Conservation Advisory Council 2008).

The on-going debate concerning groundwater conservation in Texas has resulted

in studies that examine alternative policy options for groundwater management.

Johnson et al. (2004) and Johnson et al. (2009) used a dynamic optimization model

along with an input–output model and studied the impacts of different policy

alternatives on the saturated thickness of the Ogallala Aquifer and economy of

Texas High Plains. The study compared a baseline scenario with three policy

alternatives for response to aquifer depletion using a planning horizon of

50 years. These policy alternatives were: introducing a fee on water extracted per

acre-foot, an annual restriction of water use to 75% of a 10 year average water use,

and a restriction on the drawdown of the aquifer over a 50-year planning horizon to

50% of the initial saturated thickness at the beginning of the period. The results

showed that the baseline scenario resulted in the most rapid exhaustion of the water

supply and caused the most dramatic decrease in net income for the economy over

time. The production fee alternative showed little change from the baseline and the

drawdown restriction resulted in slightly lower net income than the quota restric-

tion. They further concluded that the aquifer drawdown restriction could be con-

sidered the most effective alternative because it projected the best equivalence

between producer profit, water conservation, and subsequent effects on the regional

economy.

Wheeler et al. (2008) evaluated the effectiveness and efficiency of temporary

water rights buyout policies for 10 and 20 years. This study used county level

optimization models to maximize net present value of net returns to land, manage-

ment, groundwater, and irrigation systems over a 60 year planning horizon for a

given county as a whole. They evaluated two voluntary incentive based policies

which could feasibly be implemented under current Texas water law and concluded

that the longer term 20-year water rights buyout is a more efficient and effective

372 R. Tewari



water conservation tool than the 10 year water rights buyout for the Southern High

Plains of Texas.

Recently, Tewari et al. (2014) evaluated the policy option of multi-year water

allocation coupled with water-use restriction in the Regional Water Planning Area-

Region A of Texas (Fig. 13.4), over a planning time frame of 60 years using an

economic optimization model.

A water allocation system over multiple years will potentially reduce inefficient

use of water during the allocated period by allowing for water stock (allocation) to

accumulate for the judicious users, which could be rolled over into the next

allocation period at an appropriate rate of the unused stock. An unconstrained

baseline scenario with no restrictions was compared with water use restriction

scenarios at successively increasing rates. Under the unconstrained baseline sce-

nario with no policy implementation over 60 years, the counties of study showed a

decline in saturated thickness that recommends the incorporation of water-use

restriction alternatives at different rates. Increasing restrictions rates led to decline

in water use per acre as well as total annual water use. The study suggested that such

restrictions, if mandated by the water conservation districts, will result in individual

irrigators bearing the cost of water savings in the form of reduction in net present

value per acre. In addition, the decline in net present value will impact the regional

economy, and therefore analyzing the socio-economic effects of implementing such

Fig. 13.4 Regional water planning area—Region A of Texas (Texas Water Development Board

2010)
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a policy alternative is critical, and the feasibility of policy implementation should

also be evaluated with regard to the existing legislative and political scenarios

(Tewari et al. 2014).

3.2 Hydro-economic Models for Evaluating Net Benefits
from the Use of Groundwater for Irrigation

Hydro-economic models are widely used to evaluate economic impacts from the

use of groundwater in agriculture. These models can be adjusted for incorporation

of water policies and subsequent impacts during the implementation time frames

can be evaluated. Initial hydro-economic modeling studies such as Burt (1964)

studied optimal allocation of nonrenewable or partially renewable resources such as

water. The models estimate an optimal usage rate and the expected present value of

groundwater operating under a socially optimal policy. The marginal social value

of water at a point in time is equated to the marginal social value of water as a stock

resource in the subsequent period. Extensions of this model made use of sequential

decision theory, and formulated policies concentrating on optimal groundwater

usage (Burt 1966). These models evaluated the net social benefit of water use and

the issue of common property, and formulated the optimal groundwater extraction

rate on the net present value of water in a specific area. Subsequently, these models

were further expanded to incorporate institutional restrictions and their subsequent

effect on storage of groundwater (Burt 1970).

In recent decades, a combination approach of utilizing diverse kinds of models to

optimize the use of the remaining groundwater stock in the Ogallala aquifer has

been used (Feng 1992; Johnson et al. 2004; Wheeler et al. 2008; Johnson

et al. 2009; Tewari et al. 2014). This includes combining non-linear dynamic

optimization models with bio-simulation models of crop growth, and including

hydrological parameters of the groundwater source which directly impact costs of

production from the perspective of irrigation.

The objective function of an economic model used in studies such as the above

maximizes the Net Present Value of net returns over the study period. Because farm

profitability is linked with parameters of crop production, the economic model

provides a representation for quantifying the crop responses to water application in

the form of net returns from irrigation. An objective function that maximizes net

revenue over n years is expressed in Eq. 13.1.

MaxNPV ¼
Xn

t¼1
NRt 1þ rð Þ�t ð13:1Þ

where NPV is the net present value of net returns; r is the discount rate; and NRt is

net revenue at time t. The bounds of summation for the net revenue are from one to

n years.
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The simplest form of evaluating these changes will be in the form of changes in

net revenue, net present value of net returns over the study period, changes in

irrigated acreages, and movement in crop-mix. NRt is defined in Eq. 13.2 as:

NRt ¼
X

i

X
k
Ωikt Pi Yikt WAikt, WPiktð Þ½ � � Cikt WPikt,Xt, STtð Þf g ð13:2Þ

where i represents crops grown; k represents irrigation systems used; Ωikt is the

percentage of crop i produced using irrigation system k in time t, Pi is the output

price of crop i, WAikt and WPikt are irrigation water application per acre and water

pumped per acre respectively. Yikt is the per acre yield production function, Cikt

represents the costs per acre, Xt is pump lift at time t, STt represents the saturated

thickness of the aquifer at time t. The model can be subjected to various constraints

specific to the location, and the policy option evaluated, and further compared with

an unrestricted status quo scenario to evaluate the impacts of policy implementa-

tion. The results of these models can be analyzed for the parameters of saturated

thickness, annual net revenue per acre, pump lift, water applied per cropland acre,

cost of pumping, net present value of net returns per acre (NPV), and for shifts in

crop-mix over the planning time frames (Feng 1992; Johnson et al. 2004, 2009;

Wheeler et al. 2008; Tewari et al. 2014).

Costs of production, crop prices, and energy prices are held constant thorough

the time horizon. Costs of pumping irrigation water change as the pump lift

increases with declining levels of saturated thickness in the aquifer. The location

specific optimization model incorporates the initial values of crop acres, irrigated

acres, average saturated thickness, and depth to water for a specific acreage unit

such as a county, or a region. With these initial values, the model estimates the level

of crop production and water use that optimizes farm net income for the location

over the planning time frame.

4 Economic Value of Groundwater Management:
Understanding Water Use Restriction Policies

The economic value of groundwater management in Texas can be studied using the

case of optimal allocation of a common natural resource. In the state of Texas, the

freedom extended by absolute ownership to landowners in making pumping deci-

sions infers that groundwater is managed more as an open access resource than a

common-property resource (Easter et al. 1998). Open access resembles a first-

come, first-take, free for all that is barren of restrictions, whereas common property

arrangements employ social expectations and rules of conduct governing resource

use (Ciriacy-Wantrup and Bishop 1975). Given the above, groundwater remains a

contentious issue for producers across Texas, particularly in high water use areas.

Among several suggested policy options for groundwater management, the

water use restriction policy is a mandatory annual or multi-year limit that reduces
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the amount of water pumped from a common groundwater resource such as the

Ogallala aquifer, for the purpose of agricultural irrigation. For the Texas High

Plains region, the water use restriction policy along with various other water

management alternatives was suggested in a study by Amosson et al. (2009) that

compared the effectiveness of six different water management strategies in the

Texas High Plains, including the policy of water use restriction. In order to

implement this policy, a mandatory annual percentage reduction will be applied

on the total water pumped for irrigation throughout the planning horizon (Amosson

et al. 2009). Results suggest that while an annual water use restriction policy can

lead to increasing saturated thickness levels in the aquifer, producer income will be

negatively impacted. It is therefore implied that the underlying objective of a

restriction policy on groundwater use in a region such as the Texas High Plains is

to sustain the existing groundwater supply for use by future generations, and

presents a trade-off that will have to be borne by existing producers in the form

of reduction in net revenue.

The importance of this policy to the Texas High Plains is further emphasized by

a few strategic modifications in the Texas Water Law in the recent decades. These

modifications allow the regional groundwater conservation districts to set goals

known as desired future conditions (DFC) for the district (Cook and Hope 2005),

which are represented by an amount of groundwater remaining in the aquifer after a

set period of time. Several conservation districts in the region have implemented

pumping restrictions in order to ascertain a DFC of 50% for the current water

supply being available in 50 years, and these have been commonly addressed as the

50/50 management goal (Johnson et al. 2011). For example, the North Plains

Groundwater Conservation District, in its Groundwater Management Plan for the

years 2008–2018, set a maximum allowable production limit of 2 acre-feet per acre

per-annum on water rights tracts not to exceed 1600 acres (North Plains Ground

Water Conservation District 2008).

The economic impact of a water use restriction policy is depicted in Fig. 13.5.

The irrigation demand is depicted by AE, which is the derived demand for

irrigation water from commodity prices. The policy places a certain percentage of

annual restriction on the water pumped from the aquifer per acre. The quantity of

water available per acre declines from Q1 to Q2, and because of decline in the

average water application rate, production declines. This increases the marginal

cost of water from C1 to C2, which also implies that use of irrigation water becomes

more expensive for production.

Figure 13.6 shows the impact of a water use restriction policy on a single

irrigated commodity. The point on the production curve corresponding to point

W1 represents the level of output Y1 for current baseline water use. The water use

restriction decreases the water use to point W2. This shift causes output on the panel

above to decrease from Y1 to Y2, decreasing returns to producers. A water use

restriction will encourage producers to adopt more efficient technology systems so

they can continue to remain at a profitable level of output.

An evaluation of the costs and benefits associated with the implementation of the

policy is critical to evaluate the feasibility of the policy in actual field conditions.
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The costs of implementation are primarily calculated as the net social cost of each

policy and comprise of private and social costs related to each policy measure.

Private costs are calculated as the income loss borne by the producers on account of

reduction in irrigation water per unit area as a result of policy implementation, as

well as any other implementation costs incurred by the producer, for example

Marginal Cost

Supply after restriction

Supply

D

B

C

A

C2

C1

F

Q2 Q1 E

Irrigation Demand

Qty/acre

Fig. 13.5 Impact of a water use restriction policy on the marginal cost of irrigation water

Y1

W2 W1

Y2

Yield/irrigated acre

Supply after restriction

Supply

Production
function

Irrigation Demand

Qty/acre

Fig. 13.6 Impact of a water use restriction policy on irrigated agricultural production
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technological advancements, and monitoring tools. Public costs refer to the admin-

istrative and operational costs of implementing the policy as incurred by the state,

and management bodies such as the water districts.

5 Impacts of Climate Change

The future availability and sustainability of groundwater in several principal aqui-

fers in the world is under threat on account of depletion by overuse and climatic

stresses (Brekke et al. 2009; Alley et al. 2002). An in-depth understanding of

climate change and variability is crucial for agricultural economies and ecosystems,

especially in the context of complex changes in climatic variables that reduce

chances of replenishment and pose questions regarding the sustainability of ground-

water reserves in overused areas (Dragoni and Sukhija 2008). It is also crucial to

incorporate how spatial changes in the available water supply and their temporal

variability affect adaptation strategies to mitigate adverse impacts of climate

change on irrigated production, as suggested in a study by Quiggin et al. (2010).

This study evaluated the effects of climate change adaptation and mitigation in the

Murray-Darling Basin in Australia, using a state-contingent simulation approach.

This approach represents risk management by producers in the form of variations in

land allocation between production activities. The results from the study suggested

that in the absence of mitigation, climate change will adversely impact irrigated

agriculture in the Murray-Darling Basin. The study also pointed out that these

adverse impacts of climate change can be mitigated by land and water use changes

in agricultural production.

Recently for the U.S. High Plains, Crosbie et al. (2013) used 16 global climate

models (GCMs) and three global warming scenarios to investigate changes in

groundwater recharge rates for a 2050 climate relative to a 1990 climate. Under a

2050 climate, median projections suggested increased recharge in the Northern

High Plains, slight decrease in the Central High Plains, and a larger decrease in the

Southern High Plains. There is however, considerable uncertainty in the magnitude

and direction of these changes in recharge projections from the above study. In

addition, the U.S. Global Change Research Program’s report for the year 2009,

predicts a temperature increase in the range of 2.5–13 �F from the 1960 to 1979

baseline for the Texas High Plains by the end of this century (Karl et al. 2009). The

report also indicated that summer changes are projected to be larger than those in

winter and precipitation will particularly change in winter and spring. Overall, the

conditions are anticipated to become drier and hotter in the Texas High plains, as

well as frequencies of extreme events such as heat waves and droughts are projected

to increase. These changes in long-term climate could further increase the stress on

the regions’ already depleting water resources, as well as agricultural and ranching

activities that form the backbone of the regional economy (Karl et al. 2009).
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6 Conclusions

The demand for groundwater in semi-arid regions will continue to increase in the

future, particularly under a changing climate that projects higher temperatures and

lower precipitation rates. The uncertainty posed by climatic factors, as well as by

continued expansion of irrigated agriculture in groundwater dependent semi-arid

agricultural economies such as the Texas High Plains creates an impending need for

incorporating water policy measures in the groundwater management plans. These

measures will prove critical in managing the exhaustible supply of groundwater

provided for by finite sources such as the Ogallala aquifer. However, the feasibility

of implementing such policy measures is greatly influenced by the existing ground-

water laws, as well as the agricultural production systems followed in the region.
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Chapter 14

Groundwater Exploitation as Thermal Fluid
in Very-Low Enthalpy Geothermal Plants
in Coastal Aquifers

Rita Masciale, Lorenzo De Carlo, Maria Clementina Caputo,
Giuseppe Passarella, and Emanuele Barca

Abstract Recently, in Italy, the interest for very low enthalpy geothermal

resources (T< 20 �C) is growing. This is mainly because, these resources are

widely available throughout the country and also unlike the other green energy

sources (eg. solar and wind energy), and they do not need to be stored. Among the

direct-use of geothermal resources, the open-loop groundwater heat pump (GWHP)

system needs particular attention in terms of potential environmental impact. In

coastal areas, that are generally densely populated, the installation of GWHP

system is particularly appealing because the presence of shallow aquifers. This

means significant savings of economic resources in terms of pumping energy and

drilling costs. Nevertheless, vast areas of the Italian coastlines, as well as those of

other Mediterranean countries, are often affected by seawater intrusion and hence

are ruled by restrictive laws aimed to protect the groundwater quality and quantity.

In this chapter the environmental impacts, associated with the exploitation of

low enthalpy geothermal resources, were assessed. For the purpose, a costal karst

area in Southern Italy affected by seawater intrusion was investigated. A detailed

characterization of the area was achieved in terms of geological, hydrogeological,

geochemical and meteorological parameters. Moreover, the influence of an open-

loop geothermal systems on the sea water intrusion was also studied by means of a

long-term pumping test.

The investigated portion of aquifer was found to have a high hydraulic conduc-

tivity, as well as high and fast recharge rates, highlighting a good productivity of

aquifer. The temperature of groundwater, reaching over 20 �C near the coast, was

particularly useful for direct use especially for the space heating and cooling.

The long pumping test, lasted for 16 days, not affected the lowering of the water

table that naturally occurs in the dry period. On the contrary, the reinjection of the

extracted groundwater into the surface water drainage network partially restored the
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water table. The test also not detected any quality degradation of groundwater

induced by pumping.

The quality of groundwater showed that the level of contamination in the

investigated area was generally high both because of the presence of urban and

industrial pollution and because of the presence of the seawater intrusion. The

absence of a strong competition for use of groundwater makes them available for

geothermal use. An extensive utilization of natural heat for the space cooling is also

justified considering the local climate characteristics of the area that cause a peak of

thermal energy demand in summer.

1 Introduction

Speaking about geothermal energy, Italy boasts an age-old and solid experience in

the balneotherapy that has been practised in spas since ancient times and in the

exploitation of geothermal energy for power generation. In fact, the first experi-

ments of electricity generation from geothermal steam took place in Larderello

(Tuscany) in 1904.

Conversely, the development of other direct uses of geothermal resources are

still very limited compared to other countries in Europe and throughout the world.

A large variety of possible direct uses of geothermal heat exists for example, in the

residential, commercial, and industrial sectors, such as space heating and cooling,

greenhouse heating, industrial processes, aquaculture pond heating and heat pumps.

In Italy space heating is the second most important application of geothermal heat

after thermal balneology. Nevertheless, from an economic and environmental point

of view, the contribution of geothermal sources to space heating and cooling is

almost negligible in comparison with the contribution of fossil sources, especially

that of natural gas which remains the main source (UGI-CNG 2007; Lund

et al. 2011).

Nowadays, interest in direct-use applications of geothermal energy is growing.

Future scenarios foresee an exponential increase, especially in geothermal heat

pumps used for heating and/or cooling (Bertani 2009). Compared to other renew-

able energies, like solar or wind ones, geothermal energy is more advantageous

since it is continually available and therefore, overcomes the limitation of the other

green energy sources, which are only available intermittently. Moreover, the use of

natural heat for direct applications is very attractive, when considering the increas-

ingly high cost of fossil fuels and the considerable reduction in CO2 and sulphur

emissions that should derive from it.

For these reasons, new political and legislative actions are needed in order to

promote the consumption of renewable energy sources in space heating and

cooling. Additionally, efforts should be made to reduce the thermal energy waste-

fulness by promoting new building criteria and energy-efficiency projects.

384 R. Masciale et al.



2 Open-Loop Groundwater Heat Pump: Development
and Warning

The Italian geothermal potential is noteworthy and lying at economically accessible

depths (e.g. 3–4 km) (UGI-CNG 2007). Particularly, very low temperature

resources (T< 20 �C), suitable for both heating and cooling, are found almost

everywhere. However, the heat stored in the ground requires the use of heat

pumps and suitable heat exchangers to be extracted.

Among the basic ground source heat pump systems, the implementation of an

open-loop groundwater heat pump (GWHP) is particularly suitable considering the

great diffusion of shallow aquifer systems. An open-loop GWHP is a thermal

machine which transfers into the environment the heat stored in the underground,

by using groundwater as the geothermal fluid: during the winter, the GWHP

extracts heat from the groundwater to provide space heating while during the

summer, with reversible heat pumps, the groundwater absorbs heat from the living

space and cools the air.

Besides the several advantages of this kind of applications, also the environ-

mental impacts should be considered. In this case, impact assessment should not

only focus on groundwater supply but also on its discharge into the receptor

environments (i.e. aquifer, stream, lake) after the usage cycle, taking into account

mainly the thermal effect. Nevertheless, the regulatory guidelines do not always

take these issues into account, and rarely define how to carry out such assessments

(Freedman et al. 2012; Donato et al. 2013). Particularly, in Italy, the installations of

open-loop groundwater heat pumps are not yet regulated, while the use of closed-

loop systems is regulated by Regional governments. However, only a few Regions

have already adopted different guidelines so far while others are taking action in

this direction (De Filippis et al. 2015).

Moreover, the use of renewable energy sources is strongly promoted by the

2009/28/EC Directive of the European Union, establishing a common framework

about the energy production from renewable sources aiming at a 20% increase

by 2020.

Generally, GWHP systems employ a lot of pumping energy compared to closed-

loop systems (Kevin and Rafferty 1998). However, in coastal areas, usually char-

acterized by shallow aquifers, the installation of GWHP is economically convenient

because it requires boreholes reaching a depth not more of 20–30 m, allowing a

considerable saving in pumping energy. Against this advantage there is a drawback

linked to seawater intrusion. Large areas of the Mediterranean coastline are affected

by seawater intrusion, caused mainly by groundwater overexploitation for the water

supply (Post 2005; Scheidleder et al. 2004). The Water Framework Directive

(200/60/EC) considers seawater intrusion an issue of high relevance, and points

out the importance of ensuring a quantitative balance between water extraction and

aquifer recharge. As a consequence, each country has developed policies and

regulations to protect groundwater against seawater intrusion, limiting water use

by imposing the amount to be extracted (Giordana and Montginoul 2006).
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This aspect could be a major impediment for the spread of geothermal resource use,

particularly in regions characterized by 100 km of coastline, such as the Apulia

region in Southern Italy. Commonly, coastal areas are the most densely populated

areas in the world and host important tourist destinations and the largest industrial

sites. These features make the exploitation of geothermal resources in these areas

particularly appealing. This chapter reports a detailed hydrogeologic characteriza-

tion of a coastal area in Southern Italy, suitable for the exploitation of a low

enthalpy geothermal resource. In particular, the impact of a GWHP system on

seawater intrusion was evaluated by means of a long-term pumping test, specifi-

cally designed for the test site and able to simulate the impact of the geothermal

system itself on the aquifer.

3 Methods and Materials

3.1 Study Area

The study area (Fig. 14.1), extended for about 20 Km2, includes the urban and

periurban zone of the city of Bari (Southern Italy). This area is characterized by

different kinds of settlements, such as residential, industrial and agricultural as well

as hospitals, airports, shopping centres and sporting areas. These features make the

application of geothermal resources for direct use particularly attractive, especially

for winter heating and summer cooling. The study area includes the Water Research

Institute (CNR-IRSA) experimental site, made up of five wells, that was used for

monitoring.

From a geological point of view, the study area lies on the eastern edge of the

Murge, the central part of the foreland of the Southern Apennines (Ciaranfi

et al. 1988; Pieri et al. 2011), characterized by a thick Mesozoic sedimentary

succession, overlain by relatively thin and discontinuous Quaternary deposits.

Locally, the outcropped Mesozoic succession is represented by the ‘Calcare di

Bari’ Formation (Fig. 14.2), made up of limestone with frequent intercalations of

dolomitic limestones and grey dolostones. Different fields of tectonic stresses have

acted on the limestone-dolostone bedrock, producing bland deformations and

ruptures. Numerous karstic cavities of different shapes and sizes are also present,

partially or completely filled by colluvial and eluvial deposits (terra rossa).

The Quaternary deposits are referable to different sedimentary units. The oldest

one is represented by Calcarenite of Gravina (Pleistocene) made of litho-

bioclasticcalcarenites. Inside of the little canyons, locally named ‘lame’, there are

upper Pleistocene-Holocene deposits, made up of carbonate gravels with a reddish

fine-grained matrix. The Quaternary sequence is completed by Holocene travertine

deposits (crust) that appear intermittently in a narrow band, parallel to the coast.

A wide and thick aquifer resides in the carbonate bedrock which is characterized

by high permeability resulting from the intense rock fracturing and karst dissolving
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action. These specific features explain the absence of permanent surface water

bodies in the Murge area, in contrast with the significant groundwater bodies. The

irregular distribution of the fracture system and karstic channels makes the aquifer

anisotropic, as its hydraulic conductivity values range from 10�3 to 10�7 m/s for

vertical and horizontal component respectively (Maggiore 1993). The pumping

tests, performed by Di Fazio et al. (1992) in the experimental site, have provided

an average value for hydraulic conductivity of about 10�3 m/s, and transmissivity

values between 9.8 and 12.1 m2/s, highlighting the large water quantity that can be

transmitted, and the high potential rate of aquifer recharge.

The groundwater flows toward the sea, mainly confined, fractionated into dis-

tinct levels separated by layers of dry rock, some of which are several hundred

metres thick. Groundwater discharges into the sea through numerous subaerial and

submarine coastal springs, which are very difficult to detect and to monitor. Karstic

phenomena, which affect the carbonate rock, also occur below sea level, causing

seawater intrusion into the coastal aquifer. The consequently intruding seawater

underlies the fresh water because of its higher density. Aquifer is recharged only by

rainfall that mainly infiltrates through the inner part of the Murge and along the

‘lame’. A schematic hydrogeological cross-section of the carbonatic aquifer, ori-

ented SW–NE, is shown in Fig. 14.3.

Fig. 14.1 Study area and local monitoring VIGOR project network defined in this study: (1)
wells; (2) CNR-IRSA area
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3.2 Groundwater Monitoring Networks

Hydrogeological, physical, and chemical data were collected from the existing

Regional Groundwater Monitoring Network (Tiziano Network; Fig. 14.2) and

from a new one, expressly defined for the purpose of this study in order to

characterize groundwater in the study area (VIGOR Network; Fig. 14.1).

Fig. 14.2 Geological map and location of regional and national monitoring stations: (1) Regional
Groundwater Monitoring Network; (2) Regional Meteorological Network; (3) Trace of hydrogeo-
logicalsection; (4) Calcare di Bari (Middle-UpperCretaceous); (5) Calcarenite di Gravina (Pleis-

tocene); (6) Alluvial deposits (Upper Pleistocene-Holocene); (7) Coastal deposits (Holocene)

Fig. 14.3 Schematic hydrogeological cross-section. Trace of section is shown in Fig. 14.2: (1)
Alluvial deposits; (2) Calcarenite; (3) Murge karstic aquifer (Carbonatic rock formation); (4)
Groundwater flow direction; (5) Freshwater-seawater interface; (6) Fresh groundwater; (7) Salt
water; (8) Fault
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The VIGOR Network is composed by 35 wells, chosen from those existing in the

area, and used for agricultural, industrial and domestic purposes.

The water level was measured in each monitoring well, while temperature and

electrical conductivity (EC) profiles were acquired every 0.5 m, using an integrated

down-hole probe. The measurements were collected from June to July 2011. Water

levels and temperature data were interpolated by Kriging method to obtain the

relative isoline maps.

3.3 Climate Data

A proper performance assessment of a geothermal system needs to take into

account the local climate characteristic on which the evaluation of thermal energy

demand depends. In fact, temperature and relative humidity (RH), which affects the

perception of temperature, are among the major environmental factors that contrib-

ute to define thermal comfort. The ideal standard environmental conditions for the

human body’s thermal comfort vary, depending on the seasons. During summer the

suggested temperature is between 24 and 26 �C, while the recommended temper-

ature ranges between 18 and 22 �C during the winter. The recommended level of

relative humidity is always in the range of 40–60%. The climate of the study area

was reconstructed acquiring air temperature and RH time series from two stations

of the Regional Meteorological Network: Bari-Palese and CNR-IRSA, from 1994

to 2011 (Fig. 14.2).

To obtain the monthly distributions of each chosen parameter, the monthly

average of all the daily mean values recorded during each month was first com-

puted. Then was computed the average of all the monthly average values previously

obtained for the same month, in the entire period.

The daily distribution was computed as average of all the daily mean values,

recorded for the same day in the observation years. A detailed analysis of the

variability of the temperature and the RH was performed on an hourly scale, using a

time series acquired from the CNR-IRSA station. The averaged 24-h temperature

and RH were obtained only for the hottest summer month and the coldest winter

month.

3.4 Long-Term Pumping Test

For the purpose to study the influence of an open-loop geothermal systems on the

sea water intrusion a long-term pumping test, lasted 16 days, was performed. The

pumping rate, constantly equal to 50 m3/h (about 13.9 L/s), was established on the

basis of a hypothetical open-loop GWHP plant dimensioned to meet the space

heating and cooling demand of the building hosting the CNR-IRSA and its equip-

ment. The water was extracted from well P37 located in the CNR-IRSA area
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(Fig. 14.4) and re-injected into the adjacent artificial channel, named Lamasinata,

by means of a piping system. The Lamasinata channel is generally dry, and only

conveys water during rain events, acting as a preferential way for groundwater

recharge. For this reason, it can be asserted that the test really simulated an open-

loop system. Water level, as well as water temperature and EC, were monitored

during the test, as explained below.

Water level monitoring in the wells started few days before the beginning of the

test and continued after the pumping stop, for a total of 37 days. Furthermore, water

levels were manually recorded both in the extraction well (P37) and in five wells

(P27–P31) of the experimental site, placed down-gradient at about 160 m, from the

extraction well (Fig. 14.4). In addition, water levels were acquired continuously in

the P27 well. Vertical thermal-conductivity logs were registered in some of the

monitoring wells (P28, P29, P30), at different times: before, during and after the

pumping test. The first profile was realized 10 days before the beginning of the test,

while the others were recorded 1, 3, 9 and 16 days (a few hours before stopping the

pump) after the beginning, respectively. Moreover, during the pumping test, tem-

perature and EC were monitored continuously by means of thermal-conductivity

probes, in both P37 and P27 wells. In the P37 well, temperature and EC were

monitored by extracting water at a depth of about 5.5 m below the water table, and

collecting it in a small-capacity container placed at the end of the piping system. In

contrast, for the monitoring in P27 well a probe was placed into the well at about

24 m below the water table. This depth roughly corresponds to the beginning of the

Fig. 14.4 Location of the long-term pumping test: (1) pumping well; (2) monitoring well; (3)
regional meteorological station; (4) CNR-IRSA building and its appurtenance; (5) area owned by

CNR-IRSA
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freshwater-seawater transition zone, as will be explained below (see Sect. 4.5). The

limit of this zone is dynamic and hence the changes in time of EC are most

noticeable here than anywhere else. During the monitoring period, rainfall data

and air temperature were also acquired from the CNR-IRSA station.

4 Result and Discussion

4.1 Local Characteristics of Water Table

The piezometric head, mapped in Fig. 14.5, ranges frommore than 30 m in the inner

part, to 2–4 m above sea level (asl) in a large central portion of the investigated area,

and tends to be zero near the coast. The groundwater flows through limestone-

dolostone formation at depths ranging from more than 40 m from the ground to less

than 1 m near the coast.

The density of piezometric contour lines reflects the slope of the water table. The

steep slope of the water table—that is, high hydraulic gradients (0.9%)—is visu-

alized in the inner part of the investigated area, while the water table becomes

almost flat towards the coast (hydraulic gradients of about 0.1%). This anisotropy is

strongly correlated to the different degree of fracturing and karstification of the

bedrock reservoir. The average direction of groundwater flow is SW–NE, roughly

perpendicular to the coastline. The groundwater moves under slight confining

pressure owing to a local deeper and greater compactness of water-bearing forma-

tions. Daily groundwater levels, recorded in the wells CNR-IRSA and BA 22 IS,

and the rainfall data from CNR-IRSA meteorological station (Fig. 14.2), are plotted

in Fig. 14.6. The breaks in the plotted series are a result of maintenance work on

sensors installed in the wells. The minimum groundwater levels were recorded in

October, at the end of the summer season, when the aquifer gradually emptied. The

maximum groundwater levels, instead, were recorded from November to April,

when the groundwater resources tend to recover owing to winter recharge. This

reflects the pluviometric regime of the area, characterized by rain mainly from

October to March. Overall, the maximum excursion of the water table, which

occurred in the two monitoring wells during the observation period, was about

2.0 m�2.3 m.

4.2 Groundwater Quality

Quality data were collected from the Tiziano network in the period May–June 2010

were considered to evaluate the quality of groundwater. In particular, the data of the

wells CNR-IRSA, BA 22 IS and BA 7 ASI were chosen because they are very close

to the investigated area (Fig. 14.2). The chemical compositions of the three
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Fig. 14.5 Piezometric contour map based on measurements coming from Vigor Network: (1)
wells; (2) CNR-IRSA area; (3) groundwater flow direction; (4) piezometric isolines (m asl),

contour interval 1 m

Fig. 14.6 Water table fluctuation and rainfall over time
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groundwater samples are shown in Table 14.1. On the basis of dominant cation and

anion concentrations, the groundwater was classified as belonging to sodium-

chloride hydrochemical facies, as shown in the Schoeller diagram of Fig. 14.7

(Schoeller 1962).

This means that the chemical composition of groundwater was influenced by two

processes: the interaction with the carbonatic rock, through which the groundwater

flow, and seawater intrusion, occurring almost in all the coastal aquifers of the

Apulia region (Maggiore et al. 2001; Polemio 2005). This assertion was corrobo-

rated by the large variation in EC values (Table 14.1) among the samples that

mainly (but not only) depends on the distance of the wells from the coast.

Particular attention must be paid to the water hardness that is a measure of the

calcium and magnesium content of the water. Hard water is not a health risk, but it

can lead to fouling in pipes, machines and in the heat pump’s exchanger, reducing
their performance. There is no univocal classification of the hardness of water. In

Table 14.1 Chemical composition of groundwater sampled in some wells belonging to the

Tiziano Network

Well CNR-IRSA BA 22 IS BA 7 ASI

Date 10/05/2010 10/05/2010 09/06/2010

Sampling depth (m from ground) 18 53 –

Sampling mode Static Static Dynamic

Temperature (�C) 19.92 17.74 22.7

pH 7.97 8.25 6.53

Electrical conductivity (mS/cm) 1.92 3.33 1.14

Redox (mv) 203 170 170

Water hardness (�F) 56.9 46.4 52.7

Bicarbonates (mg/L) 534 379 414

Calcium (mg/L) 115 72 109

Chloride (mg/L) 666 689 323

Magnesium (mg/L) 68.4 68.9 61.9

Potassium (mg/L) 25.3 31.7 6.12

Sodium (mg/L) 408 392 152

Sulfate (mg/L) 132 73.6 55.7

Ammonium (mg/L) 0.12 <0.030 <0.030

Nitrite (μg/L) <50.00 <50.00 310

Nitrate (mg/L) 19.2 18.1 69.9

Ortho-Phosphate (μg/L) <50.00 <50.00 <50.00

Total Organic Carbon (TOC) (mg/L) 2.49 1.48 0.35

SAR index 7.44 7.92 2.88

Lithium (μg/L) 16.7 13.5 <10.00

Bromide (μg/L) 2170 2330 1080

Fluoride (mg/L) 0.37 0.22 0.12

Iron (μg/L) 373.4 2200 22.8

Manganese (μg/L) 38.5 93.7 3.2
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fact, it differs from country to country. In Italy, the most widely used is that defined

by Celico (1986): soft water (<14 French Degreed—�F); moderately hard water

(15–32 �F); hard water (33–54 �F); very hard water (>54 �F). The analysed samples

had a hardness between 46.4 and 56.9 �F, corresponding to groundwater from hard

to very hard, as would be expected for an aquifer with a prevailing carbonatic

composition. These situations require some precautions, such as the use of water

softeners, or carbon dioxide and other gases to keep calcium and magnesium in

solution. Otherwise, different solutions, such as machines made of cupronickel and

other materials that prevent fouling, or the introduction of chemicals into the

groundwater, could be adopted.

The high values of some chemical parameters found in the water samples, such

as total organic carbon, nitrate, iron, and bromide, reflect the presence of urban and

industrial pollution. Basically, groundwater is not chemically suitable for drinking

purposes and should also be used with caution for irrigation, owing to the salinity

hazard. This means that there is no strong competition for the use of groundwater as

a geothermal fluid for this area.

Fig. 14.7 Schoeller

diagram of groundwater

sampled in some wells

belonging to the Tiziano

Network
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4.3 Temperature and Electrical Conductivity Variability
of Groundwater

Temperature and EC data, acquired continuously over 3 years in the wells of the

Tiziano Network (Fig. 14.2), are reported in Fig. 14.8.

No temperature variation was observed in each well throughout the monitoring

period, while temperature values differed from one well to another, reaching a

maximum of about 20 �C in well CNR-IRSA. On the contrary, EC presented a

different behaviour, in terms of spatial and temporal variations according to the

different distance of the wells from the coast. The logs, performed on two temporal

horizons, are reported in Fig. 14.9. Due to the greater depth of well BA 15 AIM, a

different vertical scale was used. Temperature in wells BA 22 IS and CNR-IRSA,

except for the first metres in depth, was, on average, 17.7 �C and 20 �C, respec-
tively. Logs repeated after 3 years in the well BA 22 IS, and after 1 year in the well

CNR-IRSA, did not register any significant variation in temperature.

With regard to EC, an abrupt change was detected in well BA 22 IS at about

50 m depth, where the value was 3.5 mS/cm. In the well CNR-IRSA, EC values

increased along a step profile, reaching values greater than 6.5 mS/cm at the bottom

of the well itself. Marked EC variations were observed by comparing the logs

performed at different times.

The trend of EC clearly reflected a zone of brackish groundwater, also called the

‘transition zone’, within which freshwater and saltwater are mixed. The extension

of the transition zone can vary over time depending on the entity of groundwater

withdrawals, combined with the changes in the rainfall regime, that both condition

the landward movement (intrusion) and vertical movement (upconing) of saltwater.

Temperature in well BA 15 AIM (Fig. 14.9), which is the furthest from the coast

(about 10 km), was 16.5 �C, on average, throughout the log. Only slight increases in
temperature were detected, between 80 and 90 m, and at around 260 m in depth,

where it exceeded 17 �C. This temperature trend is typical of ‘cold’ geothermal

zones where the geothermal gradient is less than 10–20 �C/km (Cataldi et al. 1995).
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Fig. 14.8 T (blue cross) and EC (at 25 �C—red cross) values recorded in some wells belonging to

Tiziano Network
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Always with reference to well BA 15 AIM, no significant change in temperature

was observed between the two logs, and was the same for EC which showed a

constant value, equal to 1 mS/cm. Only the upper part of the aquifer seemed to be

affected by external variations while, in the deeper part, the water tended to reach

equilibrium with the rocks through which it flowed. Temperature and EC values

detected in the well BA 15 AIM, considering its greater distance from the coast,

were considered as reference values for groundwater not affected by the process of

seawater intrusion. Further details on the thermal and saline features of groundwa-

ter come from new thermal-conductivity logs performed in some wells of the Vigor

Network, from June to July 2011. Figure 14.10 shows the location of the wells

where logs were carried out. Logs in wells P21 and P22, differed both in terms of

temperature and EC, although they have the same depth and are only 170 m apart.

In particular, the temperature decreased slightly in the two wells, but its value was,

on average, 0.2–0.3 �C higher in P22 than in P21. EC in P21 showed a jump at 52 m

depth from the ground, reaching 2.5 mS/cm, and remaining constant up to the

bottom of the hole. The lowest value of EC, never exceeding 1.6 mS/cm, was found

in well P22. The variability in the logs of the two wells is consistent with the

intrinsic characteristics of the aquifer that is fractionated in distinct levels because

of the presence of compact dolomite benches. This means that the water level

intercepted by two wells could be not the same. In the well P6, located in the central

part of the investigated area, no temperature variation was registered. Instead, the

EC showed a little increase, reaching a value of 3 mS/cm at 18 m depth. The log for

well P30 reflected the same profile as the CNR-IRSA one (Fig. 14.9), which was

only 20 m away. The temperature was constantly equal to 20 �C and an abrupt jump

in EC was recorded close to the transition zone.

Maximum temperature variations were found in the wells P12 and P5, which are

the closest to the sea. Water temperature decreased from 21 �C and 25 �C to 18 �C,
respectively, in the first few metres. The shallow depth at which groundwater lies in

this area (1–2.5 m below the ground) makes it strongly influenced by external
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Fig. 14.9 T (blue curves) and EC (at 25 �C—red curves) logs performed in some wells belonging

to Tiziano Network and on different temporal horizons. All depths are expressed as meters beneath
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396 R. Masciale et al.



Fig. 14.10 (a) Map of groundwater temperature distribution at a depth of 1 m below the water

table. (1) well where thermal conductivity logs were performed; (2) T isolines, contour interval

0.5 �C; (3) CNR-IRSA area. (b) More significant T (dotted line) and EC logs (solid line), referred
at 25 �C, recorded in some well. The depths are expressed as meters beneath ground
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variation. The discussed outcomes demonstrate that lithology, and fractures even

more, are the main factors affecting groundwater flow and, in particular, its thermal

regime and salinity.

A map of isotherm curves was drawn (Fig. 14.10) by interpolating the measured

temperature in the monitoring wells at a depth of 1 m below water table. The

temperature increased from 17 to 18 �C, in the inner part, up to values of more than

21 �C near the coast. The curve corresponding to 19 �C showed an anomalous shape

with respect to the general trend of isotherms that is, generally parallel to the coast.

Isotherm 19 �C delimits a sector of warmer waters from where the temperature

increases, proceeding markedly towards the coast. This behaviour reflects the effect

of the anthropogenic heat production (sewage network, underground structures,

power lines, industry), known as the Urban Heat Island (UHI) effect (Allen

et al. 2003; Huang et al. 2009; Zhu et al. 2010), that is strong in this area because

the groundwater flows at shallow depths and the urban fabric is more dense.

Nevertheless, the effect of mixing with seawater cannot be neglected since, as

expected, the sea is warmer in the studied period (June–July).

4.4 Local Climate Conditions

According to the K€oppen-Geiger Climate Classification System (K€oppen 1900;

Geiger 1954, 1961), which is the most widely used system to classify the world’s
climates, the study area belongs to the Warm Temperate Climate zone (named Csa)

with dry and hot summers, known as the Mediterranean Climate. In Italy this

climate is typical of the entire Southern coastline. In addition, to these general

climate features, local ones were investigated and defined.

The analysis of monthly air temperature distribution (Fig. 14.11) showed that the

mean temperatures range between 8 and 25 �C, with an annual average excursion of
17 �C. The highest values of temperature were found in July and August, ranging

from 20 �C up to 30 �C, and the lowest in January and February, from 4 to 13 �C.
Fluctuations in daily temperatures around the monthly averages were small, with a

maximum value of 33 �C recorded in July, and the minimum equal to 2.5 �C
recorded in February. Monthly and daily distributions of diurnal, nocturnal, and

daily mean values of RH are reported in Fig. 14.12.

The RH values varied between the minimum of 64�67%, recorded in the

months June-August, and maximum of 76�77%, in the period October-December.

The largest difference of RH between day and night was in May and June (about

14%), while the smallest was in December (about 7%). The variability of daily RH

values was larger than that of temperature, and only in few cases was lower than

60%, which is the recommended value for the human body’s thermal comfort.

The average 24-h distribution of temperature and RH are reported in Fig. 14.13,

for the hottest month, July, and the coldest one, January. In July, the maximum

temperature was reached at around 10:00 and lasted for 6 h. In January, the

maximum temperature was reached from 12:00 to 13:00 and gradually declined
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over the following hours, staying at a minimum value throughout the night. The

daily temperature excursion was about 9 �C in July and 7 �C in January.

The 24-h RH distribution was exactly the opposite to that of temperature since,

as is well known, the higher the temperature, the greater the maximum amount of

water vapour that the air can hold. In July, the maximum value of RH (68%) was

reached just before sunrise, while the minimum values (44�47%) were recorded

Fig. 14.11 Monthly and daily air temperature trends at Bari-Palese station. Climatic base period

1994–2011: (1) monthly average of daily maximum T; (2) average of daily maximum T; (3)
monthly average of daily mean T; (4) average of daily mean T; (5) monthly average of daily

minimum T; (6) average of daily minimum T

Fig. 14.12 Monthly and daily air relative humidity trends at Bari-Palese station. Climatic base

period 1994–2011: (1) monthly average of night mean RH; (2) average of night mean RH; (3)
monthly average of daily mean RH; (4) average of daily mean RH; (5) monthly average of diurnal

mean RH; (6). average of diurnal mean RH
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from 8:00 to 17:00. In January, the minimum (64%) was reached at around 13:00,

while the maximum (90%) values were recorded throughout the night.

Considering these local climate characteristics, a space-cooling system is

required in July and August, when the average air temperature is around

25 �C�26 �C, and a heating system is needed in the period from December to

March, when the average temperature is less than 10 �C.
The direct comparison between air temperature and groundwater temperature

(Fig. 14.14) reveals that against the air temperature, which ranges between 5 and

30 �C and exhibits a seasonal behaviour, the groundwater temperature is nearly

constant at 20 �C throughout the period of observation. The maximum difference

among temperatures is about 15 �C in winter and 10 �C in summer. The thermal

characteristic of groundwater, compared to local climate conditions, represents an

additional incentive to develop open-loop GWHP systems in this area, since the

performance of the system is largely determined by the difference between the

input and output temperature.

4.5 Analysis of the Long-Term Pumping Test Data

The graph in Fig. 14.15 shows the water levels measured in the wells used for the

long-term pumping test (P37, P29, P30, P28, P31, and P27), and the rainfall during

the monitoring period. The pumping was carried out in dry weather conditions, and

significant rainfall events were recorded starting from the third day after pumping

stopped and for the following days.

Fig. 14.13 Average 24-h

air T (solid lines) and RH

(dotted lines) distributions
at CNR-IRSA station: (1) T
of July; (2) T of January; (3)
RH of July; (4) RH of

January
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Fig. 14.14 Air temperature

(1) vs. groundwater
temperature; (2) at
CNR-IRSA station

Fig. 14.15 Quantitative monitoring before, during and after the pumping test: (1) rainfall; (2)
linear fit; (3) manual monitoring; (4) continuous monitoring. The time is expressed in days,

assuming zero initial time as the start of the pumping test. Water levels are displayed as depth

below ground
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Soon after the start of pumping the water level dropped immediately in the

extraction well, then continued to decrease gradually over the following days.

Smaller and comparable water level decreases were recorded in all other monitor-

ing wells, corroborating the fact that they belonged to the area of influence of the

pumping well. By stopping the pumping, the level in P37 rose instantly and a slight

rise was recorded simultaneously in the monitoring wells. However, the water

levels never reached the values recorded immediately before the start of the test.

This trend cannot be ascribed to pumping because the measured water levels

showed a decreasing trend even prior to the beginning of the test. In fact, interpo-

lating the data acquired prior to the start of pumping, a local negative trend owing to

natural depletion of the aquifer was observed, with a drain rate of about 2.5 cm d�1.

Furthermore, the water levels recorded during the test were always above the local

trend line, except for the first 2 days after the start of pumping. This means that the

re-injection of the extracted water into the Lamasinata channel produced a partial

restoration of the water level by mitigating the natural depletion. Moreover, the

effect of slight rains on the water level showed that the aquifer is characterized by a

quick response to rainfall events.

Figure 14.16 reports the results of the continuous monitoring of temperature and

EC, carried out in the extraction well P37 and in the monitoring well P27. The EC

values recorded in well P37 revealed very little variability in time, with an average

value of 2 mS/cm.

Fig. 14.16 Qualitative monitoring before, during and after the pumping test: (1). EC monitored in

the well P27; (2) T monitored in the well P27; (3) EC monitored in the pumping well P37; (4) T
monitored in the pumping well P37; (5) Air T; (6) Surface sea T
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This becomes clear by considering the installation depth of the pump, at about

5.5 m below the water level, hence above the freshwater-seawater interface. In

contrast, in well P27 the EC variability in time was much more pronounced, as a

result of the position of the probe at 24 m below the water table, almost in the

freshwater–seawater transition zone. Overall, the pumping did not increase ground-

water salinity as corroborated by the constant trend of the EC values. In contrast, the

temperature in well P27 was constant at 20 �C, while for well P37 there was a daily
variation, around the average value of 19.8 �C. Comparing water temperature in

P37 with the air temperature, a perfect overlapping of the cyclic nature of the

temperature was observed. This is because the monitoring of temperature in P37

was done in an external container collecting extracted groundwater and placed at

the end of the pipe. The capacity of the container is too small to ensure a certain

thermal inertia so it is affected by the day/night thermal excursion.

No downward trend in groundwater temperature was recorded, owing to the

mixing with seawater. In fact, as shown in Fig. 14.16, the sea surface temperature

was lower than that of groundwater. For this reason, in case of mixing, an overall

decrease in groundwater temperature should have occurred.

The results of vertical thermal-conductivity logs are shown in Fig. 14.17.

Because of the low temporal variability of monitored parameters, only the first

and last profile were reported.

Generally, all temperature profiles showed an increase of about 1 �C in the first

4 m below the water table. Starting from this depth, the temperature was almost

constantly around 20 �C. In the same way, EC increased in the first few metres

below the water table, moving from typical values of freshwater to more than

3.5 mS/cm. These variations of monitored parameters along the well water column

can be ascribed to the recharge effect during rainfall events, both by diffuse

infiltration and more commonly by concentrated infiltration along the close artifi-

cial Lamasinata channel. This hypothesis was corroborated by the rapid changes in

Fig. 14.17 EC and T profiles realized in the monitoring wells before and during the long-term

pumping test: (1) T 3 days before pumping; (2) T 16 day after start of pumping; (3) EC 3 days

before pumping; (4) EC 16 day after start of pumping (all depth are below the ground)
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water level in the wells after rainfall events (Fig. 14.15). Unlike temperature, that

remained constant over the whole well water column, except for the first metres, EC

showed two more step increments, apart from the superficial one. The first was at

about 33 m and the second at about 40 m depth, corresponding to the saltwater–

freshwater transition zone.

The temporal comparison between the first and the last profile highlighted the

substantial correspondence of temperature values in all wells. The EC values

showed the same behaviour in well P30. In contrast, a slight increase of EC was

observed at 13 m depth in well P28 and over 40 m depth in well P29. This trend was

consistent with the SW–NE direction groundwater flow. Overall, these increases

were not high enough to significantly affect the groundwater quality characteristics.

By comparing the EC profiles of well P29, realized in different time intervals

(Fig. 14.18), it can be argued that the EC variability is not attributable to the

pumping. This evidence suggests that the long-term pumping test has not affected

the groundwater qualitative characteristics. The rapid recharge of aquifer ensures

the natural system recovery.

5 Conclusion

A detailed characterization of a coastal karst area was proposed, aimed at utilizing

groundwater as a low enthalpy geothermal resource. A specifically defined moni-

toring network, consisting of 35 wells, was used to monitor groundwater quality

Fig. 14.18 EC profiles

realized at different time

interval in the monitoring

well P29: (1) 160 days

before pumping; (2) 10 days
before pumping; (3) 16 days
after start of pumping; (4)
50 days after stopping

pumping (all depth are

below the ground)
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and quantity. The impact of an open-loop GWHP system on seawater intrusion was

studied by means of a long-term pumping test. The acquired information, together

with the collection of existing data, allowed a detailed characterization of the area

in terms of geological, hydrogeological, geochemical, and meteorological features.

The results showed that the investigated portion of the aquifer is characterized

by high hydraulic conductivity and transmissivity values. Water enters this portion

of aquifer very fast, highlighting good productivity. Groundwater temperature,

reaching over 20 �C near the coast, is particularly useful for direct use, especially

for space heating and cooling. In particular, extensive groundwater utilization for

space cooling is advantageous and justified, considering the local climate charac-

teristics that cause a peak of thermal energy demand in summer.

Groundwater contamination level is generally high, because of urban and indus-

trial pollution and because of seawater intrusion. These characteristics determine

the absence of a strong competition for groundwater use, making it available for

geothermal purposes, even though particular attention must be paid to the hardness

of water that can affect the performance of the GWHP system. The 16-day long-

term pumping test did not caused a lowering of the water table greater than that

naturally occurring in the dry period. On the contrary, the re-injection of the

extracted water into the surface water drainage network through seepage, partially

restored the water table. Moreover, the results showed that the long-term pumping

test did not cause the worsening of groundwater quality that could have been

expected, as a consequence of sea water intrusion caused by pumping.

In conclusion, the methodological approach adopted provides all the elements to

correctly evaluate the environmental impact of an open-loop GWHP system in

coastal areas. Therefore, it can be considered a useful tool for the feasibility study,

also essential for the installation of a GWHP system.
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Water stress, 12
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