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Abstract. With the popularity of Internet technologies and applica-
tions, inappropriate or illegal online messages have become a problem
for the society. The goal of authorship attribution for anonymous online
messages is to identify the authorship from a group of potential suspects
for investigation identification. Most previous contributions focused on
extracting various writing-style features and employing machine learning
algorithms to identify the author. However, as far as Chinese online mes-
sages are concerned, they contain not only Chinese characters but also
English characters, special symbols, emoticons, slang, etc. It is challeng-
ing for word segmentation techniques to segment Chinese online messages
correctly. Moreover, online messages are usually short. The performance
for short samples would be decreased greatly using traditional machine
learning algorithms. In this paper, a profile-based authorship attribution
approach for Chinese online messages is firstly provided. N-gram tech-
niques are employed to extract frequency sequences, and the category
frequency feature selection method is used to filter common frequent
sequences. The profile-based method is used to represent the suspects
as category profiles. The illegal messages are attributed to the most
likely authorship by comparing the similarity between unknown illegal
online messages and suspects’ profiles. Experiments on BBS, Blog, and
E-mail datasets show that the proposed profile-based authorship attri-
bution approach can identify the authors effectively. Compared with two
instance-based benchmark methods, the proposed profile-based method
can obtain better authorship attribution results.

Keywords: Profile · Authorship attribution · N-gram · Chinese ·
Online messages · Forensic

1 Introduction

The number of Internet users in the world reach 3.2 billion in 2015 [19]. Nowa-
days, Internet is an important information source in people’s daily life. People
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can communicate by various mediums such as E-mail, BBS, Blog, and Chat
Rooms. Unfortunately, these online communication mediums are being misused
for inappropriate or illegal purposes. It is common to find out fraud informa-
tion, antisocial information, terroristic threatening information, etc. [25]. Ter-
rorists make use of Internet to post messages for radicalization and recruitment
of youth. In China, there is an institute called “12321” in charge of inappro-
priate or junk information complaint and treatment. Taking the statistics from
the “12321” institute in September 2015 as an example, the institute received
complaints about 9,438 junk mails, 28,407 illegal websites, and 22,481 illegal or
junk text messages on mobile phones [1]. So, the inappropriate or illegal online
information has strongly disturbed people’s daily life.

The obvious characteristics of cybercrime is anonymous and borderless. In
order to escape from detecting, criminals always forge their personal information
or send information anonymously [8]. Moreover, by the help of pervasive network
technology, criminals can hide in any corder at any time to commit crime. So, it
is hard to identify the real authorship of inappropriate or illegal web information.

Computer forensic has been used as evidence since the mid-1980s [6], which is a
science for finding legal evidence in computers or digital storage medias. Forensic
investigation methods try to dig various types of evidence for courts. Fingerprints,
blood, hair, witness testimony, and shoe prints are the traditional incriminating
types of digital investigation methods [14]. But the traditional forensic investiga-
tion methods are inapplicable to cybercrime investigation. There is limited infor-
mation in the crime scenes. Only some electronic text messages are available.
However, like footprint and handwriting, authors’ writing-style features can be
mined by analyzing the authors’ writing habits on Internet medias.

The purpose of authorship attribution is to attribute the authorship of
unknown writings according to writing-style analysis on the author’s known
works [25]. There are some typical studies such as authorship attribution on
Shakespeare’s works [12,26] and “The Federalist Papers” [17,27]. Since 2000,
authorship attribution on E-mail, BBS and Chatting room information for foren-
sic purpose have drew researchers’ attention [3,8,11,20,35]. Current research
focus on two aspects: feature extraction and selection methods, and authorship
attribution algorithms. Identifying the authorship by analyzing the writing-style
features from Chinese online messages is difficult due to complicated linguistic
characteristics, which are analyzed as follows.

(1) Chinese language has no natural delimiters between words. The word seg-
mentation is a key technique to process Chinese natural language. Nowadays,
some word segmentation softwares are available. However, word segmenta-
tion softwares are difficult to segment correctly for some neologies such as
slang on the online messages. The terms TMD and 886 are commonly used
slang in Chinese online messages. It is difficult to segment such kinds of slang
by word segmentation softwares. Further, Chinese online messages some-
times contain English words, which are important features to mine authors’
writing-style features. So, feature extraction methods that are language inde-
pendent need to be investigated and developed.
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(2) Chinese online messages contain complicated linguistic elements, which
include not only Chinese characters but also English characters, special sym-
bols and emoticons. The authors usually write freely. There are a lot of extra
blank spaces or blank lines. Moreover, there are symbols such as “∼∼∼”,
“....” and “!!!”, emoticons such as � and �, and english characters such
as “byebye” and “bye” in Chinese online messages. These characters, sym-
bols and emoticons can be extracted as writing-style features to identify
the authorship of online messages. So, authorship attribution methods on
Chinese online messages need more effective feature extraction and selection
methods to make better use of the online message information.

(3) In general, online messages are short. The texts of online messages contain
few words. The classification accuracy for short text would be decreased
greatly in traditional machine learning algorithms, such as K-nearest neigh-
bors (KNN) and support vector machines (SVMs) [7].

From the above analysis, we can see that authorship attribution methods
on Chinese online messages should be investigated, which should be language
independent, can analyze extensive linguistic elements including Chinese char-
acters, English characters, digits, symbols, emoticons, and are suitable for deal-
ing with short online message samples. Profile is used to represent the training
texts per author. Stamatatos, et al. (2009) had compared the profile-based and
instance-based methods [32], and described that the important advantages of
the profile-based methods were that the profile-based methods might produce a
more reliable representation when the training samples are short texts such as
E-mail messages and online forum messages. Keselj et al. (2003) [23] and Peng
et al. (2003) [28] presented authorship attribution methods based on character-
level n-gram, which was language independent. So, in this paper, we employ
n-gram techniques which is language independent to extract frequent sequences
from extensive linguistic elements in Chinese online messages. The profile-based
method is used to represent the suspects as category profiles.

One factor that influences authorship attribution accuracy is class imbalance.
Class imbalance is caused by uneven distribution of the training samples over
the candidate classes. Some candidate classes have more training samples, while
some other classes have fewer training samples. Moreover, the text lengths of
training samples are different. Some candidate classes have longer texts than
other candidate classes. Most previous authorship attribution approaches work
well when the training samples are balanced, namely, equal number of training
samples for each candidate class and the almost same length of training sam-
ples for each candidate calss. However, in most cases, the training samples over
the candidate classes are not balanced. In such a situation, most of classifiers
are biased toward the majority class [22]. Class imbalance problem will greatly
reduce authorship attribution accuracy.

Class imbalance can cause frequent sequence imbalance in profiles. The num-
ber of frequent sequences in majority classes is more than that of minority
classes. Further, the feature value of the frequent sequence in majority classes is
larger than that of minority classes based on the n-gram based frequent sequence
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extraction and selection method (shown in Sect. 3.2). So, in this paper, a frequent
sequence standardization method is introduced to solve class imbalance problem.

1.1 Goals

In this paper, the overall goal is to propose a profile-based authorship attribution
approach for Chinese online messages to effectively identify the author from a
list of suspects and provide convictive evidence for cybercrime investigation. We
will focus on the following four objectives in order to achieve the overall goal.

Objective 1: Employ n-gram techniques to extract frequent sequences from exten-
sive linguistic elements including Chinese characters, English characters, digits,
symbols, etc., and use the category frequency features selection method to filter
common frequent sequences that do not have distinguished ability.

Objective 2: Develop a profile-based method to represent the suspects to category
profiles, and present a similarity computing method to attribute unknown illegal
messages to most likely authorship.

Objective 3: Develop a frequent sequence standardization method to solve class
imbalance problem, and investigate whether the method is effective.

Objective 4: Propose a profile-based authorship attribution approach based on
the above methods, and investigate whether this approach can obtain effective
experimental results, and achieve better performance than two instance-based
benchmark methods.

1.2 Organization

The rest of the paper is organized as follows. Section 2 reviews the previous con-
tributions. Section 3 presents the proposed profile-based authorship attribution
method. Section 4 describes the experiment design. Section 5 provides the exper-
imental results and discussions. Section 6 are the conclusions and future work.

2 Related Works

Authorship attribution was used to attribute the authorship of literatures. The
pioneering authorship attribution methods traced back to Mosteller and Wallace
(1964) [27] who tried to attribute the authorship of “The Federalist Papers”.
Since the late 1990s, the vast amount of electronic texts (E-mail, Blog, Online
forum, etc.) have appeared on the Internet. Authorship attribution studies have
been used on forensic investigation [2,8,11,20]. In this section, we review n-grams
writing-style features, authorship attribution method for forensic identification,
and two typical writing-style feature representation methods.
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2.1 N-Grams Writing-Style Features

In the views of computational linguistics, an n-gram is a contiguous sequence of
n items extracted from a sequence of text. N-grams at the character-level were
widely applied to authorship attribution. There were some successful applica-
tions. Forsyth and Homes (1996) [15] found that bigrams and charater n-grams
achieved better performance than lexical features in authorship attribution.
Keselj et al. (2003) [23] and Peng et al. (2003) [28] presented an authorship attri-
bution method using character-level n-gram, which was language independent.
Sun et al. (2012) [33] proposed an online writeprint identification framework
using variable length character n-gram to represent the author’s writing-style.
The items of an n-gram can be characters and words according to the previous
application. However, more extensive linguistic elements in Chinese online mes-
sages including Chinese characters, English characters, digits, symbols, emoti-
cons should be extracted. In this paper, these linguistic elements are termed
n-gram frequent sequences.

2.2 Authorship Attribution Method for Forensic Investigation

De (2000, 2001) [8–10] extracted a set of linguistic and structural features, and
employed SVMs algorithm to attribute the authorship of E-mail documents.
Iqbal et al. (2008, 2010) [20,21] mined frequent patterns for authorship attri-
bution in E-mail forensic investigation. However, in the pre-processing phase,
the spaces, punctuations, special characters and blank lines which are impor-
tant information that can be used to mine authors’ writing-styles are removed.
Zheng et al. (2003, 2006) [35,36] presented an authorship attribution method
that extracted a comprehensive set of syntactical features, lexical features, struc-
tural features, and content-specific features, and used inductive learning algo-
rithms to build classification models. Chen (2008) [3] extracted a rich set of
writing-style features and developed the Writeprints technique for identification
and similarity detection on online messages. Ding et al. (2015) [11] proposed a
visualizable evidence-driven approach based on an End-to-End Digital Investi-
gation framework to visualize and corroborate the linguistic evidence supporting
output attribution results.

2.3 Writing-Style Feature Representation Methods

The purpose of authorship attribution techniques is to form an attribution model
by analyzing the writing-style features from the training corpus. Then, the attri-
bution model attributes text samples of unknown authorship to a candidate
author. The authorship attribution methods can be divided into two classes,
namely, profile-based methods and instance-based methods. Profile-based meth-
ods extract a general style (called the author’s profile) for each author from
available training texts. Instance-based methods treat each text sample in the
training set as an instance and extract a separate style for each text sample. Clas-
sification algorithms are often used to develop an attribution model in instance-
based methods.
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Profile-Based Authorship Attribution Methods. Keselj et al. (2003) [23]
proposed an authorship attribution method that used n-grams to form author
profiles. Iqbal et al. (2008) [21] extracted author profiles called write-prints based
on frequent patterns extraction method. Estival et al. (2007) [13] presented an
author profiling method with the application to Arabic E-mail authorship attri-
bution. Stamatatos (2009) [32] had compared the profile-based and instance-
based methods. He described that the important advantage of profile-based
methods were that the profile-based methods might produce a more reliable
representation when only short texts were available for training such as E-mail
messages and online forum messages. Further, the computation time of profile-
based methods was lower than that of instance-based methods.

Instance-Based Authorship Attribution Methods. In instance-based
methods, machine learning algorithms such as neural networks, Bayesian, deci-
sion trees, KNN and SVMs were widely used to train an attribution model.
Merriam and Matthews (1994) [26] employed neural network classifiers in the
authorship attribution study. Kjell (1994a) [24] employed Bayesian and neural
networks as classifiers. Hoorn et al. (1999) [18] extracted letter sequences for
authorship analysis of three Dutch poets using neural networks. Holmes (1998)
[16] used a genetic rule based learner for “The Federalist papers” authorship
attribution problem by comparing the effects of vocabulary richness, and word
frequency analysis.

Most authorship attribution studies focus on various pre-defined writing-
style features and test different feature sets on effect of experimental results.
Due to Chinese online messages’ complicated linguistic characteristics (shown
in Sect. 1), effective feature extraction, selection, and representation methods
that are suitable for Chinese online messages authorship attribution should be
investigated. Keselj et al. (2003) [23] and Peng et al. (2003) [28] proposed a
language independent authorship attribution method using character-level n-
gram language models. However, the method is restricted to character level, and
merely applied to literature documents. They did not consider integrating exten-
sive linguistic elements including Chinese characters, English characters, digits,
symbols, emoticons, etc. So, in this paper, we propose a profile-based authorship
attribution approach for Chinese online messages. Frequent sequences that are
combinations of syntactic features, lexical features, and structural features are
extracted by n-gram techniques from extensive linguistic elements. The frequent
sequences are represented as category profiles. A similarity computing method
is employed to attribute unknown illegal messages to most likely authorship.

3 The Proposed Profile-Based Authorship Attribution
Approach

3.1 Overview

The process of the proposed profile-based authorship attribution approach for
Chinese online messages, as shown in Fig. 1, can be divided into the following
five steps.



A Profile-Based Authorship Attribution Approach 39

Fig. 1. The process of profile-based authorship attribution approach for Chinese online
messages

Step 1. Preliminary investigation
Let’s suppose there are illegal online messages that cause bad effect, and

the Police Department intends to investigate who wrote these messages on the
Internet. By preliminary investigation, investigators could narrow down the sus-
pect list.

Step 2. Online messages collection
Each suspect’s online message samples should be collected. These samples are

suspect’s known works. The goal here is to collect samples as many as possible.
These online message samples are used as the training set.

Step 3. Online messages pre-processing
Some useless information such as advertisements, pictures, multimedia infor-

mation should be removed. Text information and emoticons are reserved. In our
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research, emoticons are represented by digital numbers (shown in Sect. 3.2). The
blank spaces, blank lines, punctuations, and special symbols contain important
information that can be used for mining suspects’ writing-styles. This informa-
tion is reserved too.

Step 4. Feature extraction and selection
In this paper, n-gram techniques are employed to extract frequent sequences

from extensive linguistic elements in Chinese online messages. Category fre-
quency is used to filter common frequent sequences. The profile-based method
is adopted to represent the suspects as category profiles (details in Sect. 3.2).

Step 5. Authorship attribution
The unknown illegal online messages are represented by n-gram sequences.

A similarity computing method is presented to compute the similarity between
unknown illegal online messages and category profiles. Then, the messages are
attributed to the most likely authorship that has the maximum similarity.

3.2 Author Profile Representation Method

There are some terms used in this paper. We define the terms as follows.

Definition 1 (Sequence element): A sequence element is one of the minimum
linguistic elements in Chinese online messages that include Chinese characters,
English characters, digits, symbols, etc.

Definition 2 (Frequent sequence): A frequent sequence is combinations of
sequence elements and the number of the frequent sequences exceed the given
support threshold.

Definition 3 (Profile): A profile is a virtual digital representation of a suspect’s
identity. In this paper, a profile is represented by a suspect’s frequent sequences
which are extracted and selected from the suspect’s training set.

Let us suppose there is a suspect list S = {S1, S2, · · · , Sn}, n is the number of
suspects. There is an illegal message d that the author is unknown. The decision
function is thus asked to map newly incoming illegal message d in one suspect
from the suspect list (S), according to its content.

Profile-based classifiers derive a description of each target class (Si) in terms
of a category profile (Ci), usually a vector of features. These vectors are extracted
from a training set D = {(d1, y1), (d2, y2), · · · , (dm, ym)} that is pre-categorized
under Ci, where di is the feature vector of the ith sample, yi is its label (i.e.,
category), and m is the number of samples. The profile-based classifiers can
be referred as category-centered classification, which is thus the evaluation of
similarity between unknown document d and different profiles (one for each
class) [5].

Given a set of features {t1, t2, · · · , tu} describing an online message dh ∈ D, u
is the number of features. The online message is represented as a feature vector,
i.e.: dh =

{(
t1, w

h
t1

)
,
(
t2, w

h
t2

)
, · · · ,

(
tu, wh

tu

)}
, where wh

tk
represents the feature

value tk for online message dh. Category profiles of suspects are represented
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as vectors of features, i.e.: Ci =
{(

t1, w
i
t1

)
,
(
t2, w

i
t2

)
, · · · ,

(
tu, wi

tu

)}
, where wi

tk
represents the feature value tk in category profile Ci. In this paper, n-gram tech-
niques are employed to extract frequent sequences as the writing-style features.

N-Gram Based Frequent Sequence Extraction and Selection Method.
Each online message consists of a sequence of characters. The characters include
Chinese characters, English characters, digits, punctuations, blank lines, blank
spaces, special symbols, emoticons etc.

Based on the following rules, the sequence of characters is combined into
sequence elements.

Rule 1: if the element of a sequence is a Chinese character, then the Chinese
character is a sequence element.

Rule 2: if the element of a sequence is an English character, then read the next
element. All the English characters are treated as a single sequence element until
the element is not English character.

Rule 3: if the element of a sequence is a punctuation, then read the next ele-
ments. All the punctuations are treated as a single sequence element until the
element is not punctuation.

Likewise, the elements of digits, blank spaces, blank lines, tab spaces are
suitable for the rules 2 and 3.

An emoticon is represented as three-digit numbers such as <001> or <002>.
The representation of an emoticon is treated as a sequence element.

Thus, based on the above rules, the extensive linguistic elements for Chinese
online messages is transformed to sequence elements.

Then, the sequence elements are combined to 1-gram sequences, 2-gram
sequences, 3-gram sequences, 4-gram sequences, etc. In the experiment section,
experimental results show that 4-gram sequences are more effective than other
n-grams (details in Sect. 5).

Most n-gram sequences occur in a certain category only once. These features
are rare features which are either noninformative for category prediction or not
influential in global performance [34]. We define frequent features that occur
in the unique category frequently. The features are treated as frequent features
on condition that the frequency of features exceeds the given frequent support
threshold defined as “Minimum Term Frequency, TFmin”, which is the smallest
number of times a feature can appear in a category. The sequences that meet
the condition of TFmin are extracted as features to remove the rare features.

If most category profiles containing one certain frequent sequence, the fre-
quent sequence does not have distinguished ability. Filtering common frequent
sequences among profiles and selecting effective frequent sequences are essential.
We define the distinguish ability of one frequent sequence as category frequency
(CF ), which is the number of category profiles in which a frequent sequence
occurs. We computed the CF for each unique frequent sequence in the train-
ing set and removed from the search space those frequent sequence whose CF
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exceed the given minimum category frequency threshold (CFmin). Let us sup-
pose all the unique frequent sequences among category profiles are represented
as T = {(t1, e1) , (t2, e2) , · · · , (tv, ev)}, where ti is the ith frequent sequence, ei
is the total number of category profiles that contain the frequent sequence ti,
v is the number of unique frequent sequences. Formula (1) is the condition of
filtering common frequent sequences.

ei
n

>= CFmin (1)

where n is the number of profiles. The frequent sequences that satisfy the
Formula (1) are removed.

The usual TF-IDF scheme is widely used in the vector space model [30].
In this paper, we improve the TF-IDF method and propose a new TFC-ICF
method to compute the feature value of frequent sequences in the category pro-
files. TFC represents the number of a frequent sequence that occurs in the online
messages of a certain category. The inverse category frequency (ICF ) [4] is simi-
lar to the inverse term frequency (IDF ) [31]. ICF is given by ICF = log

(
N
Ftk

)
,

where Ftk is the number of category profiles in which a frequent sequence
tk ∈ {t1, t2, · · · , tu} occurs, N is the total number of categories. Then, the cate-
gory profile feature values (wi

tk
) are computed by the formula (2).

wi
tk

= TFC × ICF =
∑

h∈Ci

Gh
tk

× log
(

N

Ftk

)
(2)

where Gh
tk

is the number of frequent sequence tk that occurs in the online message
dh. Ci is the ith category profile.

Solving Class Imbalance Problems. In this paper, a frequent sequence stan-
dardization method to solve class imbalance problem is introduced. In category
profile list C = {C1, C2, · · · , Cn}, non-zero frequent sequences in each profile
Ci =

{(
t1, w

i
t1

)
,
(
t2, w

i
t2

)
, · · · ,

(
tu, wi

tu

)}
are sorted by the feature values in

descending order. Then, every non-zero frequent sequence has its own ranking
in the category profile. The total number of non-zero frequent sequences in each
profile is counted. Let us suppose category profile Ci has the smallest number
of non-zero frequent sequences, and the number is r. The number of non-zero
frequent sequences in each profile is kept down to the same number r according
to their ranking. The feature values of the rest of low ranking (lower than r)
frequent sequences in profiles is set to 0. The feature values of non-zero frequent
sequences in each profile are normalized to the range between 0 and 1.

The feature value is computed by the Formula (3).

wi
tk

=
r − s

r − 1
(3)

where wi
tk

is the feature value of non-zero frequent sequence tk in the category
profile Ci. s is the ranking of the non-zero frequent sequence tk. r is the total
number of the non-zero frequent sequences in profile Ci. 1

r−1 is the interval
between two non-zero frequent sequences.
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3.3 Authorship Attribution

Let us suppose there is an illegal online message d. The message d is represented
to character sequences, sequence elements and n-gram sequences. Ultimately,
the message d is represented to d = {(t1, wt1) , (t2, wt2) , · · · , (tu, wtu)}, where
wti = ICF × Gti , The computation formula of ICF is shown in Sect. 3.2, Gti

is the number of feature ti occurs in the message d. Formula (4) is the similarity
function between unknown document d and category profile Ci.

sim(d,Ci) = cos(d,Ci) =
u∑

k=1

wtk · wi
tk

|d| · |Ci| (4)

where sim(d,Ci) is the similarity degree between unknown online message d
and category profile Ci, wtk is the feature value of sequence tk in the message d,
wi

tk
is the feature value of frequent sequence tk in category profile Ci, u is the

number of frequent sequences.
The most likely category of an unknown online message d is computed by

Formula (5).
author (d) = arg maxsim(d,Ci) (5)

The unknown online message d is attributed to the maximum similarity
between the unknown online message d and profile Ci ∈ C.

4 Experiment Design

In this section, experiments are designed to evaluate the performance of the pro-
posed profile-based authorship attribution approach. The overall experimental
objective is to verify whether our method can effectively identify the author from
a list of suspects. Three experiments are performed to test the overall experi-
mental objectives. (1) The first experiment is to test the influence of different
parameters TFmin and CFmin on experimental results. (2) The second experi-
ment is to test whether the accuracy is influenced by the class imbalance problem
obviously, and show whether our frequent sequence standardization method is
effective. (3) The third experiment is to compare the experimental results of the
proposed profile-based approach and two benchmark methods, and test whether
the proposed profile-based approach can achieve better performance than the
two benchmarks.

4.1 Datasets

Three real-life datasets including BBS, Blog, and E-mail were collected. Table 1
shows the detailed information of the three datasets. There is no public Chi-
nese datasets for online messages. So, we collected 10 most popular Bloggers
on the website http://blog.sina.com.cn/ as the blog dataset. BBS dataset were
gained from 6 active moderators on the Zhihu web forum http://www.zhihu.com/.
Involving personal privacy, E-mails were collected from 5 staff members’ mail-
boxes that were used to announce notifications on our university’s mail server.

http://blog.sina.com.cn/
http://www.zhihu.com/
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Table 1. The information of three datasets

Dataset Authors No. of instances Average no. of words per instance

Blog Author 1 200 273

Author 2 200 926

Author 3 200 354

Author 4 107 336

Author 5 200 413

Author 6 200 461

Author 7 200 184

Author 8 183 289

Author 9 197 610

Author 10 200 227

BBS Author 1 68 78

Author 2 117 40

Author 3 92 34

Author 4 79 25

Author 5 90 16

Author 6 90 65

E-mail Author 1 22 479

Author 2 28 194

Author 3 19 171

Author 4 10 320

Author 5 19 168

From the information of the three datasets in Table 1, we can see that the
Blog dataset has more instances and the average number of words per instance
is longer than other datasets. The average number of words per instance in the
BBS dataset is fewer than that of other datasets. The class imbalanced problem
in BBS and E-mail datasets are more obvious than Blog dataset.

4.2 Benchmarks for Comparison

To test the effectiveness of the proposed profile-based authorship attribution app-
roach, two instance-based methods were selected as benchmarks for comparison.

There were little related studies aiming at authorship attribution method
for Chinese online messages on forensic purpose except for our artificial intel-
ligence and data mining research group in agricultural university of Hebei. So,
we selected our previous instance-based authorship attribution method [25] as
the first benchmark. We term the first benchmark as Instance-lexi-stru method.
In the Instance-lexi-stru method, word segmentation softwares were used for
word segmentation and part of speech tagging due to Chinese language’s special
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characteristics. The information gain method was used to select effective lexical
features. The feature value of lexical features was calculated by the traditional
TF-IDF Formula [29].

w(t,d) = tf(t,d) × log(N/nt + 0.01) (6)

where w(t,d) is the feature value of feature t in document d, tf(t,d) is the
frequency of feature t in document d, N is the total number of documents, and
nt is the number of documents that contain feature t.

Structural features include structural characteristics (shown in Table 2) [25],
punctuations features (30 categories including Chinese and English punctua-
tions), and part of speech features (12 categories part of speech features). An
SVM are used as learning algorithm.

Table 2. Structural characteristics

Features

Number of distinct punctuations/total number of punctuations

Number of distinct words/total number of words

Mean sentence length

Mean paragraph length

Number of digital characters/total number of words

Number of lowercase letters/total number of words

Number of uppercase letters/total number of words

Number of space/total number of words

Number of blank lines/total number of lines

Number of indents/total number of words

In the second benchmark, we employed n-gram techniques to extract n-gram
frequent elements (detail shown in Sect. 3.2). The information gain method was
used to select effective n-gram frequent elements. The TF-IDF in Formula (6) is
used to compute the feature value of n-gram frequent elements. An SVMs are used
as learning algorithm. We term the second benchmark as instance-n-gram method.

In the experiments, the samples in each dataset were randomly divided into
two sets, namely, 70 % as the training set, and 30 % as the test set. The accuracy
was used to evaluate the experimental results.

5 Experimental Results and Discussions

5.1 The Influence of TFmin and CFmin on Experimental Results

To test the influence of different parameters TFmin and CFmin on experimental
results, the first experiment was conducted. Different parameter combinations
were experimented on the three datasets to find effective parameters combina-
tions. The experimental results were shown in Table 3.
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Table 3. The experimental results of different parameter combinations

Dataset Parameters combinations Accuracy (%)

TFmin CFmin 2-gram 3-gram 4-gram 5-gram

Blog 2 0.5 84.18 87.03 87.50 86.87

0.6 83.86 87.50 87.82 87.18

0.7 85.76 87.82 88.13 87.34

0.8 85.76 88.13 88.29 8.66

0.9 85.92 87.82 88.13 88.13

3 0.5 81.65 84.34 85.29 85.13

0.6 82.60 85.44 85.44 85.13

0.7 82.44 86.23 87.76 86.08

0.8 82.75 84.97 86.23 86.08

0.9 83.70 84.97 87.76 85.60

4 0.5 80.22 82.91 82.91 82.75

0.6 80.06 84.02 83.86 83.86

0.7 80.54 83.70 84.81 84.34

0.8 81.96 84.45 85.60 86.08

0.9 81.65 84.97 85.13 85.13

BBS 2 0.5 69.60 70.64 69.80 69.05

0.7 73.68 74.44 75.39 75.19

0.9 69.63 71.85 70.37 71.11

3 0.5 67.48 67.74 69.05 65.08

0.7 59.56 59.26 60.45 61.19

0.9 55.97 55.97 58.96 58.21

4 0.5 0 0 0 0

0.7 52.73 51.15 55.00 55.00

0.9 41.84 42.17 43.02 47.71

E-mail 2 0.4 77.42 77.42 77.42 77.42

0.6 80.65 80.65 83.87 80.65

0.8 80.66 80.66 77.42 77.42

3 0.4 55.00 61.62 77.78 73.42

0.6 61.91 55.00 70.22 66.67

0.8 56.57 64.29 64.29 70.74

4 0.4 0 57.94 65.07 65.52

0.6 53.15 53.15 65.00 61.67

0.8 56.57 56.57 62.26 53.00

From Table 3, we can see that the experimental results of the 4-gram column
are better than those of the 2-gram, 3-gram and the 5-gram columns in most
cases, which suggests that the 4-gram frequent sequences is more effective than
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other n-grams. With regard to parameter TFmin, the experimental results on
the condition that the parameter value is 2 are better than those of other para-
meter values, which suggests that the sequences are frequent sequences when at
least 2 documents in a certain category contain the sequences. As for parameter
CFmin, the highest accuracy on the Blog dataset is 88.29 % on the condition
that the parameter value of CFmin is 0.8, and the parameter value of TFmin
is 2. There is little difference among the experimental results on blog dataset
when the parameter value of CFmin is 0.7, 0.8 and 0.9. Likewise, the highest
experimental result on the BBS dataset is 75.39 % on the condition that the
parameter value of CFmin is 0.7, and the parameter value of TFmin is 2. The
highest experimental result on the E-mail dataset is 83.87 % on the condition
that the parameter value of CFmin is 0.6, and the parameter value of TFmin
is 2. If the parameter value of CFmin is too high, the purpose to filter common
frequent sequence would not be achieved. If the parameter value of CFmin is too
low, some frequent sequences that have distinguished ability would be filtered
away. So, the appropriate parameter value of CFmin should be set at a range of
0.6 to 0.8.

From Table 3, we can see that highest accuracy of Blog, BBS, and E-mail are
88.29 %, 75.39 %, and 83.87 % respectively. The accuracy exceeds 80 % by exper-
imenting on the Blog and E-mail datasets. The accuracy of the E-mail dataset is
high, because E-mail documents have obvious structural features such as greet-
ings, farewells, and signatures, and the n-gram based frequent sequences feature
extraction and selection method can represent the E-mail author’s writing-styles
well. The accuracy of the BBS dataset is relatively low, which might be caused
by too few words in the BBS test set. Some BBS test samples even can not
find the matching frequent sequences in any category profiles. The writing-styles
in too short online messages are not obvious. Experimental results show that
the authors can be identified from a list of suspects effectively, and promising
performance is achieved.

5.2 The Experiments on Class Imbalance Problem

In this paper, a frequent sequence standardization method is used to deal with
the class imbalance problem. To test the effectiveness of the frequent sequence
standardization method, experiments were done on the Blog dataset. We changed
the number of instances for authors randomly to produce the class imbalance
problem. Firstly, the two authors’ instances as shown in Table 1 were reduced
by half. Then, the four authors’ instances were reduced by half, and so on. The
experimental results are shown in Table 4. We assume the parameter η denote
the proportion of the number of authors whose instances are reduced by half in
all the authors.

From the experimental results in Table 4, we can see that the accuracy does
not change obviously. The accuracy decreases slightly when the two authors’
instances are reduced by half. Then, the accuracy keeps stable when more
authors’ instances are reduced by half, which suggests that class imbalance prob-
lem has little effect on experimental performance and shows that the frequent
sequence standardization method to solve class imbalance problem is effective.
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Table 4. The experimental results of class imbalance situation for the Blog dataset

η Accuracy (%)

0/10 88.29

2/10 85.76

4/10 84.65

6/10 84.86

8/10 85.13

10/10 84.49

5.3 Comparison of the Proposed Profile-Based Method with Two
Benchmark Methods

In Sect. 4.2, two instance-based benchmarks (Instance-lexi-stru and instance-n-
gram) are described. Each sample of the training set is treated as an instance
and is extracted to a separate writing-style. The method is different from the
proposed profile-based approach in this paper. We term the proposed profile-
based approach as Profile-n-gram. To compare the performance of Profile-n-
gram, Instance-lexi-stru and Instance-n-gram, experiments were made on three
datasets. In instance-based methods, the kernel function was set to the linear
kernel function in SVMs. 1000 lexical features were selected by the information
gain features selection method. In Profile-n-gram, the parameters of TFmin and
CFmin were set to optimal parameter combination based on the Sect. 5.1. The
experimental results on different datasets are shown in Table 5.

From Table 5, we can see that the accuracy of the proposed Profile-n-
gram method on each dataset is higher than that of the Instance-lexi-stru and
Instance-n-gram methods. The accuracy of the Instance-lexi-stru on Blog and
BBS datasets is higher than that of the Instance-n-gram. The accuracy of the

Table 5. The experimental results of Profile-n-gram, Instance-lexi-stru and Instance-
n-gram

Dataset Method type Accuracy (%)

Blog Profile-n-gram 88.29

Instance-lexi-stru 82.06

Instance-n-gram 80.15

BBS Profile-n-gram 75.39

Instance-lexi-stru 62.94

Instance-n-gram 61.24

E-mail Profile-n-gram 83.87

Instance-lexi-stru 72.74

Instance-n-gram 80.66
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Instance-n-gram on the E-mail dataset is higher than that of the Instance-lexi-
stru, because the E-mail dataset has obvious structural features, and n-gram
feature extraction and selection method can mine the writing-style features effec-
tively. The accuracy gap between the profile-based and the instance-based meth-
ods on the BBS dataset is wider than that of the Blog dataset, which might be
caused by the characteristic of the two datasets. From Table 1, we can see that
the length of samples in the Blog dataset is longer than that of the BBS dataset.
The short samples would decrease the performance of the instance-based meth-
ods greatly [7]. The proposed profile-based methods can take full advantages of
short online messages, and extract frequent sequences that almost can not be
mined by traditional feature extraction methods [3,20,35].

Examples of frequent sequence extraction results for profiles on the BBS
dataset is shown in Table 6. The left side of “=” is the frequent sequence. The
right side of “=” is the feature value of the frequent sequence. Some fixed collo-
cations in author’s profiles include the combinations of Chinese words, English
words, punctuations, modal words, digits, and slang words. The experimental
results show that the n-gram based frequent sequence feature extraction methods
are suitable for Chinese online message characteristics, and the proposed profile-
based method is effective for solving authorship attribution problems with short
online message samples.

Table 6. Examples of frequent patterns for profiles on BBS dataset

6 Conclusions

In this paper, a profile-based approach to authorship attribution for Chinese
online messages was firstly proposed. N-gram techniques were employed to
extract frequent sequence from extensive linguistic elements in Chinese online
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messages, and category frequency was used to filter common frequent sequences.
A novel frequent sequence standardization method was used to deal with class
imbalance problem. The profile method was used to represent the authors as cat-
egory profiles. A similarity computing method was employed to attribute illegal
online messages to the most likely authorship.

To test the effectiveness of the proposed profile-based authorship attribution
approach, Blog, BBS and E-mail datasets were collected. Experimental results
showed that highest accuracy of Blog, BBS, and E-mail were 88.29 %, 75.39 %,
and 83.87 %, respectively. Comparing with the two benchmark methods, the
proposed profile-based authorship attribution approach achieved better perfor-
mance than the two instance-based benchmark methods. The frequent sequence
standardization method to solve class imbalanced problem was effective. This
study showed that the proposed profile-based authorship attribution approach
for Chinese online messages could identify the author from a list of suspects
effectively, and present convictive evidence for cybercrime investigation.

Our future research will focus on the following directions. First, we intend to
extend the writing-style features by semantical analysis on the training sam-
ples based on Chinese linguistic characteristics. Second, no standard bench-
mark datasets are currently available. To achieve more meaningful experimental
results, we will try to collect more real-world datasets and experiment on those
datasets. Third, we will investigate cybercrime forensic methods that combine
our authorship attribution methods with other specific forensic technologies such
as data recovery, tracing IP address, tracing log file, and social relation network
investigation.
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