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Abstract Miniaturization is one of the important concerns of contemporary wire-
less communication systems, especially regarding their passive microwave com-
ponents, such as filters, couplers, power dividers, etc., as well as antennas. It is
also very challenging, because adequate performance evaluation of such compo-
nents requires full-wave electromagnetic (EM) simulation, which is computationally
expensive. Although high-fidelity EM analysis is not a problem for design verifica-
tion, it becomes a serious bottleneck when it comes to automated design optimiza-
tion. Conventional optimization algorithms (both gradient-based and derivative-free
ones such as genetic algorithms) normally require large number of simulations of
the structure under design, which may be prohibitive. Considerable design speedup
can be achieved by means of surrogate-based optimization (SBO) where a direct
handling of the expensive high-fidelity model is replaced by iterative construction
and re-optimization of its faster representation, a surrogate model. In this chapter, we
review some of the recent advances and applications of SBO techniques for the design
of compact microwave and antenna structures. Most of these methods are tailored
for a design problem at hand, and attempt to utilize its particular aspects such as a
possibility of decomposing the structure. Each of the methods exploits an underlying
low-fidelity model, which might be an equivalent circuit, coarse-discretization EM
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simulation data, and approximation model, or a combination of the above. The com-
mon feature of the presented techniques is that a final design can be obtained at the
cost of a few evaluations of the high-fidelity EM-simulated model of the optimized
structure.

Keywords Microwave engineering * Simulation-driven design + Surrogate model-
ing - Surrogate-based optimization - Compact structures + Expensive optimization
problems

1 Introduction

Small size is one of the most important requirements imposed upon modern wire-
less communication system blocks, with particular emphasis on microwave passive
components [1, 2], including, among others, filters [3—6], couplers [7-10], power
dividers [11-14], as well as antennas [15-18]. Satisfying strict electrical perfor-
mance specifications and achieving compact size are normally conflicting objectives
[19-22]. These difficulties can be alleviated to some extent, e.g., through replac-
ing conventional transmission lines by their more compact counterparts such as
slow-wave resonant structures (SWRSs) [23-26], or, in case of antennas, by intro-
ducing certain topological modifications (e.g., stubs and slits in ground planes of
ultra-wideband antennas [27-29]). At the same time, the use of traditional design
techniques based on equivalent circuit models does not lead to reliable results due
to considerable electromagnetic (EM) couplings between circuit components within
highly compressed layouts that cannot be accurately accounted for at the network
level. Reliable evaluation of the structure performance is only possible by means of
CPU-intensive and time-consuming full-wave EM simulations.

Unfortunately, EM analysis may be computationally expensive, even when using
vast computing resources: simulation time with fine discretization of the structure
may be from 15-30min for simple passive microwave circuits and small antennas
[24, 25, 28], to a few hours for more complex structures (e.g., miniaturized Butler
matrix [30]). This creates a serious bottleneck for automated, EM-simulation-driven
design optimization of compact circuits: conventional optimization methods (such
as gradient-based routines [31, 32], or derivative-free methods, e.g., pattern search
[33] or population-based metaheuristics [34—36]) normally require large number of
objective function evaluations, each of which is already expensive. The use of adjoint
sensitivities [37, 38] allows—to some extent—for reducing design optimization cost,
however, this technology is not yet widespread in microwave and antenna commu-
nity, especially in terms of its availability through commercial simulation software
packages (with some exceptions, e.g., [39, 40]). Heuristic simulation-based design
approaches, typically exploiting parameter sweeps guided by engineering experi-
ence, tend not to work for compact structures because the latter are characterized by
many designable parameters as well as optimum parameter setups are often counter-
intuitive.
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Reducing the computational efforts of microwave/antenna design processes, espe-
cially in the context of compact structures, is of fundamental importance for design
automation and lowering the overall design cost (both in terms of computational
resources and time), which, consequently, has implications for economy, environ-
mental protection, as well as the quality of life. Thus, it is important from the point
of view of computational sustainability.

Probably the most promising approach in terms of computationally efficient
design is surrogate-based optimization (SBO) [41, 42]. In SBO, direct optimiza-
tion of the expensive high-fidelity simulation model is replaced by iterative updating
and re-optimization of its computationally cheap representation, the surrogate. As a
result of shifting the optimization burden into the surrogate, the overall design cost
can be greatly reduced. The high-fidelity model is referenced rarely, to verify the pre-
diction produced by the surrogate and to improve the latter. Various SBO methods
differ mostly in the way the surrogate is created. There is a large class of function
approximation modeling techniques, where the surrogate is created by approximating
sampled high-fidelity model data. The most popular methods in this group include
polynomial approximation [43], radial basis function interpolation [44], kriging
[43, 45], support vector regression [46], and artificial neural networks [47, 48].
Approximation models are very fast but a large number of training samples are neces-
sary to ensure reasonable accuracy. Also, majority of approximation techniques suffer
from the so-called curse of dimensionality (i.e., an exponential growth of required
number of training samples with the dimensionality of the design space, [36]).
Depending on the model purpose, this initial computational overhead may (e.g.,
multiple-use library models) or may not (e.g., one-time optimization) be justified.

An alternative approach to creating surrogate models is by correcting an under-
lying low-fidelity (or coarse) model. The latter is a simplified representation of the
structure (system) under design. It can be obtained, among others, by using a dif-
ferent level of physical description of the system (e.g., equivalent circuit versus
full-wave electromagnetic simulation in case of microwave or antenna structures),
or through the same type of simulation as utilized by the high-fidelity model but
with coarser structure discretization, relaxed convergence criteria, etc. As opposed
to approximation models, low-fidelity models are stand-alone models embedding
some knowledge about the system of interest [49]. Therefore, physics-based surro-
gates normally exhibit much better generalization capability [25, 50]. Consequently,
considerably smaller amount of training data is required to ensure sufficient accu-
racy of the model. Some more or less known SBO techniques exploiting physics-
based surrogates include approximation model management optimization (AMMO)
framework [51], space mapping (SM) [52, 53], manifold mapping [54, 55], and
simulation-based tuning [56, 57].

In this chapter, we review some of the recent advances and applications of SBO
techniques for the design of compact microwave and antenna structures. While some
of the discussed methods are rather standard (e.g., space mapping with additive
response correction utilized for ultra-wideband antenna optimization), others are
more tailored for a design problem at hand, and attempt to utilize its particular
aspects such as a possibility of decomposing the structure of interest. Each of the
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methods exploits an underlying low-fidelity model, which might be an equivalent
circuit, coarse-discretization EM simulation data, and approximation model, or a
combination of the above. The common feature of the presented techniques is that
a final design can be obtained at the cost of a few evaluations of the high-fidelity
EM-simulated model of the optimized structure.

The chapter is organized as follows. In Sect.2, we briefly highlight the design
challenges for miniaturized microwave and antenna components and emphasize the
necessity of using—in the design process—high-fidelity electromagnetic simula-
tions, as well as the need for computationally efficient techniques aimed at reducing
computational cost of the process. In Sect.3, we formulate the microwave design
optimization problem, discuss electromagnetic simulation models, and introduce the
concept of surrogate-based optimization (SBO). Sections4, 5, and 6 showcase three
selected case studies concerning the design of compact branch-line couplers, com-
pact radio frequency (RF) components, and miniaturized ultra-wideband antennas.
While each of these sections describes optimization techniques exploiting the SBO
paradigm, methodological details are developed to handle problem-specific design
challenges. We also present numerical results, as well as comparisons with bench-
mark techniques. An emphasis is on computational savings that can be obtained
by using a suitable combination of surrogate-modeling and variable-fidelity simula-
tions (both at the equivalent circuit and full-wave electromagnetic level). Section7
concludes the chapter.

2 Challenges of Compact Microwave Structure Design

Reliable development of compact microwave circuits is the subject of intense research
in the field of microwave and antenna engineering [S8—60]. Miniaturized microwave
and antenna components can be extensively utilized as fundamental building blocks
of modern wireless communication systems that are continuously challenged with
ever more severe specifications: higher performance, smaller size, lighter weight, and
lower cost. The fundamental problem of small-size microwave and antenna structure
development process is to find a design that satisfies a given specification, within
a tight computational budget, and providing highly accurate results. However, the
accomplishment of this goal poses extremely difficult obstacles from the method-
ological point of view.

A typical microwave circuit with a compact footprint is constructed from non-
uniform transmission lines that mimic the electrical performance of their conven-
tional counterparts in a limited frequency range, but at the same time offer reduced
physical dimensions, which can lead to a smaller size of the circuit [59-81]. Most
commonly, T-networks [59, 61-67] or m-networks [59, 65, 68—73] are chosen for
the purpose of non-uniform transmission line realization. Such simple circuits can
be analyzed with ease by means of transmission line theory, which leads to relatively
accurate results, assuming the lack of cross-coupling effects and a negligible influ-
ence of other high-frequency phenomena (e.g., anisotropy of the substrate, current
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crowding, etc.) on the performance of a microwave component. This supposition,
however, is valid only for conventional circuits [80]. It should be underlined that—in
case of highly compact microwave and antenna structures with complex and closely
fit building blocks within a layout—the use of simplified theory-based models is
limited to providing initial design solutions that indispensably require further EM
fine-tuning [7, 61-66, 71, 72, 76, 77, 79]. In order to produce accurate results, it is
preferable to apply a high-fidelity EM analysis from the early stages of the design
process of miniaturized microwave components [81, 82]. Similarly, the use of the-
oretical models in contemporary antenna engineering is an outdated practice that
cannot provide information on complex EM phenomena taking place in the antenna
structure under consideration. This is particularly true in case of unconventional
antennas with complex and compact footprints. For the above-mentioned reasons,
EM-simulation-driven design is nowadays a necessity in computer-aided design of
microwave and antenna devices [79, 83].

On the other hand, exploitation of EM simulation tools, either throughout the
entire design process or in the design closure eventually leads to high demands on
enormous computational resources. The main issue here lies in the numerical cost
associated with the high-fidelity EM analysis of the entire compact component. In
case of conventional EM-driven design approaches, based either on laborious para-
meter sweeps [9] or direct single-objective optimization [79, 83] (gradient-based or
derivative-free), this becomes impractical or even prohibitive when handling com-
putational demands of miniaturized passives. The problem becomes even more pro-
found when the design process is realized in more general setting, i.e., when it
entails adjustment of designable parameters of the structure to satisfy multiple, often
conflicting objectives such as size, bandwidth, phase response, etc. [20], in case
of microwave components, and size, return loss, gain, etc., in case of antenna struc-
tures [84]. This, however, illustrates a multi-objective optimization problem, which is
far more challenging than the single-objective one. For typical examples of compact
microwave or antenna structures—that are characterized by a number of designable
parameters—the design process aimed at finding a set of trade-offs between conflict-
ing objectives cannot be accomplished using traditional multi-objective algorithms
such as population-based metaheuristics [34, 35], because these require a massive
number of objective function evaluations (thousands or tens of thousands), which
in case of high-fidelity EM models is prohibitive within a reasonable time-frame
[36, 84].

3 Optimization Problem Formulation. Electromagnetic
Models. Surrogate-Based Optimization

In this section, we formulate the microwave/antenna optimization problem, discuss
various types of models utilized in microwave engineering, as well as recall the basics
of surrogate-based optimization (SBO) [32]. The specific SBO techniques developed



176 S. Koziel et al.

and utilized for expedited design of compact microwave and antenna structures are
discussed in Sects. 4 through 6.

3.1 Microwave Optimization Problem

The microwave design optimization problem can be formulated as
X" = argmin U (Ry(x)) (D

where Ry(x) € R™, denotes the response vector of a high-fidelity (or fine) model of
the device or system of interest. In microwave engineering, the response vector may
contain, for example, the values of so-called scattering parameters [ 1] evaluated over
certain frequency band. The objective function U : R™ — R is formulated so that a
better design corresponds to a smaller value of U. Often, the design specifications
are formulated in a minimax sense [85], e.g., in the form of minimum/maximum
levels of performance parameters for certain frequency bands.

In many situations, it is necessary to consider several design objectives at a time
(e.g., gain, bandwidth, layout area). The objectives usually conflict with each other
and the design process aims at finding a satisfactory trade-off between them. How-
ever, genuine multi-objective optimization exceeds the scope of this chapter. Thus,
although multiple objectives are actually present in all the design cases discussed
in Sects. 46, they are handled by a priori preference articulation, i.e., selecting the
primary objective and controlling the others either through appropriately defined
constraints or penalty functions [13].

3.2 Simulation Models in Microwave Engineering

The most important simulation models utilized in microwave/antenna engineering
include equivalent circuit (or network) models and electromagnetic (EM) simulation
ones.

For decades, circuit models have been important tools microwave structure design.
They provide a simplified structure representation by means of analytical equations
that origin from the transmission line theory. The behavior of a structure is described
using its complex impedance, capacitance and/or inductance [1, 86]. Construction
of a circuit model representation of a structure is based on interconnection of basic
building blocks (i.e., transmission lines, coupled lines, bends, tees, etc.) in such a
way that the behavior of a model mimics the behavior of a real structure [87, 88],
i.e., coupled lines represents the coupling within the circuit and tee represents the
interconnection between transmission lines within a circuit, etc. Such a representa-
tion is very useful for variety of structures characterized by modular construction



Computationally Efficient Design Optimization ... 177

(e.g. filters, couplers, matching transformers, etc.). Unfortunately, limited diversity
of building blocks prohibits the design of unusual geometries. Moreover, circuit mod-
els are inaccurate that forces the utilization of electromagnetic simulations for final
tuning of the structure. Another problem is that they lack of capability to estimate
radiation field, which turns them useless for the design of antenna structures.

Antenna structures can be modeled using quasi-static representation [89]. Uti-
lization of such models allows for i.e., estimation of antenna operating frequency,
radiation pattern, and/or impedance matching. Empirical models are particularly
useful if antenna design requires tremendous number of model evaluations (e.g., in
multi-objective optimization [21, 84]). Despite fast evaluation, quasi-static represen-
tation suffers from considerable inaccuracy. Moreover, it is available only for some
conventional designs, which turns empirical antenna representation not very popular
nowadays.

The most generic and accurate way of representing microwave/antenna struc-
tures is full-wave electromagnetic simulation. The electromagnetic solvers utilize
advanced meshing techniques aimed at discretization of the design into a set of sub-
problems, which are evaluated by solving Maxwell’s equations [89, 90]. Despite
its accuracy, such a representation suffers from considerable computational cost.
Reduction of the simulation time can be obtained by introducing certain simplifica-
tions into the EM model, e.g., sparse mesh, modeling of metallization as infinitely
thin sheet, neglecting losses of dielectric substrate, or utilization of perfect electric
conductor instead of finite-conductivity metals. Usually the simplified model is 10
up to 50 times faster than the high-fidelity one. Coarse-mesh EM models are useful
auxiliary tools utilized by many surrogate-based optimization methods [15, 91].

A conceptual illustration of a high- and low-fidelity EM model as well as a circuit
model of an exemplary structure is provided in Fig. 1.

connectors

sparse mesh 1&‘ S
pT: 0 “?é * =

dense mesh
>0

tand >0

o F 0

Fig. 1 Various representations of the same rat-race coupler structure. a High-fidelity EM model
representation; b simplified low-fidelity EM model (simplifications include: lack of connectors,
coarse mesh, neglected metallization thickness and dielectric losses, as well as perfect conductivity
of metallization); ¢ circuit representation of the coupler—the fastest, yet the most inaccurate
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3.3 Surrogate-Based Optimization

Our major concern is to reduce the cost of solving the optimization problem (1). As
mentioned before, in many cases, direct handling of the high-fidelity model Ry is not
even possible either due to the high individual cost of evaluating Ry or very large num-
ber of model evaluations when solving (1). Therefore, we are interested in surrogate-
based optimization (SBO) [32] methods, where the sequence x® i=0,1,...,0f
approximate solutions to (1) is found by means of an iterative procedure [92]

x*) = argmin U (R{" (x)) ”

Here, x*1 is the optimal design of the surrogate model R¥, i =0, 1, ...R" is
assumed to be a computationally cheap and sufficiently reliable representation of the
high-fidelity model Ry, particularly in the vicinity of the current design x”. Under
these assumptions, the algorithm (2) is likely to produce a sequence of designs that
quickly approach x*.

Because Ry is evaluated rarely (usually once per iteration), the surrogate model is
supposedly fast, and the number of iterations for a well-performing algorithm is sub-
stantially smaller than for most conventional optimization methods, the process (2)
may lead to substantial reduction of the computational cost of solving (1). Moreover,
if the surrogate model satisfies zero- and first-order consistency conditions with the
high-fidelity model [51], i.e., R” (x@) = Ry(x®”) and J (@) = Jg,(x?) with J
being a Jacobian of the respective model (verification of the latter requires Ry sen-
sitivity data), and the algorithm (2) is embedded in the trust region framework [93],
then it is provably convergent to a local optimum of original problem (1). Conver-
gence can also be guaranteed if the algorithm (2) is enhanced by properly selected
local search methods [31].

Various SBO techniques mostly differ by the way of constructing the surrogate
model. The specific techniques utilized to handle the design cases presented in this
chapter are elaborated on in Sects. 4-6. Interested reader is referred to the literature
(e.g., [19, 22, 85]) to find out more about other possible options.

4 Case Study I: Expedited Design of Compact Branch-Line
Couplers

In this section, we present a design methodology based on [94], dedicated to effi-
cient solving of complex and numerically demanding design problems of popular
microwave components, i.e., branch-line couplers with compact footprints. This tech-
nique enables a cost-efficient and accelerated design optimization of the microwave
component of interest together with high accuracy of the results. The desired perfor-
mance of the circuit under design as well as its miniaturized layout are achieved by
adjusting designable parameters of the non-uniform building blocks of the structure.
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The proposed method can be divided into two separate stages: (i) concurrent EM
optimization of non-uniform constitutive elements of the branch-line coupler (so-
called composite cells), where cross-coupling effects between the adjacent cells
are absent, and (ii) fine-tuning of the entire branch-line coupler exploiting space-
mapping-corrected surrogate model, constituted by cascaded local response surface
approximation models of the separate cells. The first stage is realized at a low com-
putational cost (just a few evaluations of the entire branch-line coupler), because the
mutual EM coupling between the cells is not taken into account. The second stage,
in turn, accounts for any cross-coupling phenomena and other interactions between
building blocks of the structure under design. We showcase the efficiency of the
proposed technique by a numerical case and its experimental validation.

4.1 Design Problem and Coupler Structure

Microstrip branch-line couplers (BLCs) are vital components widely used in many
practical microwave and radio frequency circuits, such as balanced mixers [95],
Butler matrixes [42], and others. An ideal BLC offers perfect transmission charac-
teristics at a the operating frequency: an equal power splitting between the output
ports with 90° phase shift, perfect matching with system impedance Z, and per-
fect isolation. In the vicinity of the operating frequency, usually within the 10 %
bandwidth, the performance of the circuit is still acceptable, however not ideal. A
conventional BLC is composed of four quarter-wavelength uniform transmission
lines, two of which are defined by Z, characteristic impedance, while the rest are
determined by 0.707 - Z, characteristic impedance. In this case study, the task is
to design a 3-dB BLC for operating frequency fy = 1 GHz using Taconic RF-35
(e, = 3.5, h = 0.508 mm, tand = 0.0018) as a dielectric substrate. The intended
bandwidth is 0.96—1.04 GHz with return loss and isolation |S;;|, |S4;| <-20dB. For
comparison purposes, a conventional BLC has been designed on the basis of [82]. Its
exterior dimensions are: 45.6 mm x 48.1 mm. We use BLC parameterization shown
in Fig.2. It can be observed that the complementary building blocks almost com-
pletely fill the interior of the BLC. Dimensions of horizontal and vertical cell (denoted
Cell; and Cell,, respectively) are given by vectors x; and x,. All parameters of Cell;,
X1, X2, ..., X7, are independent, whereas Cell, is described by both independent,
Xg, X9, ..., X12, and dependent, y;, y,, y3, parameters. The latter depend on specific
parameters of Cell; and the predefined distance d between the cells. Parameteri-
zation of Cell; and Cell, is given by: f1(x) = fi([x1x2...x12]7) = [x1 x2. .. x7]"
and fo(x) = fo([x1x2...x12]") = [x3 x9...x12 y1 y2 y3]7, where y; = 0.5+ (x7 +
d/2—x3—2-x10—25-X12), Y2 =X +x3+x4+xs —d —xp» and y3; = x5+
x12 — d. Geometrical dependence between the non-uniform building blocks enables
the preservation of consistency of the dimensions and a high miniaturization of the
entire structure. In this example, d = 0.2 mm.



180 S. Koziel et al.

T ——"

port 1 -'Ix2 T R ’ h port 2
X 1 | Y5, $

- —>
1 _»d‘_ - Xg fh
gl Y. i
X, X Y
b
o =Ty
s o5 X2
—
X

port 4 I o or3

Fig. 2 Parameterized BLC composed of Cell; (dark gray color, port impedance Zy = 35.35 2)
and Celly (light gray color, port impedance Zy = 50 2)

4.2 Design Methodology

In this section, we present a specific surrogate-based optimization scheme dedi-
cated for solving computationally complex design problems of compact branch-line
couplers. In particular, we provide a general description of the proposed approach,
together with a mathematical formulation of its subsequent steps, i.e., concurrent cell
optimization, response surface approximation model construction, and surrogate-
based design refinement.

4.2.1 General Design Scheme

An overview of the proposed design method is shown in Fig. 3a. The numerical effi-
ciency of this technique stems from concurrent optimization detached non-uniform
building blocks of a compact BLC, and subsequent surrogate-based fine-tuning of
the entire component. The first stage is aimed at arriving at the optimized design
of composite cells treated separately. It is noteworthy that the non-uniform building
blocks of the compact coupler are geometrically dependent (to ensure the design con-
sistency and size reduction of the BLC), but electromagnetically isolated (to lower
the evaluation cost of their high-fidelity EM model). This has proven to be exception-
ally beneficial from the numerical standpoint as it enabled the embedment—within a
single optimization procedure—of two high-fidelity, yet reasonably cheap EM mod-
els representing BLC building blocks of interest instead of one CPU-intensive EM
model of the entire BLC under development. The use of ultimately accurate sim-
ulation tool available for an engineer ensures us that the solution obtained in this
manner lies in the neighborhood of the BLC optimized design.
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Fig. 3 a Proposed design procedure of highly miniaturized BLCs; b Objective function evaluation
for concurrent cell optimization

The following fine-tuning of the BLC is accomplished as a surrogate-based opti-
mization process with the underlying low-fidelity model being a cascade of local
response surface approximations (RSAs) of the optimized non-uniform building
blocks of the BLC. Formally, this is an iterative process, however, as given by the
case study (cf. Sect.4.3), one iteration is completely sufficient.

The main benefit of the proposed method lies in the low computational cost
required to obtain the optimized design, which is realized within a single and
fully automated process. The most expensive model in the design problem under
consideration—namely, high-fidelity EM model of the entire compact BLC—is eval-
uated only twice, i.e., at the initial design produced by the first stage, and for the
verification of the final design.

4.2.2 Concurrent Cell Optimization

The simulation-driven design methodology discussed in this section offers a fully
automated development of compact BLCs. However, it requires a manual setup of
non-uniform building blocks of a miniaturized BLC. Wide collections of such com-
posite cells can be found in the literature, e.g., in [82]. A typical BLC is composed
of quarter-wavelength uniform transmission lines of Zy and 0.707-Z characteristic
impedances to achieve an equal power split between the output ports, where Zj is
the system impedance [80].
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Thus, in order to construct a small-size BLC, two complementary constitutive cells
are needed. These are separated by a predefined distance d and intended to fill the
interior of the BLC in a highly efficient manner. Geometry parameters of the cells are
encoded in a parameter vector x. Some designable parameters are independent; others
are dependent to ensure geometrical fit of the cells. Formally, we describe this relation
asx; = fi(x) andx, = f>(x). In practice, f; is a projection (i.e., x; is composed of
selected elements of the vector x), whereas f, determines clearly specified geometry
constraints to make both composite cells fit into a compact coupler layout. Specific
realizations of these functions are shown in Sect.4.1.

During the concurrent cell optimization stage of the entire design process, we
exploit two separate high-fidelity EM models to take into consideration all internal
electromagnetic effects present inside of a non-uniform cell, but neglecting any cross-
coupling phenomena between adjacent cells. Such a formulation of the design task
allows for performing a CPU-cheap concurrent optimization of both composite cells.
The aggregated objective function U (x) for the cells is evaluated using given design
specifications and cell response vectors R; (x;),i = 1, 2 (cf. Fig.3b).

Design specifications pertaining to the cells under concurrent optimization are
imposed by the transmission line theory [80]. We aim at obtaining a required phase
shift ¢, arg(S,;) at the operating frequency f; as well as to minimize the return loss
|S11] at fp and around it. The task is formulated as follows:

x; = argmin U (x) 3)

where

Ukx) = max S111(xr; Y X2 +
(x) fo_dfff.§f0+df{| 11 O IS120e25 HIY

/ , )
+ B2 [arg(Sai (xis f0)) — ¢c]
Here, x is a vector of all designable parameters, x;,i = 1,2, is a geometry para-
meter vector of the ith cells, 8 is a penalty factor (here, we use 8 = 10%), whereas
S11.i:(x;; f)and Sy (x;; f) denote explicit dependence of S-parameters on frequency
for the ith cell. Therefore, the process (3) aims at minimizing |S;;| in the vicinity
of fy (in practice, at three frequency points: fy — df, fo, and fy + df), while forcing
arg(S,;) to obtain the value of ¢.. The value of 8 is set to ensure that even small
violation of the phase requirement results in a meaningful contribution of the penalty
function. Here, for 8 = 10*, deviation of arg(S,;,) from ¢, by 0.01° results in the
penalty function value of 1, which is a few percent of the primary cost function
value; for deviation by 0.1°, the penalty function becomes a dominant component
of U. Thus, formulation (4) allows for obtaining the required phase shift with good
accuracy. The use of three frequency points is motivated by the necessity of ensur-
ing an adequate reflection response not only at the operating frequency but also in
some vicinity of it. Moreover, minimization of (4) leads to obtaining more or less
symmetric response around f with |S};| being equal (or almost equal) at both f —
df and fy + df. The problem (3) is solved using a pattern search algorithm (cf. [33]).
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4.2.3 Response Surface Approximation (RSA) Models

Local RSA models of the non-uniform building blocks of a compact BLC, exploited
during the fine-tuning process (cf. Sect.4.2.4), are developed in the neighbor-
hood of their optimized designs, x.;*,i = 1,2, defined as [x.;* — dx;, x.;" +
dx;]. Each model uses 2n; + 1(n; = dim(x;)) EM simulations for each compos-

ite cell at xﬁ) = x.;* and at the perturbed designs xg? = [xcir* . Xeip® +
(—l)kdxi,[km. cxeinif L k=1,...,2n;, where x.;;* and dx;; are kth elements

of the vectors x.;* and dx;, respectively. The RSA model R, ;(x) of the ith cell is a
simple second-order polynomial without mixed terms

np n 2
R.i(x) = coi + Zk:l CriXikt Zk:l Clnth).iXik o)

with the parameters determined as least-square solution to the linear regression prob-
lem Rc,,-(xg?) =Ry, (xgl_?), k=0,1,...,2n;, where R;; denotes the EM model of
the ith non-uniform building block of a compact BLC. The RSA model R, of the
entire coupler is subsequently constructed by cascading R.; using ABCD matrix
representation [1]. The particular choice of the RSA model comes from the fact that
S-parameters of the individual cells are not highly nonlinear (the modeling is carried
out for complex responses), and the model needs to be valid only in the vicinities of
the optimized cell geometries.

4.2.4 Surrogate-Assisted Design Refinement

In order to account for cross-coupling effects between the adjacent BLC building
blocks, as well as other phenomena (e.g., T-junction phase shifts), it is required to
perform a final fine-tuning of the entire BLC. The tuning procedure is realized as a
surrogate-based optimization process

x*Y = argmin H (R (x)) (6)

Vectorsx®,i =0,1,..., approximate the solution of the direct design problem x* =
argmin{x : H(R(x))} (H encodes design specifications for the coupler), whereas
R is the surrogate model at iteration i. R'" is constructed from the RSA model R,
using input space mapping [42]

RV (x) = R.(x +q") @)

where g is the input SM shift vector acquired through the usual parameter extrac-
tion procedure ¢ = argmin{q : [|[R/(x?) — R.(x” + ¢)||}, aiming at minimization
of misalignment between the R, and the EM model R of the structure under con-
sideration. Upon completion of parameter extraction, the surrogate model becomes
a very good representation of the high-fidelity model in the vicinity of the current
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design so that it can be successfully used to find the optimum design of the latter.
Note that the high-fidelity model Ry is not evaluated until the fine-tuning stage. In
practice, a single iteration (6) is sufficient. The overall cost of the coupler design
process is therefore very low and usually corresponds to a few simulations of the
entire structure of interest, including cell optimization and the cost associated with
the development of the RSA models.

4.3 Results

Here, we use Sonnet em [96] to conduct all high-fidelity EM simulations, where the
grid size is set to 0.025 mm x 0.0025 mm to provide sufficient accuracy of composite
cell design solutions. EM simulations are performed on PC with 8-core Intel Xeon
2.5 GHz processor and 6 GB RAM. With this setup, single frequency simulation of
an individual non-uniform building block of a compact BLC is, on average, 15 and
18 s. Simulation time of the entire BLC is approximately 90 min.

First, we perform concurrent optimization of the cells of Fig.2. Design require-
ments, imposed on each constitutive cell, are theory-based [80]. Therefore we aim at
finding appropriate cell designs that approximate electrical parameters of theoretical
BLC building blocks. More specifically, |S;;| < -20 dB at 0.96, 1, and 1.04 GHz,
when loaded with 35.35 Q2 and 50 Q2 resistances, respectively, and the phase shift
¢. = —90° at fy. Both cells of Fig.2 have been subjected to concurrent optimiza-
tion, yielding x* = [0.451.93.3250.2251.550.1258.050.1 1.150.10.41]7 . Corre-
sponding constrained optima for individual cells are f;(x}) = [0.451.93.3250.225
1.550.1258.05]" mm, and f5(x*) = [0.11.150.10.4 12.6752.9250.9]" mm. The
EM evaluation of the entire coupler structure at the design produced in this step
illustrates a degraded performance due to cross-coupling effects that occur between
adjacent cells. This issue is addressed by the fine-tuning procedure. For that pur-
pose, we develop local RSA models of the respective optimized cells and use them
to construct the coarse model of the entire coupler (by cascading ABCD matrices of
the corresponding building blocks). Next, we execute the surrogate-assisted design
refinement algorithm.

The differences between pre- and post-tuning coupler design solution are depicted
in Fig.4a, b. One can notice that the final post-tuning BLC, given by f;(x*) =
[0.4751.93.250.2251.50.1258.05]" mm, and f>(x*) = [0.1251.150.1250.375
0.952.72.9250.875]" mm, shows perfect transmission characteristics in contradic-
tion to the pre-tuning BLC design. The final design solution has been manufactured
and measured.

Measurement results presented in Fig.4c are in agreement with the simulated
BLC performance. Minor discrepancy between simulation and measurement results
is most likely due to the smooth metal surface and dielectric anisotropy included in
EM simulation [97], as well as fabrication inaccuracy.
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Fig. 4 a-b pre-tuning
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It should be emphasized that the final BLC has reached a significant 83.7 % scale of
miniaturization in comparison to a conventional BLC, together with ideal characteris-
tics confirmed by measurement data—all at a low computational cost corresponding
to about 5.6 full-wave analyses of the final compact BLC high-fidelity EM model.
The design cost breakdown is as follows: concurrent cell optimization (150 cell
evaluations at three frequencies each, ~225 min in total), simulation data for RSA
model construction (21 cell evaluations at 10 frequencies each, ~105 min in total),
and two simulations of the entire coupler (~180min). The overall design cost of the
proposed method is ~510min. One should bear in mind that a direct optimization
would require several hundred such evaluations, which is virtually infeasible.

5 Case Study II: Fast Design of Compact RF Circuits Using
Nested Space Mapping

Design and optimization of microwave/RF circuits for space limited applications is
a challenging task. Miniaturization of a structure is usually obtained by replacing
its fundamental building blocks with composite elements that should be adjusted to
obtain compact geometry [6, 7]. Unfortunately, implementation of such elements
within a circuit significantly increases its complexity, and therefore a considerable
amount of simulations is needed to find the optimum design. Consequently, direct
utilization of high-fidelity EM simulations in the design process is usually prohibitive.
This issue can be partially resolved by using equivalent circuit representations of
the structure which are, however, of limited accuracy [2, 10]. In this section, we
discuss a so-called nested space mapping (NSM) methodology that aims at using
suitably corrected circuit models as well as structure decomposition for fast EM-
driven design of compact microwave structures. NSM provides two levels of structure
representation, i.e., inner- and outer-layer surrogate models. The former is applied at
the level of each sub-circuit in order to provide their good generalization capability.
The latter is utilized at the level of entire complex design to account for couplings
between sub-circuits.

5.1 Design Problem and Matching Transformer Structure

Consider a impedance transformer realized in microstrip technology aimed to match
50-Ohm source to 130-Ohm load. The structure is supposed to ensure reflection
|S11] <-15dB within 3.1 GHz to 10.6 GHz frequency. A circuitis designated to oper-
ate on a Taconic RF-35 dielectric substrate (g, = 3.5, tand = 0.0018, h = 0.762).
A conventional design that is sufficient to satisfy the aforementioned design speci-
fications is composed of four 90° transmission line sections of various impedances [1].
The geometry of a structure and its circuit representation with highlighted sections
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(a)
50 Q— f—eo— F—e— f—e— F—130 Q
(b)
50Q 130 Q

Fig.5 Conventional 50-Ohm to 130-Ohm matching transformer: a circuit representation; b geom-
etry of a structure

(@ (b) |

Fig. 6 A double-T composite structure: a circuit representation; b geometry with highlighted
dimensions

are illustrated in Fig.5. The simplicity of the design allows for its decomposition
into four transmission line sections that could be substituted with composite ele-
ments of increased functionality [2]. A single, versatile component in the form
of double-T composite may be utilized to construct miniaturized matching trans-
former [98]. The structure of interest is described by four independent design para-
meters: y = [I; [, w; wy]7 (variables /3 = 0.2 and w3 = 0.2 are fixed). Moreover,
solution space for the component in the form of the following lower/upper I/u
bounds: I =[0.110.10.1]7 and u = [1511]7 is defined to account for technol-
ogy limitations (i.e., minimum feasible width of the composite element lines and
the gaps between them equal to 0.1 mm). A high-fidelity model of the double-T
composite element (~200,000 mesh cells and average evaluation time of 60 s) is
implemented in CST Microwave Studio [39], whereas its circuit representation is
constructed in Agilent ADS simulator [99]. Figure6 illustrates a circuit and EM
model of a double-T composite structure.

5.2 Optimization Methodology

Let y stand for the geometry parameters of a composite element, whereas R 7.c.;; (y)
and R, ..;; (y) denote the responses of EM and circuit models, respectively. The nested
space mapping method [25, 98] constructs a surrogate model of a miniaturized struc-
ture starting from the level of each composite element (a so-called local level space
mapping). Consider R; ¢ c.;;(y,p) as a generic surrogate model, constructed using
R, .. and suitable space mapping transformations. Vector p denotes extractable
space mapping parameters of the surrogate. The R, ..;; model is obtained using the
following transformation
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Rs.cell 0’) = Rs.g.cell (y’ P*) (8)
where N
% . cell
pr=argmin > IR gcen 0, p) = Ry 6| ©)
Here,y® k =1, ..., N.o, are the training designs obtained using a star-distribution

scheme. The base set is composed of N..;; = 2n + 1, where n is a number of inde-
pendent design variables. A surrogate model Ry , ..;; is usually constructed using a
combination of input SM, implicit SM and frequency scaling [24] in such a way that
R; ..;; is accurate within entire solution space of the model.

Let Ry(x) and R.(x) denote the EM and circuit models of the entire com-
posite structure with x being a vector of geometry parameters. Additionally, let
R; ,(x, P) stand for a surrogate model of the entire compact structure, constructed of
surrogate models of composite elements, i.e., R, ,(x, P) = R, ,([y;; .. .;yp], P) =
FRsgcet(¥1,P%)s - s Rx‘g.ce”(yp,p*), P). Function F realizes a cascade connec-
tion of individual composite element responses [2, 98], whereas the vector x is a
concatenation of component parameter vectors y, (where k =1, ..., p). The outer
layer surrogate model parameter vector P is usually defined as a perturbation with
respect to selected space mapping parameters p* of each composite element.

An outer space mapping correction is applied at the level of entire compact struc-
ture R; 4 (x, P), so that the final surrogate R utilized in the ith iteration of the
surrogate-based optimization scheme (2) is as follows

RV (x) =R, ", PY) (10)

where A _ A
P = argmin ||R, ,(x", P) — Ryx)]| (11)

Generally, vector P utilized in NSM approach is composed of considerably smaller
number of space mapping parameters than in competitive techniques, which is due
to good alignment of R, ..;; and R ..; provided by the inner SM layer. For more
detailed description of nested space mapping methodology see e.g. [25, 98].

5.3 Results

For demonstration purposes, a compact 50-Ohm to 130-Ohm impedance transformer
composed of a cascade connected double-T composite elements [98] is considered
for optimization with respect to the design specifications of Sect.5.1. A surrogate
model R; ..;; is constructed using a total of 16 space mapping parameters including:
8 input space mapping, 6 implicit space mapping, and 2 frequency scaling ones
[25, 41, 92]. Subsequently, a 9-point parameter extraction based on star-distribution
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Fig. 7 Responses of 1
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scheme is performed. Figure 7 illustrates a comparison of the model responses before
and after multi-point parameter extraction step.

An outer layer surrogate model Ry, of the compact matching transformer is
composed of interconnected surrogate models of composite elements Ry ... Its
corresponding Ry counterpart is prepared in CST Microwave Studio (~1,060,000
mesh cells and average simulation time of 10min). The initial set of design para-
meters is: x = [0.553.750.650.350.553.750.650.350.553.750.650.350.553.75
0.650.35]”. Next, the NSM technique of Sect. 5.2 is utilized to obtain the final design.
Optimized compact matching transformer is represented by the following vector
of design parameters: x = [1.03.520.850.20.84.10.580.10.83.090.10.2512.32
0.130.1]7. Schematic representation of R, model of compact structure in the form of
cascade connection of R; ..;; models and geometry of a circuit are illustrated in Fig. 8.

The optimized design that satisfies all assumed requirements, i.e., provides
50-Ohm source to 130-Ohm load matching and |S;;| < —15 dB within defined oper-

[y, 1p.-

Y 1}’2 b

(b)

Fig. 8 A compact matching transformer: a schematic diagram of double-T composite element
interconnections; b geometry of an optimized structure
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Fig. 9 Reflection response -5
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ational bandwidth is obtained after only 3 iterations of nested space mapping algo-
rithm. One should note that the optimized structure exhibits 15 % broader bandwidth
than the assumed (lower and upper operating frequency is 2.7 GHz and 10.8 GHz,
respectively). Moreover, reflection level for 3.1 GHz to 10.6 GHz bandwidth is below
—16.2 dB, which is almost 15 % lower than the assumed value. Reflection character-
istic of the optimized design is shown in Fig.9.

The total cost of compact matching transformer design and optimization is about
40min and it includes: 9 simulations of R;..; model during multi-point parameter
extraction, 3 evaluations of the Ry model, and simulations of surrogate models that
corresponds to a total of 0.2 Ry. It should be emphasized that NSM technique out-
classes other competitive methods, i.e., implicit space mapping [100], and sequential
space mapping [2]. The results indicate that the computational cost of the method is
almost 70 % smaller in comparison to implicit space mapping and sequential space
mapping. For the sake of comparison, a direct optimization driven by pattern search
algorithm [33] has been also conducted; however algorithm failed to find a design
satisfying given specifications and it was terminated after 500 iterations. Table 1
gathers detailed data concerning the computational cost of techniques utilized for
transformer optimization.

Table 1 Four section unconventional MT: design and optimization cost

Model type Optimization algorithm
NSM ISM SSM Direct search
R o 0.1 x Ry N/A N/A N/A
Rycen 0.6 x Ry N/A N/A N/A
R; 0.1 x Ry 5.1 xRy 1.7 x Ry N/A
Ry 3 7 10 500°
Total cost 3.8 xRy 12.1 x Ry 11.7 x Ry 5000 x Ry
Total cost [min] | 38 121 N/A 5000

4The algorithm started diverging and was terminated after 10 iterations

bThe algorithm failed to find a geometry satisfying performance specifications
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6 Case Study III: Simulation-Driven Design of Small UWB
Antennas

Antennas are crucial components in mobile communication systems. They play a
role of an interface between the wireless medium and the transmission lines. Ultra-
wideband (UWB) antennas are of particular interest, because they can provide high
data transmission rates, and their broadband properties could be useful for reduction
of transceiver section complexity [28]. On the other hand, such antennas are charac-
terized by considerable footprint, which is a serious drawback: rapid development of
handheld devices imposes strict requirements upon miniaturization of contemporary
antenna structures. Miniaturization of ultra-wideband antennas is troublesome, since
their performance—especially for lower frequency range—depends on the wideband
impedance and current path within the ground plane [28]. While the former may be
accounted for by appropriate construction of the feeding line, the latter requires com-
plex modifications within the ground plane. Unintuitive and asymmetrical geometries
of compact UWB antennas significantly influence the evaluation cost of their EM
models, which varies from half an hour up to several hours. These problems make the
design and optimization of compact ultra-wideband antennas a challenging task. In
particular, their simulation-driven design directly based on high-fidelity EM models
is impractical [84]. On the other hand, lack of theoretical insight for such structures
makes EM simulators the only reliable tools for their performance evaluation. In this
section, a design of compact UWB antenna with modified ground plane and feed
line is discussed. Computational efficiency of the optimization process is ensured
by the utilization of high- and low-fidelity EM models. Discrepancy between model
responses is addressed using adaptively-adjusted design specification (AADS) tech-
nique [85].

6.1 Antenna Structure and Design Problem

Consider a conventional planar monopole antenna [101] consisting a circular shape
radiator and a feeding structure in the form of 50-Ohm microstrip line. The structure
is characterized by a considerable size of 45 x 50 mm?, which is necessary to achieve
wideband impedance matching and sufficient current path within ground plane. The
structure can be miniaturized by introduction of a tapered feed line and modification
of the ground plane by means of a L-shaped ground plane stub [102, 103]. Geometry
of a conventional monopole and its compact counterpart with modified geometry is
illustrated in Fig. 10.

The antenna is described by seven independent design variables: x = [gy g1 [,
rg» co wil?, whereas wg = 2.35,lp = 8 remain fixed; ¢; = co/2 (all dimen-
sions in mm). It is designated to work on Taconic TLP-5 dielectric substrate
(e, = 2.2,tané = 0.0009,h = 0.762mm). In order to utilize AADS method-
ology for the design and optimization, two models of an antenna have been prepared
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Fig. 10 Monopole UWB (a) (b) \
antenna: a initial design =T
[101]; b a compact structure
with modified geometry [28] . —r—
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and simulated in CST Microwave Studio transient solver. The high-fidelity model
R; is represented by ~2,577,000 mesh cells and average evaluation time of 30 min,
whereas its low-fidelity counterpart R, is composed of ~75,000 mesh cells and its
average simulation time is 47 s.

Two design cases are considered: (i) reduction of antenna footprint defined as a
rectangle R = A x B,where A = gpand B =y + [; + 2r, and (ii) minimization
of antenna reflection. One should note that operational properties of an antenna
optimized within the former criteria, i.e., | S;;| <—10 dB are enforced by sufficiently
defined penalty factor. Both objectives are considered within 3.1 GHz to 10.6 GHz
frequency band.

6.2 Optimization Methodology

In order to provide reliable prediction of the antenna response, a misalignment
between Ry and R, responses is accounted for by means of adaptively adjusted design
specifications (AADS) technique [85]. Majority of available surrogate-based opti-
mization techniques (e.g., [22, 56, 100]) perform enhancement and corrections of
the R, model in order to minimize its misalignment with respect to R;. The AADS
methodology utilizes knowledge about discrepancy between responses of R, and
Ry in order to modify design specifications so that they account for the response
differences. AADS works very well for a problems that are defined in a minimax
sense, €.g., |S11] < —10 dB over a defined operational frequency, which is the case
for the design of UWB antenna structures. A conceptual explanation of the method
with highlight on the determination of characteristic points is provided in Fig. 11,
whereas the algorithm flow is presented below:

1. Modify the original design specifications to account for the difference between
the responses of Ry and R, at their characteristic points.

2. Obtain a new design by optimizing the low-fidelity model R, with respect to the
modified specifications.
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Fig. 11 Design optimization through AADS [85] on the basis of a bandstop filter Ry (—) and
R. (- - -): a initial responses and the original design specifications, b characteristic points of the
responses corresponding to the specification levels (here, =3 and —30 dB) and to the local maxima,
¢ responses at the initial design as well as the modified design specifications. The modification
accounts for the discrepancy between the models: optimizing R, w.r.t. the modified specs corre-
sponds (approximately) to optimizing Ry w.r.t. the original specs

In the first step of algorithm, the specifications are altered in such a way that
specifications for R, model corresponds to the desired frequency properties of the
high fidelity one. In the second stage, the R, model is optimized with respect to the
redefined design specifications. The optimal design is an approximated solution to
the original problem defined for Ry model. Although the most considerable design
improvement is normally observed after the first iteration, the algorithm steps may
be repeated if further refinement of design specifications is required. In practice, the
algorithm is terminated once the current iteration does not bring further improvement
of the high-fidelity model design. One should emphasize that determination of appro-
priate characteristic points is crucial for the operation of the technique. They should
account for local extrema of both model responses, at which specifications may not
be satisfied. Moreover, due to differences between Ry and R, models, redefinition of
design specifications may be necessary at each algorithm iteration.

6.3 Results

The initial design of a compact monopole antenna of Sect. 6.1 is x° = [24 14.57 6.5
610.9]7 and corresponding footprint of a structure is 672 mm?, whereas its max-
imal reflection within frequency band of interest is —10.8 dB. The design para-
meters of a structure optimized with respect to minimization of reflection are
x =126.5813.836.196.247.790.330.7]". The design is obtained after 3 itera-
tions of the AADS algorithm. The second design—optimized towards minimization
of footprint—has been obtained after only 2 iterations of the algorithm and the corre-
sponding dimensions are x" = [19.78 13.635.815.84 7.890.330.72]7. The foot-
print of a structure is only 504 mm?. It should be emphasized that the design optimized
with respect to reflection is characterized by a maximal in-band |S;| = —13.5 dB
which is 20 % lower in comparison with the reference structure. Additionally, the
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Fig. 12 Reflection response of optimized compact UWB monopole antennas. Initial design (- - - -),
first iteration (— — —), final result (——): a design (i); b design (ii)

Table 2 Design of a compact UWB antenna: optimization results

Antenna design | AADS Direct-search (pattern search)
Design (i) Design (ii) Design (i) Design (ii)

R, 300 200 N/A N/A

Ry 4 3 97 107

Total cost 11.8 x Ry 8.2 x Ry 97 x Ry 107 x Ry

Total cost [h] 5.9 4.1 48.5 53.5

antenna optimized with respect to minimization of the lateral area is 25 % smaller
than the reference one. It should be also highlighted that the variation of size between
both optimized structures is 29 %, whereas their maximal in-band reflection varies by
26 %. Frequency responses of both optimized antenna designs are shown in Fig. 12.
The optimization cost for the first case corresponds to 11.8 Ry (~5.9 h) and it
includes: a total of 300 R. evaluations for the design optimization and 4 Ry simu-
lations for the response verification. The cost of obtaining the second design cor-
responds to about 8.2 Ry model simulations (~4.1 h): 200 R, simulations for the
design optimization and 3 R, model evaluations. For the sake of comparison, both
designs have been optimized using direct-search approach driven by pattern search
algorithm [33]. The cost of design optimization towards minimum reflection and
footprint miniaturization is 97 Ry and 107 Ry, respectively. Design costs for these
two cases are over 8 and over 13 times lower compared to direct search. A detailed
comparison of design and optimization cost of both designs is gathered in Table 2.
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7 Conclusion

This chapter highlighted several techniques for rapid EM-simulation-driven design
of miniaturized microwave and antenna structures. Techniques such as nested space
mapping, design tuning exploiting structure decomposition and local approximation
models, or adaptively adjusted design specifications, can be utilized to obtain the
optimized geometries of compact circuits in reasonable timeframe. The key is a
proper combination of fast low-fidelity models, their suitable correction, as well as
appropriate correction-prediction schemes linking the process of surrogate model
identification and optimization. In all of the discussed schemes, the original, high-
fidelity model is referred to rarely (for design verification and providing data for
further surrogate model enhancement). In case of compact microwave structures, it
is also usually possible to exploit structure decomposition, which further speeds up
the design process. In any case, it seems that tailoring the optimization method for a
given design problems gives better results than taking off-the-shelf algorithm. One of
the open problems in the field discussed in this chapter include design automation,
such as automated selection of the low-fidelity model, as well as controlling the
convergence of the surrogate-based optimization process. This and other issues will
be the subject of the future research.
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