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Preface

This volume contains revised selected papers from the proceedings of the 9th Inter-
national Conference on Critical Information Infrastructures Security (CRITIS 2014),
which was held in Limassol, Cyprus during October 13–15, 2014. The workshop was
organized by the KIOS Research Center for Intelligent Systems and Networks and the
Department of Electrical and Computer Engineering of the University of Cyprus and
was held in a beautiful five-star hotel in the historic Amathus area of Limassol. The
conference participants had the opportunity to enjoy an excellent technical program, as
well as the rich cultural heritage of Cyprus, whose nine-thousand-year cultural legacy
has been at the crossroads of world history. Currently, Cyprus is a full member of the
European Union and combines European culture with ancient enchantment.

CRITIS 2014 continued a well-established tradition of successful annual confer-
ences. CRITIS aims at bringing together researchers and professionals from academia,
industry, and governmental organizations working in the field of security of critical
infrastructure systems. Critical infrastructure systems are made up of unreliable com-
ponents that may fail at any point in time. Despite component failures, it is expected
that the infrastructure as a whole will continue to function. For this reason, this year’s
program was enhanced with topics from the fault diagnosis and fault tolerant control
areas.

The full technical program of the three-day conference included four plenary lec-
tures by accomplished researchers in the field, 37 technical papers organized in two
parallel sessions, a panel discussion, a case study session, as well as two special
sessions. The four plenary talks were the following:

• “System of Systems Simulation in a Cooperative Multinational Environment,”
José R. Martí, University of British Columbia, Vancouver, Canada

• “Methodologies for the Identification of Critical Information Infrastructure Assets
and Services,” Rossella Mattioli, ENISA, Greece

• “Risk Prediction for Increasing Critical Infrastructure Protection: A Key Issue for
Enhancing City Resilience,” Vittorio Rosato, Head of the ENEA Laboratory of
Technological and Computing Infrastructures, Italy

• “Water Distribution Systems Security Enhancement through Monitoring,” Avi
Ostfeld, Technion Institute of Technology, Israel

The Technical Program Committee (TPC) received 74 high-quality submissions,
which were thoroughly reviewed by the expert members of the TPC. Out of these
papers, 42 with mature work or promising work-in-progress were retained for oral
presentations during the conference. The technical papers were organized in sessions
that included topics on cyber-physical systems and sensor networks, security of water
systems, power and energy system security, security and recovery policies, cyber
security, and security tools and protocols. Furthermore, six of the accepted papers were



presented in the CIPRNet Young CRITIS Award (CYCA) Session. This award
recognizes outstanding research by young experts in critical infrastructure security and
protection and was sponsored by the FP7 Network of Excellence CIPRNet. Mature
work papers were selected to be presented as full papers in this volume, while work-in-
progress papers as short papers.

The panel discussion “Current Status and Future Challenges in Critical Infras-
tructure Protection (CIP) in Cyprus” was organized by G. Boustras (European
University, Cyprus), and included panelists from the Cyprus police, civil defense, water
development board, and ADITESS, an SME software company. Furthermore, COn-
cORDE (Development of Coordination Mechanisms During Kinds of Emergencies), an
FP7 research project, held the case study session “COncORDE Emergency Response
Stakeholders Case Studies,” which was moderated by T. Kotis, Cambridge University
Hospitals, and included presentations by the project coordinator as well as represen-
tatives of the Cyprus Department of Crisis Management of the Ministry of Foreign
Affairs, the Cyprus Fire Brigade, the Cyprus Ministry of Health, the Cyprus Civil
Defense, and the Cyprus Joint Rescue Coordination Center. The Technical Program
concluded with two invited sessions: the CRIS2014 Special Session and the COn-
cORDE—Coordination Mechanisms and Decision Support in Emergency Environ-
ments Special Session. These two sessions focused on specific aspects of the security of
power systems and the health-care emergency response management.

It is our pleasure to express our gratitude to everybody that contributed to the
success of CRITIS 2014. In particular, we would like to thank the Vice-Chairs and
the members of the Program Committee who did a tremendous job under strict time
limitations during the reviewing process. We also thank the members of the Executive
Committee for the great effort and their assistance in the organization of the work-
shop. We are also grateful to ADITESS—Advanced Integrated Technology Solutions
and Services, IOActive—Comprehensive Computer Security Services, the European
Research Council (ERC), the CIPRNet Network of Excellence, the University of
Cyprus, and the Cyprus Tourism Organization for their financial support. We thank the
conference secretariat, Top Kinisis, and especially Marianna Charalambous, for their
excellent and timely support in the organization of the workshop. We are grateful to the
administrative personnel and several researchers from the KIOS Research Center who
assisted in various ways in the organization of CRITIS 2014, and especially Despina
Petrou for managing the workshop organization. We would also like to thank the
publisher, Springer, for their cooperation in publishing the selected papers from the
proceedings in the prestigious series of Lecture Notes in Computer Science. Finally, we
thank all the authors who contributed to this volume for sharing their new ideas and
results with the community. We hope that these ideas will generate further new ideas
and innovations for securing our critical infrastructures for the benefit of society and
the environment.

February 2016 Christos G. Panayiotou
Georgios Ellinas
Elias Kyriakides

Marios M. Polycarpou
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Cyber-Physical Systems and Sensor
Networks



Fault Detection and Isolation in Critical
Infrastructure Systems

Vicenç Puig(B), Teresa Escobet, Ramon Sarrate, and Joseba Quevedo

Advanced Control Systems (SAC), Universitat Politcnica de Catalunya (UPC),
Campus de Terrassa, Rambla Sant Nebridi, 10, 08222 Terrassa, Barcelona, Spain

{vicenc.puig,teresa.escobet,ramon.sarrate,joseba.quevedo}@upc.edu

Abstract. Critical infrastructure systems (CIS) are complex large-scale
systems which in turn require highly sophisticated supervisory control
systems to ensure that high performance can be achieved and maintained
under adverse conditions. The global CIS Real-Time Control (RTC) need
of operating in adverse conditions involves, with a high probability, sensor
and actuator malfunctions (faults). This problem calls for the use of an
on-line Fault Detection and Isolation (FDI) system able to detect such
faults. This paper proposes a FDI mechanism that extends the classical
Boolean fault signature matrix concept taking into account several fault
signal properties to isolate faults in CIS. To exemplify the proposed FDI
scheme in CIS, the Barcelona drinking water network is used as a case
study.

1 Introduction

Critical infrastructure systems (CIS), such as water, gas or electrical networks,
are complex large-scale systems which in turn require highly sophisticated super-
visory control systems. CIS are geographically distributed and decentralized with
a hierarchical structure. Each subsystem is composed of a large number of ele-
ments with time-varying behavior, exhibiting numerous operating modes and
subject to changes due to external conditions (e.g., weather) and operational
constraints. But, in order to take profit of these expensive infrastructures, it is
also necessary to have a highly sophisticated real-time control (RTC) scheme
which ensures that high performance can be achieved and maintained under
adverse conditions (Schütze et al., 2004; Ocampo et al., 2008). The advan-
tage of RTC applied to CIS has been demonstrated by an important number
of researchers during the last decades. Comprehensive reviews that include a
discussion of some existing implementations are given by Schilling et al. (1996),
Schütze et al. (2004) and Ocampo et al. (2013), and cited references therein,
while practical issues are discussed by Schütze et al. (2002), among other. The
RTC scheme in CIS might be local or global. When local control is applied, reg-
ulation devices use only measurements taken at their specific locations. While
this control structure is applicable in many simple cases, in large systems with a
strongly interconnected and complex infrastructure of sensors and actuators, it
may not be the most efficient alternative. Conversely, a global control strategy
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 3–12, 2016.
DOI: 10.1007/978-3-319-31664-2 1
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is suitable for large scale systems with slow and coupled multivariable dynamic
response such as water networks, which computes control actions taking into
account real-time measurements all through the network, is likely the best way
to use the infrastructure capacity and all the available sensor information.

The global RTC need of operating in adverse conditions involves, with a high
probability, sensor and actuator malfunctions (faults) since due to the large scale
nature of the systems, an important number of components are involved. This
problem calls for the use of an on-line fault detection and isolation (FDI) system
able to detect locally such faults, and correct them (if possible) by activating
fault tolerant control (FTC) mechanisms. FTC techniques prevent the global
RTC system from stopping every time a fault occurs by using techniques such
as virtual sensors/actuators or retuning of the controller.

The FDI process aims at carefully identifying which fault (including hard-
ware or software faults, and malicious attacks) can be hypothesized to be the
cause of some monitored events. In general, when addressing the FDI prob-
lem, two approaches can be found in the literature: hardware redundancy based
on the use of redundancies (adding extra sensors and actuators), and software
(or analytical) redundancy based on the use of software/intelligent sensors (or
model) combining information provided by sensor measurements or using other
actuators to compensate a faulty actuator. In CIS, hardware redundancy is pre-
ferred. However, for large-scale systems, the use of hardware redundancy is very
expensive and increases the number of maintenance and calibration operations.
This is the reason why, in CIS applications, systems that allow combining both
hardware and analytical redundancy (Carrozza, 2008) must be developed.

This paper proposes a FDI mechanism that extends the classical Boolean
fault signature matrix (FSM) concept taking into account several fault signal
properties to isolate faults in CIS. To exemplify the proposed FDI scheme in
CIS, the Barcelona drinking water network is used as a case study.

2 Proposed Methodology

2.1 Foundations

The proposed FDI procedure is based on checking the consistency between the
observed and the normal system behavior using a set of analytical redundancy
relations, which relate the values for measured variables according to a normal
operation (fault-free) model of the monitored system. When some inconsistency
is detected, the fault isolation mechanism is activated in order to identify the
possible fault.

The design of a model-based FDI system is based on utilizing the CIS math-
ematical model (that is obtained from the constitutive elements and their basic
relationships) to build a set of consistency tests that only involve observed vari-
ables, known as Analytical Redundancy Relations (ARRs). A convenient descrip-
tion of the mathematical model of a CIS regarding FDI is by means of the
following discrete-time model:
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xk+1 = g(xk, uk, θk) + wk

0 = f(xk, uk, θk) + ηk (1)
yk = h(xk, uk, θk) + νk

where: x ∈ R
nx is the vector of system states, u ∈ R

nu is the vector of con-
trol actions and y ∈ R

ny is the vector of system outputs; θk ∈ R
nθ is a vector

of uncertain parameters; wk ∈ R
nw and ηk ∈ R

nη are unmodelled dynamics
and disturbances and; νk ∈ R

nν are measurement noises; g : Rnx → R
nx and

h : Rnx → R
ny are the state-space and measurement nonlinear functions, respec-

tively; and f is the nonlinear static relation function.
To obtain ARRs for state space representation such as (1), it is necessary to

manipulate the model to eliminate unobserved variables (i.e., the state x).
As it has been defined in Cordier et al. (2004), an ARR is a constraint

derived from the system model which contains only observed variables, and which
can therefore be evaluated from any observation obtained from measurements
provided by the installed sensors. The evaluation of an ARR is denoted as r and
is called the residual of the ARR. In ideal conditions (no uncertainty and no
noise), r = 0 in a non-faulty situation, while r �= 0 otherwise. Thus, residual r
is the basis for fault detection.

Given the model defined in (1) with observed variables yk and uk, consistency
tests can be derived from an ARR by generating a computational residual in the
following way:

ri = Ψi(yk, uk) = 0 (2)

where Ψi is called the residual ARR expression. The set of ARR can be repre-
sented as

R = {ri = Ψi(yk, uk) = 0, i = 1, . . . , nr} (3)

where nr is the number of obtained ARRs.
In CIS, these ARRs can be efficiently derived applying structural analysis

techniques. The analysis of the model structure has been widely used in the area
of model-based diagnosis (Blanke et al., 2006). A structural model of a system is
an abstraction of the analytical model where only the relation between variables
and equations is taken into account, neglecting the mathematical expression of
this relation. The diagnosis analysis based on structural models is performed by
means of graph-based methods which have no numerical problems and are more
efficient, in general, than analytical methods. In (Sarrate et al., 2014), a struc-
tural model of a water distribution network is obtained for FDI system design.
See (Rosich et al., 2012) and (Travé-Massuyés et al., 2006) for a comprehensive
description of ARR design methodologies based on structural analysis.

2.2 Fault Detection

In the literature, there are different approaches to solve this problem. For exam-
ple, statistical decision methods (Basseville and Nikiforov, 2003) can be used
when unknown dynamics and measurement noise are stochastically modeled. In
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many practical situations, this assumption is not realistic, being more natural to
assume that disturbances/model errors and measurement noise are bounded and
their effect is propagated to the residuals using, for example, interval methods
(Puig et al., 2008). Taking into account bounded uncertainties, the residual of
the ARR (2) is monitored by evaluating an interval:

[ri] = {ri|ri = Ψi(yk, uk, δk), δk ∈ D} (4)

where D is the interval box D = {δ ∈ R
nδ |δ ≤ δ ≤ δ}, that includes all the

bounded uncertainties. Fault detection is formulated as ARR consistency check-
ing using a set-membership approach (Tornil-Sin et al., 2012).

Given a system described by (3) and a sequence of measured inputs uk and
outputs yk of the real system at time k, an ARR is consistent with those mea-
surements and the known bounds of uncertain parameters and noise if there
exists a set of sequences δk ∈ D which satisfies the ARR.

Given a sequence of observed inputs uk and outputs yk of the real system, a
fault is said to be detected at time k if there does not exist a set of sequences
δk ∈ D to which the set of ARRs is consistent.

Based on interval reasoning, a fault is detected when 0 /∈ [ri] where [ri] is
defined in (5). The information provided by the consistency checking is stored
as fault signal φi(k):

φi(k) =
{

0 if 0 ∈ [ri]
1 if 0 /∈ [ri]

(5)

From computation point of view (6) are generated as r(k) = y(k) − ŷ(k, δ),
where ŷ(k, δ) is the estimated value of the output obtained from (1), using for
example parity equations or observers.

2.3 Fault Isolation

While a single residual is sufficient to detect faults, a set (or a vector) of residuals
is required for fault isolation (Gertler, 1998). Once the jth residual has been
generated, it is evaluated in order to detect normal or abnormal behaviors. In
general, a fault f affects a subset of ARRs, Rf ⊆ R.

In model based FDI, the fault effects on the residual can be expressed in
terms of the residual fault sensitivity that leads to the residual internal form
(Gertler, 1998). For example, in the case of residual r1 is affected by faults f1
and f2, the internal form can be expressed as follows

r1(k) = Sf1(q
−1)f1(k) + Sf2(q

−1)f2(k) (6)

where, Sf1(q
−1) and Sf2(q

−1) are the residual fault sensitivity transfer functions
that characterize the fault effect on the residual and q−1 is the delay operator
of discrete time models.

The fault isolation module proposed in this paper is a generalization to a
CIS of the one used in Puig et al. (2005) (see Fig. 1). The first component is
a memory that stores information on the fault signal occurrence history and
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Fig. 1. Fault detection and isolation logic scheme.

it is cyclically updated by the fault detection module. The pattern comparison
component compares the memory contents with the stored fault patterns. The
classical Boolean fault signature matrix concept (Gertler, 1998) is generalized by
extending the binary interface to take into account more fault signal properties.
The last component represents the decision logic part of the method whose aim
is to propose the most probable fault candidate.

2.3.1 Memory Component
The memory component consists of a table in which events in the residual history
are stored. When φi = 1, the occurrence time, identified by k0, is stored in the
first column; the maximum nominal residual ri,max is stored in the second column
and computes as follow:

ri,max = max
k∈[k0,k0+Tw]

(|r0i (k)|) (7)

where r0i is computed according to (6) considering the center of the uncertainty
interval δ0; and, the sign of the residual is stored in the last column. If the
fault detection component detects a new fault signal, the memory is updated by
filling out all those fields. The problem of different time instant appearances of
the fault signal φi(k) is solved by disabling the isolation decision until a prefixed
waiting time Tw has elapsed from the first fault signal appearance. This Tw is
calculated from the larger transient time response from a non-faulty situation to
any faulty situation. After this time has elapsed, a diagnosis is proposed and the



8 V. Puig et al.

memory component is reset in order to be ready to start the diagnosis of a new
fault. Following the approach of Combastel et al. (2003), inside this diagnosis
time window, the maximum activation value of the memory-table ri,max at time
k0 and for one residual i changes only if the current nominal residual is superior
to the previous ones. Due to the max-operator activation values can only rise.
Using this strategy the effect of noise and non-persistence fault indicators are
filtered because just the activation peaks are stored. The memory table makes
the residual history accessible for later computation by explicitly storing that
data. In this way, temporal aspects of fault isolation can be handled in a very
easy and straightforward way.

2.3.2 Pattern Comparison Component
The pattern comparison component compares the memory contents with the
stored fault patterns. Fault patterns are organized according to a theoretical
FSM . This interpretation assumes that the occurrence of fj is observable in
ri, hypothesis known as fault exoneration or no compensation, and that fj
is the only fault affecting the monitored system. Five different fault signature
matrices are considered in the evaluation task: Boolean fault signal activation
(FSM 01), fault signal signs (FSM sign), fault residual sensitivity (FSM sensit),
and, finally, fault signal occurrence order (FSM order) and time after the first
residual is activated (FSM time). Theses matrices can be obtained from the
analysis of residual fault sensitivity (8). Details on the general rules to obtain
those matrices from (8) can be found in Meseguer et al. (2010).

2.3.3 Decision Logic Component
The decision logic algorithm starts when the first residual is activated (that
is, φi = 1) and lasts Tw time instants or till all fault hypotheses except one are
rejected because they do not fulfill the observed residual activation order/time or
because an unexpected activation signal has been observed according to those
fault hypotheses. Rejection is based on using the results of factor01j , fac-
torsignj and factororder j . If any of these factors is “zero” for a given fault
hypothesis, it will be rejected. Every factor, with a range of [0,1], represents
some kind of a filter, suggesting a set of possible fault hypotheses. At the end
of the time window Tw, for each non-rejected fault hypothesis, a fault isolation
indicator is calculated using factorsensitj and factor timej factors. Thus, the
biggest fault isolation indicator will determine the diagnosed fault. The fault iso-
lation indicator associated to the fault hypothesis fj is determined as it follows:

dj = max(|factorsensitj |, factor timej) (8)

So, the final diagnosis result can be expressed as a set of fault candidates
with their associated fault isolation indicator.
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Fig. 2. Barcelona water transport network description.

3 Application to the Barcelona Water Transport Network

3.1 Description of Network

The Barcelona water network supplies water to approximately 3 million con-
sumers, distributed in 23 municipalities in a 424 km2 area. Water can be taken
from both surface and underground sources. The most important ones in terms
of capacity and use are Ter, which is a surface source, and Llobregat, where
water can be taken from one surface source and one underground source. Water
is supplied from these sources to 218 demand sectors through around 4645 Km
of pipes. The complete transport network has been modeled using: 63 storage
tanks, 3 surface sources and 7 underground sources, 79 pumps, 50 valves, 18
nodes and 88 demands. The network is controlled through a SCADA system
(Fig. 2) with sampling periods of 1 hour. For the predictive control scheme
a prediction horizon of 24 h is chosen. This record is updated at each time
interval.

3.2 FDI in the Barcelona Water Network

The case study used to illustrate the FDI methodology proposed in this paper
is based on part of this network. It includes two subsystems, known as Orioles
and Cervello. This part of the network includes the following elements:

– Tanks: d150SBO, d175LOR, d147SCC, d205CES, d263CES
– Actuators with sensor flows: iStBoi, iOrioles, iStaClmCervello, iCesalpina1
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Fig. 3. Theoretical fault signature matrix FSM using binary and sign information.

– Demands with sensor flows: c157SBO, c175LOR, c147SCC, c205CES,
c263CES

– Sensor levels: d150SBO, xd175LOR, xd147SCC, xd205CES, xd263CES

This case study can be modeled by the system described by (1), with a
5-dimensional state space vector where each xi is the ith tank level, qin,i and
qout,i are the input and output tank flows, and di is the demand. The set of
known variables is O = {ui, yj} for i = 1, . . . , 5 and j = 1, . . . , 15, where ui

are the actuator command variables and yj concerns all measured variables,
including the sensors described above.

Applying the algorithm proposed by (Travé-Massuyés et al., 2006), 21 ARRs
have been obtained. From these ARRs, the same number of residuals can be
generated. Considering faults in the actuators, fPi, flow transducers, fFi, level
transducers, fLi, and demand transducers fdi, for i = 1, . . . , 5, the fault signature
matrix shown in Fig. 3 is obtained. This fault signature matrix includes binary
and sign information.

If just binary information is considered, all faults are detectable, but only
fPi and fFi are isolable. For instance, faults {fLi, fdi} can not be isolated
because both can not observed independently. But if sign information is taken
into account, both can be distinguished. Moreover, notice that the information
provided by both sensors, {fLi, fdi} is essential for computing residuals because
there is not enough redundancy, Thus, they can be considered as critical sensors.
A fault in one of these sensors modifies the ARR sets, resulting to an unde-
tectable fault. The fault detection and isolation procedure described in Sect. 2
has been applied in a simulation case. Figure 4 shows the first 8 ARR residuals
and fault signal evolution when a drift in sensor iOrioles flow, fF2, is introduced
at hour 362. Notice that residuals r2, r4, r7 and r8 are non-consistent, indicating
as potential fault {fP2, fF1, fF2, fL1, fL2, fd1, fd2}.
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(a) (b)

Fig. 4. (a) Residuals and (b) fault signal evolution with a drift fault in sensor iOrioles
flow.

(a) (b)

Fig. 5. Fault signal analysis based on (a) factor01 and (b) factorsign.

The time evolution of factor01 and factorsign are plotted at every time
instant in Fig. 5. It can be seen that both factors indicate as a maximum fault
hypothesis fP2, with dP2 = 1 (10). There are also others activated factors but
with a smaller indication magnitude. In this example, the time needed for detec-
tion and isolation is of two sampling times.

4 Conclusions

CIS are complex large-scale systems which in turn require highly sophisticated
supervisory-control systems to ensure that high performance can be achieved
and maintained under adverse conditions. The global RTC need of operating
in adverse conditions involve, with a high probability, sensor and actuator mal-
functions (faults). This problem calls for the use of an on-line FDI system able
to detect such faults and correct them (if possible) by activating fault toler-
ant mechanisms. The proposed FDI mechanism extends the classical Boolean
fault signature matrix concept taking into account several fault signal proper-
ties to isolate the faults in CIS. To exemplify the FDI methodologies in CIS, the
Barcelona drinking water network is used as the case study.
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Abstract. Cities face serious challenges that affect competitiveness, sus-
tainability and their occupants’ safety & security. In response, investment
is made in city infrastructure projects. Given the complexity of the sys-
tems architecture, and interactions between physical and cyber domains,
this paper shows how a multi-disciplinary approach can be adopted to
address the challenges. It introduces an analysis methodology for use by
multi-disciplinary teams to allow the dependencies and interactions of
cyber–physical systems in physical–cyber environments to be explored.
The analysis methodology offers a systematic way to study the cyber–
physical systems and identify safety, security or resilience issues that
need to be addressed in the systems design or operation.

Keywords: Smart cities · Cyber–physical systems · Cyber security ·
Resilience · Trustworthy software · Critical infrastructure · Physical–
cyber environment · Future city

1 Introduction

Projections indicate that 60 % of the world’s population will be urbanised by
2030 [1]. This compares to less than 40 % of the global population living in cities
in 1990 and with fewer than 10 % of urban dwellers living in cities with pop-
ulations <500,000 people [2]. The WHO anticipates that population growth in
cities over the next 30 years will occur in developing countries [2]. This indicates
that by the middle of the 21st century, the urban population of developing coun-
tries will more than double. This growth will result in the expansion of existing
cities and development of new ones. Areas where these cities develop are often
on coastal plains, putting them at greater risk from severe weather events and
changes in sea levels [3].

The increasing size of urban populations creates significant challenges for
future cities, dubbed as ‘smart cities’, where complex interactions between
Cyber–Physical Systems (CPS) will aim to improve the quality of life and to
proactively manage demand for scarce or costly resources. Creating future cities
will present significant technical and economic challenges for both developed and
developing nations.

Use of technology is not without risks, particularly with regard to the
resilience and cyber security of critical city infrastructure. Future cities will
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 13–23, 2016.
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evolve into sophisticated platforms, comprising systems-of-systems-of-systems
or physical–cyber environments. There will also be a greater degree of system
autonomy where humans will be relegated to the role of supervisor or maintainer,
giving birth to a new breed of ‘Cyber Janitor’.

Future cities will challenge existing safety and security engineering models
e.g. the United States electricity blackout in 2003 [4] showed that in interde-
pendent networks a very small failure in one network might lead to catastrophic
consequences [5]. New and complex cascading failure modes will arise out of
unforeseen or emergent system characteristics as they are developed in an incre-
mental and ad hoc fashion, especially where more sophisticated technologies are
added to an already ageing physical infrastructure.

This paper examines some challenges to be addressed if we are to understand
and manage the potential future impacts. It starts by examining the nature of
CPS and the evolution of the city as a platform. To understand the requirements
this paper considers a city from three perspectives: the context of its data and
systems, understanding resilience of systems and services, and an approach to
deriving its cyber security needs. These perspectives form the basis of an analysis
methodology under development by the authors.

2 Cyber–Physical Systems and the City as a Platform

There are a number of definitions of CPS [6–9]. Common features effectively
describe control systems, networked and/or distributed, incorporating a degree
of intelligence (adaptive or predictive), and work in real time to influence out-
comes in the real world. These definitions point to the diverse nature of CPS
found in transportation, utilities, buildings, infrastructure, manufacturing, and
health care.

Although CPS have similarities with traditional data processing systems, e.g.
their networked or distributed nature and a degree of automation, the real-time
nature of their interactions with the physical world is a significant difference.
Interactions are sensors detecting and measuring physical parameters with actu-
ators to control physical processes. Feedback loops allow data about the environ-
ment and the physical processes to be collected and computed. Actuation may
be automatic or by an alert to a human operator.

Critical infrastructure systems are CPS, whose failure would have economic
or social impact. Society expects systems will operate in a safe, secure and con-
sistent manner [10]. In response to environmental, demographic and societal
pressures, cities may no longer conduct business as usual. Traditional city mod-
els are no longer appropriate, as transport and utility infrastructures becomes
unsustainable and requires significant investment [11].

Some cities have embraced the concept of the ‘city as a platform’, a hyper-
connected urban environment that harnesses the network effects, openness, and
agility of the real-time web [12]. The focus has been on access to data, leading to
development of smartphone apps and portals allowing citizens to ‘connect’ with
city services and institutions [13,14]. To address cyber security requirements we
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need to understand the proliferation of functions in this hyper-connected world
[15]. Where functions in individual CPS interact, they will create new func-
tions that will proliferate over time. To protect these complex systems we need
to understand their network of functions, relationships and interdependencies.
A study of critical infrastructure interdependencies [16] led to the identification
of six dimensions, which can be used to examine CPS and supporting infrastruc-
tures:

– Type of interdependency, e.g. cyber, physical, logical or geographic;
– Environment, e.g. business, economic, public policy, legal, regulatory, security,

technical, health/safety, or social/political;
– Coupling and response behaviour, e.g. adaptive, inflexible, loose/tight or lin-

ear/complex;
– Infrastructure characteristics, e.g. spatial, operational, organisational or tem-

poral;
– Type of failure, e.g. common cause, escalating or cascading;
– State of operation, e.g. normal, stressed/disrupted, restoration or repair.

The study is a useful starting point in understanding interdependencies between
city systems and infrastructure, however, the sophistication of solutions today is
greater than those contemplated in 2001. The increased integration and automa-
tion of city systems requires a broader understanding of the ‘city as a platform’
if solutions are to deliver resilience and cyber security.

3 Future Cities Analysis Framework

We propose an analysis framework, which examines the critical city infrastruc-
ture and services from three perspectives: context, resilience, and cyber security.
The analysis framework (Fig. 1), builds on our work regarding the cyber security
of buildings [17], adapted to focus at a city level on critical infrastructure and
related services.

3.1 Identifying Critical City Infrastructure

Whilst there are a number of definitions for critical national infrastructure [18–
20], from a city perspective the concept of critical infrastructure is not well
defined. The UK’s definition of critical national infrastructure (CNI) is: “those
facilities, systems, sites and networks necessary for the functioning of the coun-
try and the delivery of the essential services upon which daily life in the UK
depends” [19]; where criticality is determined based on a Criticality Scale [21],
which assesses impact of events or scenarios on a national scale. From a city per-
spective, we propose that criticality addresses elements necessary for the delivery
of essential services to the populace who are resident and/or work in the city and
that impact is focused at city rather than national level. The critical infrastruc-
ture must encompass both the city’s normal operating state, and its ability to
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Fig. 1. Analysis Framework for secure and resilient Future Cities

effectively respond to natural or other disasters [22]. Our definition of a city’s
critical infrastructure translates the principles underlying criticality at a national
level to apply them at a city level based on four factors:

– the impact on delivery of essential societal functions and services, e.g. to
provide water, food and shelter, and to maintain law and order;

– the economic impact on the well-being and viability of the city, e.g. the ability
to operate as a business and financial centre and provide employment;

– the impact on life, health and well-being of city occupants, e.g. to provide
medical and social services to protect and care for citizens;

– the ability to respond to major incidents or disasters, e.g. to provide emer-
gency services including sites to manage emergency operations and to provide
housing in the event of a disaster.

The result of applying these factors to a typical city’s infrastructure is illustrated
in Table 1, which also identifies whether an element would normally be regarded
as part of the critical national infrastructure.

The extension of generally accepted critical infrastructure to include educa-
tion and leisure facilities recognises the critical role they can play in emergencies.
For example, in Hurricane Katrina the New Orleans Superbowl was used as an
emergency relief centre. Large open spaces, such as parks or sports fields can also
be used as locations for temporary accommodation or to provide alternative sites
for managing disaster operations in the event of a natural disaster [22].

3.2 Understanding the Context

The resilience and cyber security requirements of a future city require a holis-
tic view of the relevant systems, services and their interdependencies. This is
important where a network of independently operated systems including sys-
tems operating external to the city provides the essential functionality. A smart
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Table 1. Proposed components of critical city infrastructure

Critical city infrastructure Critical national infrastructure

Communications Yes

Education (Schools, Colleges, Universities) No

Emergency services Yes

Energy (Electricity, Gas, Oil/Petroleum products) Yes

Financial services Yes

Food Yes

Government (City administration) Yes

Health Yes

Leisure (Parks, Sport facilities) No

Transport (Road, Rail, Air, Waterborne) Yes

Water Yes

environment must be able to both detect the current state or context in the
environment and determine what actions to take based on this context informa-
tion [23].

To establish the resilience and cyber security requirements for a future city’s
CPS, the seven dimensions of cyber [24,25] need to be analysed and the con-
text under which they are operating understood. The dimensions are: human,
awareness/understanding, information/data, spectrum, systems, infrastructure,
and the environment. For example, understanding the spectrum and channels
used for communications and sharing both data and control signals will help
to understand the impact of interference, jamming, electro-magnetic pulses and
solar weather events on the city’s infrastructure.

3.3 Resilience of a City’s Cyber–Physical Systems

The Rockefeller Foundation and Arup developed a City Resilience Framework
[26]. The Framework defines a resilient system as having seven qualities: reflec-
tive, robust, redundant, flexible, resourceful, inclusive, integrated. These indica-
tors are important as they provide a holistic view of resilience as it applies to a
city. For example, a resilient city has effective city leadership, good infrastruc-
ture, social cohesion, collective identity and relative prosperity. This is illustrated
in the contrast between the recovery of Port au Prince, Haiti following an earth-
quake in 2010 and New York’s response to Hurricane Sandy in 2012 [26].

3.4 Defining Cyber Security for Cyber–Physical Systems

The future city will be a complex environment comprising a variety of tech-
nologies, existing and emerging. The cyber security approach adopted may vary
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Table 2. Application of cyber security elements

Element Relevance to cyber–physical systems

Confidentiality Protection of personal and other sensitive data

Possession/Control Prevent unauthorised manipulation or control of systems

Integrity Prevention of unauthorised changes to or deletion of data,
and maintenance of system configuration

Authenticity Prevention of fraud or tampering with data

Availability City infrastructure able to operate without disruption or
impairment

Utility Maintaining data and systems in a useful state throughout
their lifecycle

Safety Prevention of harm to individuals, assets and the environment

considerably, depending on factors such as asset and systems complexity, owner-
ship and use. The supply chain supporting design, construction, operation and
occupation of individual assets or systems also affect the future city. Apply-
ing current information security practice to deliver cyber security of the city as
a platform is extremely complex if not impossible. The fragmented ownership
of individual components within the platform, diverse interfaces and constant
change will all limit the effectiveness of traditional control measures. Cyber secu-
rity of CPS is complicated by the real-time nature of the systems and the poten-
tial safety critical elements of their functionality. Applying the traditional CIA
triad [27], used by the information security community, does not adequately
address the safety and control aspects of CPS. An alternative approach that
combines engineering good practice with information security may be achieved
by adapting the Parkerian Hexad [28] with the addition of safety as a seventh
element [25]. This results in cyber security being considered using the following
elements: confidentiality, possession and/or control, integrity, authenticity, avail-
ability, utility, safety. Table 2 illustrates how these elements relate to the design
and operation of the city’s CPS.

4 Applying the Framework to City Infrastructure

With the increasing sophistication and integration of city systems and the need
to protect their growing populations, there is a need for city planners to con-
sider risk, resilience and cyber security in a holistic manner. The two examples
below illustrate how critical CPS and poor planning may disable generators and
transport systems. The example from Hurricane Sandy of cross-sector depen-
dencies was the impact of the storm on energy supplies. A post storm study [29]
exposed risks that were not understood by dependent critical sectors and gov-
ernment officials, due in part to their limited understanding of sector operations
and distribution. The study highlights that:
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– without power, even well stocked gasoline service stations were unable to
pump fuel to customers;

– emergency managers struggled to determine which gasoline stations had both
fuel and power;

– refineries and supply terminals that lost power also had major water damage
to primary switch gear and other critical electrical components that delayed
restoration long after power was restored;

– many critical dependent sites limited to 24 hours of fuel storage required
repeated daily refuelling runs for generators;

– the regulation on fuel storage creates disincentives to store greater supplies.

The analysis framework, which is summarised in Fig. 2, is a structured app-
roach to analysing city infrastructure and systems. Due to the interdependencies
between city systems and services, it should be applied on a citywide basis rather
than focused on single systems or services. Whilst the framework is intended to
work at an overall systems level, by addressing the interactions and dependencies
of the ‘city as a platform’, it may also be used within systems to understand
complex sub-system relationships and behaviour. The framework has been tested
on the CCTV and associated area management systems in a major UK city [30].

Fig. 2. Applying the analysis framework to a city

The approach used to test the framework was to identify the set of affected
systems, which included a number of control rooms. The context and role of
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the control rooms was examined, including the relationships between the areas
of coverage. The resilience requirements were investigated, taking into account
the need to manage major annual events and public safety incidents. Finally the
cyber security requirements and current systems issues were investigated. In col-
lating the results a number of deficiencies were identified, including a significant
loss of capability following a system upgrade. The discovery of this loss and the
rapid advances in the technology employed in ‘smart’ cities confirmed the need
for regular reviews, to monitor changes in systems and infrastructure, identify
new dependencies and emergent functionality arising from systems integration
or interconnectivity.

The framework draws together information that may not be apparent to an
infrastructure owner or operator, e.g. one recently discovered correlation between
the three perspectives occurred in a power distribution network. The operator
is increasing the use of the mobile telephony network to manage the field main-
tenance workforce. The mobile telephone network is not robust when there are
power supply interruptions. In the event of a major supply outage, e.g. following
a severe weather incident, due to the operator’s reliance on the mobile telephone
network (Context – Spectrum), the field workforce will not have access to a
robust communications platform (Resilience – Robust), leading to a potential
loss of command and control communications (Cyber Security – Availability).

5 Discussion

Development of smart cities where there is greater reliance on information and
communications technologies represents a significant challenge for city author-
ities. Even as standalone IT and communication systems, as a consequence of
component failure or due to software design and coding errors, these technologies
are significantly less reliable than the physical assets. A city suffering frequent
systems outages and/or disruptions may become a volatile environment, partic-
ularly during seasonal weather extremes.

In the past, resilience studies focused mainly on geophysical issues and on
the physical engineering aspects related to the protection of infrastructure from
natural events, such as earthquakes, tsunami and extreme weather, or from
terrorism-related activity. However, the increasing volumes of CPS necessitate
the development of new techniques to allow the complexity of, and relationships
between, these systems to be understood. The situation is further complicated
by the emergent nature of many CPS, with incremental deployment of enhance-
ments and upgrades onto existing infrastructure.

Where upgrades involve information and communications technologies, sys-
tem designers often attach Internet facing elements to legacy systems or make
use of wireless technologies. Both of these developments introduce cyber security
and resilience vulnerabilities.

The systems architecture of a future city is likely to be constantly evolving,
with new components added and existing elements progressively upgraded or
replaced. At any instant, the future city is therefore likely to be a complex



Critical Infrastructure in the Future City 21

hybrid of established, proven systems, with known constraints and defects, and
newer systems whose behaviour and performance are still being established. It
is likely that technical standards will also evolve over time, so systems will be
built to differing risk profiles, availability and security standards.

This analysis framework provides a structured, systematic way of examining
CPS, to identify any safety, security or resilience issues that need to be addressed
in the design or operation of the systems. The three perspectives combine infor-
mation about environmental, societal, process and technical dependencies and
risks. This approach is not intended to replace the technical risk assessment tech-
niques used in systems engineering, such as Failure Mode and Effects Analysis
(FMEA), Hazard and Operability studies (HAZOP), Fault Tree Analysis (FTA)
or Cause and Effect Analysis. Instead it provides an approach, which may be
used at city level to explore vulnerabilities in the design and use of complex
integrated CPS.

6 Conclusions

The expectation of future cities is that information and communications tech-
nologies, autonomy and CPS will be harnessed to deliver a safe, secure and sus-
tainable environment for their rapidly growing populations. This dependence on
technology is not without significant risk as the complex CPS that are already
being developed will increasingly interact with each other. When the systems
start to behave as a platform, the city becomes exposed to cascading failure
modes, where apparently unrelated events may cause significant disruption or
even loss of life.

The analysis framework described in this paper is intended to provide an app-
roach for analysing the city level risks and vulnerabilities to inform both system
planning and design. It should also enable the city authorities and infrastructure
owner to make informed decisions about where systems need to be reinforced or
reengineered to improve resilience and reduce cyber security risks.

Without a clear framework such as the one proposed here, it will be difficult
to analyse the complex interactions and relationships between cyber–physical
systems in a future city. The approach to systems thinking outlined in this paper
enables multi-disciplinary teams to adopt a common approach to sharing infor-
mation about the operation, dependencies and potential vulnerabilities of their
systems or infrastructure. Using this consolidated view should enable security
and resilience issues to be identified and addressed.

A comprehensive analysis methodology is under development by the authors,
which builds on the framework outlined in this paper. Further work is also under-
way regarding the definition of cyber security of CPS. The work in both of these
areas will be published in due course.
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Abstract. Infusion of Information Technology (IT) into Industrial
Control System (ICS) applications has increased Critical Infrastructure
Protection (CIP) challenges. A layered security strategy is addressed
that exploits Physical (PHY) features to verify field device identity and
infer normal-anomalous operating state using Distinct Native Attribute
(DNA) features. The goal is inferential confirmation that Human
Machine Interface (HMI) indicated conditions match the system’s true
physical state. Feasibility is shown using Wired Signal DNA (WS-DNA)
from Highway Addressable Remote Transducer (HART) enabled field
devices. Results are based on experiments using an instrumented Process
Control System (PCS) with smart field devices communicating via wired
HART. Results are presented for two field devices operating at two dif-
ferent set-points and suggest that the WS-DNA technical approach is
promising for inferring device physical state.

Keywords: CIP · ICS · HART · DNA · Anomaly detection · Process
control

1 Introduction

CIP has become increasingly difficult as ICS architectures have migrated from
simple point-to-point networks [8,9] to IT-based architectures interconnecting
ICS and business enterprise networks. Although increasing both efficiency and
reducing cost [10–13], this migration comes at the expense of increased vulnera-
bility [14–20,22,24] and higher potential for catastrophic events that are inherent
in IT systems [21]. The migration cost is high from a security perspective, and
ICS Internet connectivity presents what some consider an “unresolved security
issue” that must be addressed [23].

Some security solutions work well in traditional IT systems but are less effec-
tive for CIP intrusion and anomaly detection [23,25,26,29,31]. Most ICS intrusion
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detection schemes do not detect bit-level protocol vulnerability attacks given they
do not understand “application level” protocols [32]. Some single packet detec-
tion capability for Supervisory Control And Data Acquisition (SCADA) traffic
do exist [28–30,32,33], but these methods are unreliable for detecting sequential
“allowed” commands that can progressively drive a SCADA system to become
unstable (Stuxnet-like events). ICS/SCADA protection strategies that exploit
device level PHY state information can complement upstream bit-level protec-
tion approaches. The envisioned multi-layer security strategy integrates both lev-
els with a goal of countering Stuxnet-like attacks, e.g., detect cases where the HMI
indicates coolant is flowing normally while in reality the control valve being mon-
itored is physically closed, no coolant flowing, and physical damage is imminent.
Current bit-level detection strategies have proven to be ineffective against these
types of attacks. Sensing PHY state information from downstream field devices
provides potential for confirming that desired physical device changes (open, close,
etc.) have occurred and that HMI reporting is reliable.

This work supports a PHY-based Security (PhySEC) approach for verifying
that the indicated HMI status is consistent with field device operating state.
A WS-DNA fingerprinting process is formalized using signals from a wired
HART field device in a closed-loop PCS–more than 35 million Hart devices
have been deployed [27]. As used to achieve human-like discrimination of device
hardware [18] and operations [1], the Radio Frequency DNA (RF-DNA) fin-
gerprinting methodology was adopted for recent HART device level field bus
work [2] which motivated WS-DNA formalization for SCADA PhySEC applica-
tion. The HART WS-DNA fingerprints are used here to discriminate selected
device-state combinations using a Multiple Discriminant Analysis, Maximum
Likelihood (MDA/ML) process. The initial approach is promising for device
hardware and state discrimination, so the investigation continues.

2 Discrimination Methodology

Exploitable DNA features have been extracted from both intentional and unin-
tentional waveform responses that generally differ with device type [3,5,17,21].
Wireless techniques were adopted here for WS-DNA demonstration with a goal
of identifying discriminating PHY features in FSK signals of a 4 − 20 mA con-
trol loop. Of interest is unintentional electromechanically induced signal varia-
tion that is expected to possess unique characteristics dictated by component
manufacturing process, component tolerances, device aging, environmental con-
ditions, etc. [4]. The WS-DNA fingerprinting methodology here is consistent
with work in [6,7] and includes: (1) Burst Detection, (2) Down-Conversion and
Baseband Filtering, (3) Analysis Signal Generation, (4) Fingerprint Generation,
and (5) Class Discrimination.

Wired HART signal collections were made on a Lab-volt 3531 PCS run-
ning an automated fluid level control process [2] using a collection receiver
(Agilent Oscilloscope) and a desktop workstation for post-collection process-
ing. The HART field devices were Endress+Hauser PMD75 differential pressure
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Table 1. Hardware Device (D) and State (S) Notation.

Description Notation

Low Pressure DPT-SP10 D1:S1

Low Pressure DPT-SP50 D1:S2

High Pressure DPT-SP10 D2:S1

High Pressure DPT-SP15 D2:S2

Fig. 1. Mean of 456 experimentally-collected HART FSK bursts.

transmitters. High-level (0 − 400 psi) and low-level (0 − 10 psi) pressure trans-
mitters were used to measure column fluid level at two set points (SP): including
(1) SP-10 for 2.0 inches of fluid, and (2) SP-50 for 20.0 inches of fluid. HART
FSK signals were collected directly from pressure transmitter maintenance ports.
A 2 × 2 experimental design was conducted using each of the two field devices
sensing the two fluid levels. The various factor level combinations followed the
Device:State (D:S) notation in Table 1. The assessments used WS-DNA finger-
prints from a total of NB = 456 independent HART bursts for all four D:S cases
considered.

Figure 1 shows a representative mean response for 456 experimentally col-
lected bursts; the response was similar for all four D:S cases. Of note is the
constructive response of the Preamble during 0 < t < 0.055 s and the Device
ID Region (DevIDRgn) during 0.055 < t < 0.165 s; note that the DevIDRgn
designation is used here for presentation and does not represent a formal HART
protocol designation.

As in prior DNA-based fingerprinting work, the invariant cross-burst
responses such as the Preamble and SigIDRgn responses in Fig. 1 are generally
most favorable for discrimination. Thus, the SigIDRgn region was first consid-
ered for WS-DNA extraction and MDA/ML classification. This choice was sup-
ported by Fig. 2 which shows SigIDRgn responses relative to a D1:S1 reference,
i.e., the D1:S1 response was subtracted from responses for the other D:S cases
to highlight differences. These responses reflect (1) discriminating Device (D)
information in the 0.080 < t < 0.120 s interval and (2) discrimination State (S)
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Fig. 2. Difference between SigIDRgn responses using D1:S1 as the reference. The
0.080 < t < 0.120 s region reflects device similarity and the t > 0.140 s region reflects
state similarity.

Fig. 3. Average DNA fingerprint features at SNRC ≈ 22.0 dB based on 200 indepen-
dent SigIDRgn fingerprints for each D:S cased considered.

information in the t > 0.140 s interval. Similar behavior and conclusions were
drawn using D2:S1 as the reference.

2.1 Discrimination Results

Initial assessments considered 456 FSK bursts for all four D:S cases using WS-
DNA features extracted from SigIDRgn responses. The entire SigIDRgn response
was used with statistical features of variance, skewness, and kurtosis calculated
across NR + 1 = 20 + 1 = 21 sub-regions of the SigIDRgn instantaneous ampli-
tude, phase and frequency responses. Thus, the resultant fingerprints included a
total of 21 × 3 × 3 = 189 WS-DNA features (DNA markers). The characteristic
fingerprint differences for the D:S cases considered are illustrated in Fig. 3 which
shows clear visual discrimination. The discriminability was confirmed using the
MDA/ML classifier using the SigIDRgn WS-DNA fingerprints to discriminate
both device and state. The discriminability is quantitatively reflected in Table 2
MDA/ML confusion matrix results which are presented for both CollectedSNRC

≈ 22.0 dB and degraded AnalysisSNRA ≈ 2.0 dB conditions. Diagonal entries
reflect 100 % and 92.7 % correct classification (discrimination) for the two SNRs
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Table 2. MDA/ML classification confusion matrix results. Presented for SNRC ≈ 22.0
dB / SNRA ≈ 2.0 dB.

Called (%)

D1:S1 D1:S2 D2:S1 D2:S2

Input D1:S1 100/97.19 0.0/2.45 0.0/0.18 0.0/0.18

D1:S2 0.0/4.30 100/95.61 0.0/0.09 0.0/0.0

D2:S1 0.0/0.27 0.0/0.0 100/90.61 0.0/9.12

D2:S2 0.0/0.44 0.0/0.0 0.0/11.93 100/87.63

and suggest the process is relatively robust for varying channel conditions. Off-
diagonal elements for SNRA ≈ 2.0 dB indicate that state discrimination is
generally more challenging than device discrimination with decreasing SNR.

3 Conclusions

A PHY-based Security (PhySEC) approach to SCADA security is addressed
using WS-DNA features from wired HART signals, with a goal of verifying
that the observed HMI state matches the actual field device physical state to
counter Stuxnet-like attacks. The paper was motivated by related HART fieldbus
work [2], the results of which motivated formalization of WS-DNA fingerprinting
for SCADA PhySEC application. WS-DNA field device hardware discrimination
is consistent with prior RF-DNA works yielding reliable device discrimination. Of
greater importance to near-term SCADA security improvement is the introduc-
tion of an inferential device state estimation process using the same WS-DNA
features. While results here are indeed limited (two devices operating in each
of two states), they are sufficiently promising to warrant additional research.
Thus, additional equipment has been procured and experimentation is under-
way to extend the findings and further develop the envisioned SCADA PhySEC
approach.
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Abstract. Sensor networks for the assessment of physical threats in
critical infrastructure have the potential to provide continuous and reli-
able information on illegal activity over wide areas. In order to reach that
potential, it is essential for the sensor network to operate efficiently by
conducting processing and communication operations on a very limited
power budget. In this work, it is shown that when sequentially assessing
physical threats using a sensor network, the required processing and com-
munication load is directly related to estimation uncertainty. It is, fur-
thermore, shown that the processing and communications rate required
for sequential estimation using a sensor network is much less than the rate
required for processing and transmitting all data available at the nodes.
This result can be used to reduce hardware cost and power requirements
of the sensor network.

Keywords: Bayesian target tracking · Critical infrastructure security

1 Introduction

This work addresses the issue of reducing the processing rate on-board of sen-
sor nodes and the communication rate between sensor nodes and the fusion
center. This reduction is made possible based on two factors. One is the exis-
tence of information on the target state provided by the sequential estimation
process. This information can be used to restrict the amount of processing per-
formed on the raw data and the size of the resulting measurement statistics to
be communicated. The second is the availability of reconfigurable sensors with
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on-board processing capabilities that are able to process measurements based on
the instructions of the fusion center and communicate the result to the fusion
center. In background work for signal processing for detection and estimation,
raw measurements are processed using a number of matched filtering operations
resulting to an equal number of measurement statistics. In [1] the concept of
tessellated resolution cells was used which resulted to exhaustively covering the
entire measurement statistics space. Using a particle filtering method, however,
it was shown that measurement statistics can be taken at irregular intervals of
the measurement space, instead of having to lie on a grid [2].

In this work, it is shown that the size of the set of measurement statistics that
is useful for sequential estimation is less than the total number of measurement
statistics from all possible matched filtering operations on the raw data. This
means that the amount of processing on the raw data and the size of the resulting
processed data on each sensor node can both be reduced without compromising
estimation accuracy. This result can then be applied in the case where process-
ing capabilities are available on-board of configurable sensor nodes of a sensor
network [3–6]. The processing that each of the sensor nodes needs to perform
on the data is determined by the fusion center based on data from all sensors.
It is noted that in this work, the size of data to exchange between the fusion
center and node is not considered in terms of communication noise, but rather
in terms of sensing noise and the uncertainty in estimating the target state. The
determination of the size of the measurement statistics useful for detection and
estimation described in this work can be then combined with work on modelling
the channel between sensors and the fusion center and the use of coding schemes.

The reduction in processing and communication costs in a sensor network is
also demonstrated with simulations using real thermal imaging data. Thermal
imagery is used in this work as an example of a sensing modality that imposes
large bandwidth and computational demands on the tracking system. These
requirements are mainly due to the collection of a large amount of data from
the image sensor that needs to be transmitted to the tracker and the subsequent
need for the tracker to process that data on-line. In the simulation results, it is
shown that the number of processing operations and the number of the result-
ing measurements statistics that need to be communicated to the fusion center
at each time step of the multiple tracking scenario by a particle filtering based
tracker depends on the available information on the target state. Therefore, the
total volume of measurement statistics that need to be collected and commu-
nicated is much less than the volume of measurement statistics that would be
generated by processing all pixels and communicating the result, which would
correspond to the case where no information exists on the target.

In Sect. 2, the evolution of the target state to be estimated and the measure-
ment model are described. In Sect. 3, the state prediction process is explained
that leads to a representation of the uncertainty in the state to be estimated prior
to the arrival of new measurements. In Sect. 4, a multitarget tracking example is
provided to demonstrate the theoretical results on the processing and commu-
nication rates required for sequential estimation.
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2 State Evolution and Measurement Model

2.1 State Evolution Model

The unknown state to be estimated at each time step k describes the unknown
position and velocity of a single target given by xk = [χk χ̇k ψk ψ̇k]T where χk

and ψk denote the position and χ̇k and ψ̇k denote the velocity of the target
in the Cartesian coordinates. Then the evolution of the state is described by a
constant velocity model as:

xk = Fxk−1 + Vηk, (1)

where F = [1 δt 0 0; 0 1 0 0; 0 0 1 δt; 0 0 0 1] and δt is the time difference between
state transitions. The matrix V is a diagonal process noise covariance matrix and
the column vector ηk represents a zero-mean, unit variance Gaussian process that
models errors in velocity. The kinematic distribution p(xk|xk−1) is a Gaussian. In
a multi-target scenario the state vector xk would be extended by concatenating
the Cartesian positions and velocities of the multiple targets [8].

2.2 Measurement Model

Next the relationship between state space and measurement space is described.
The state vector described above maps onto a template in the measurement
space expressed as an M -dimensional vector

sl = fs,k(xk) (2)

via fs,k(·) that represents the mapping from the state space to the measurement
space. sl in (2) is indexed by l ∈ L̃ in set L̃ with cardinality L̃ = |L̃|. Specifically
in this work, the above formulation corresponds to mapping targets from the
Cartesian coordinates to pixels on the image plane for a certain pan-tilt position
of a thermal imager. Then each template sl represents a block of pixels shifted at
a certain pixel coordinate location and a specific pan-tilt position of the imager.

2.3 Measurement Processing

At every time step k measurements rk are matched filtered with templates,
indexed by l ∈ L̃, as

yl,k = s∗
l rk (3)

and the likelihood ratio is given by

Λ(yk|xk) =
p(yk|xk)
p(yk|0)

(4)

where p(yk|xk) and p(yk|0) is the likelihood if a target is present and not present
respectively. yk = {yl,k}L̃l=1 represents a vector of all the matched filter statistics
needed at the fusion center. A set of unique templates in L̃ is then requested by
the fusion center and delivered by each sensor node.
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Table 1. Particle filtering tracking with reduced processing and communications

Having available state {xn
k−1}N

n=1 with weights {wn
k−1}N

n=1 from time k − 1, perform
Prediction:

– For each particle n = 1, . . . , N and each sensor node
• Sample xn

k = fx,k(x
n
k−1, η

n
k ), or xn

k ∼ p(xn
k |xn

k−1)
• Obtain pn

k (l)=
n:xn

k
→l

p(xn
k |xn

k−1)w
n
k−1

– Create set Lk with unique templates l : pn
k (l) ∀n

– Register correspondence between unique templates with particles n : xn
k → l

– Communicate set Lk from fusion center to sensor node

Measurement update at each sensor node:

– For each unique template l ∈ Lk

• Form templates sl
• Obtain measurements rk
• Calculate yl,k = s∗

l,krk
• Communicate measurement statistics yl,k, l ∈ Lk to fusion center

Measurement update at fusion center:

– Calculate weights wl,k = wl,k−1Λ(yl,k|xl,k), l ∈ Lk

– Use correspondence n : xn
k → l to assign weights to each particle {wn

k }N
n=1 from

{wl,k}, l ∈ Lk

Estimation:

– Estimate x̂k = N
n=1 wn

kx
n
k

3 State Prediction and Representation of the Uncertainty

The posterior distribution of the unknown state, using measurements up to time
step k − 1, is provided by the Chapman−Kolmogorov equation [7] as

p(xk|yk−1) =
∫
xk−1

p(xk|xk−1)p(xk−1|yk−1)dxk−1. (5)

In order to express this information in the measurement space the state xk is
mapped onto templates with indices l ∈ L̃ using (2). Therefore, the probability
distribution associated with an index l appearing in the measurements at time
k can be expressed in terms of the posterior p(xk|yk−1) as

pk(l) =
∫
xk:xk→l

p(xk|yk−1)dxk (6)

for l ∈ Lk. The integral above is taken over all target states xk such that xk

maps onto template index l in set Lk according to (2).
The set of templates Lk, consists of templates with non-zero probability pk(l)

of appearing in the measurements given by (6). Therefore, the dictionary is a
set Lk with cardinality Lk = |Lk| with templates l ∈ Lk for pk(l) > ε where ε
represents a probability threshold. Moreover, this set is a subset of the total set of
templates in L̃ that may appear in the entire sequential estimation scenario which
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Fig. 2. Matched filtering operations
per time step and different number of
particles.

was defined in Sect. 2.2 (i.e. Lk ⊆ L̃, with cardinality Lk = |Lk| ≤ L̃ = |L̃|).
A sampling importance resampling (SIR) particle filtering [7,9] version of the
estimation and sensor node configuration process is outlined in Table 1 which
can be used in non-linear, non-Gaussian scenarios.

4 Numerical Assessment

In order to demonstrate the reduction in measurement processing and the com-
munication of measurement statistics to the fusion center, a multiple target
tracking scenario involving cars was used with measurements from a FLIR F-
Series thermal imager. From the thermal imager a 576×704 pixel grayscale image
is extracted at each time step of the scenario. The tracking scenario is comprised
of 70 time steps, where 5 targets in total enter and exit the scene. The number
of particles varies as N = 200, 400, 600, 800, 1000. A track is confirmed if the
sum of weights following a track exceeds .95 for 4 consecutive time steps. Also,
a confirmed track is removed if the sum of weights of the particles that follow
the track drop below .95 for two consecutive time steps.

In Fig. 1 the percentage of incorrect tracks averaged over 350 Monte Carlo
runs are provided for different numbers of particles. An incorrect track was
counted if the root mean squared error of an estimated target trajectory was
above 3 m from the nearest true target trajectory for more than 6 time steps.
The percentage of matched filtering operations, which equal the percentage of
measurement statistics that need to be communicated to the fusion center at each
time step of the scenario, are provided in Fig. 2. The percentage was given with
respect to the total marched filter statistics that would need to be processed and
communicated exhaustively over the image per time step and per template. This
is taken to be equal to the image size. Plot lines for numbers of particles N = 400
and N = 800, which were omitted in order to improve clarity in the figure, lie
between the plot lines corresponding to numbers of particles N = 200, 600 and
N = 600, 1000 respectively and follow a similar trend as the plot lines shown.
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The results demonstrate that with a sufficient number of particles (between
N = 800 and N = 1000) the number of incorrect tracks formed are less than
5% of the total number of targets entering and exiting the scene. This reliable
tracking performance is achieved by only processing and communicating a small
fraction of data compared to the image size. Therefore, the method results in
large savings in power and communications, especially if applied to systems with
multiple sensor nodes.

5 Conclusion

In this work the processing and communications rate required for the assess-
ment of physical threats by a sensor network is determined. It is shown that the
processing and communications rate can be reduced below the rate required to
process all raw data from sensors and communicate the total number of mea-
surement statistics that result from that processing. The reduction is possible
due to the information on the target state obtained when sequentially assess-
ing physical threats. The reduction in processing and communications rate is
demonstrated using simulation results from tracking multiple targets using real
thermal image data.
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Abstract. Transport is one of the most important economic sectors
in Europe with its infrastructure being essential for the functioning of
the entire society. Directive 2008/114/EC outlines the approach Member
States are required to follow to identify, designate, and protect European
Critical Infrastructures also in the transport sector. The paper illustrates
a benchmarking methodology which could be used to assess security in
terms of awareness, preparedness and maturity in operators belonging to
transport sub-sectors. The final goal is to provide a relevant informative
base, taking into consideration sub-sector differences useful to enhance
awareness in security in the transport sector.
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1 Introduction

This paper proposes a conceptual benchmarking methodology which aims
to assess security awareness, preparedness and maturity levels of transport
operators1 belonging to the five sub-sectors listed in the Council Direc-
tive 2008/114/EC on the identification and designation of European Critical
Infrastructures and the assessment of the need to improve their protection [3,4]2.
Transport is one of the most important economic sectors in Europe, with its
infrastructure being essential for the well functioning of the entire society [1].

1 Transport operators are intended as the organizations performing functions for the
production and delivery of transport services (e.g. carriers, infrastructure managers,
terminal/port/airport managers).

2 This benchmarking methodology is part of the research activities carried out by
AMLETO project (Assessing security awareness and increasing maturity level of
transport operators to strengthen Critical Infrastructure Protection) co-funded by the
EC DG Home Affairs under the “Prevention, preparedness and consequence man-
agement of terrorism and other security-related risks” Programme.

c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-31664-2 5
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Operators of transport infrastructures are faced with multiple challenges that
can range from normal traffic to accidents as well as major disruptions due to
natural disasters or acts of intentional man-made attacks. For this reason, trans-
port operators must be aware of the risks they are exposed to and be prepared
for potential threats [6]. This translates into the operator’s responsibility to
hold adequate information and knowledge to protect itself and to employ con-
crete resources and capabilities to ensure its security [2]. In addition, operators of
transport sub-sectors behave differently in the security field: the lack of security
measures in land transport and inland waterways is balanced by the compre-
hensive security measures already in place in the aviation and maritime sub-
sector3. Accordingly, security awareness, preparedness and maturity vary across
transport sub-sectors and countries. The aim of the benchmarking methodology
presented in this paper is to propose an horizontal approach able to highlight the
distinguishing elements of each transport sub-sector in the security domain and
to enhance Critical Infrastructure protection thanks to the definition of tailored
protection strategies [5].

2 Concepts of Security Awareness, Preparedness
and Maturity

The concepts of security awareness, preparedness and maturity are proposed as
founding aspects (fa) for the assessment of security performance in transport.
Awareness for a transport operator can be broadly defined as the state resulting
from the acquisition of a meaningful knowledge on security (in terms of vul-
nerabilities, threats, as well as protection measures and response mechanisms)
through information gathering. The notion of preparedness focuses on assessing
conditions necessary to deploy efficient response in case of failures of the trans-
port operator in order to guarantee prompt recovery to normal operations. In
this context, Maturity is intended as achievement of pre-established states of
development: this does not necessarily mean that higher levels of security are
progressively attained but rather that security measures are improved in terms
of effectiveness and efficiency in view of existing vulnerabilities and threats.

Maturity levels should lead to the recognition that both awareness and pre-
paredness measures are robust and well embedded into every function of the
operator and that the resources mobilised are in fact an investment and an
added value to the operator.

3 Regulation (EC) No 300/2008 of the European Parliament and of the Council of
11 March 2008 on common rules in the field of civil aviation security and repealing
Regulation (EC) No 2320/2002 (OJ L 97 11.3.2008); Regulation (EU) No 185/2010
of 4 March 2010 laying down detailed measures for the implementation of the com-
mon basic standards on aviation security (OJ L 55, 4.3.2010); Regulation (EC) No
725/2004 of the European Parliament and of the Council of 31 March 2004 on
enhancing ship and port facility security, (OJ L 129/6, 29.4.2004).
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3 A Comprehensive Methodology to Assess Security

The proposed methodology on a comprehensive approach which intends to assess
security levels in the five transport sub-sectors streamlining, as a final output,
their distinguishing features. The benchmarking methodology is based on:

– three founding aspects (fa): awareness (F1), preparedness (F2), maturity (F3),
– four cornerstones (c): security oriented knowledge (cA), management of asset

security (cB), resources for security (cC) and security capabilities (cD).

To be able to assess security levels the comprehension of the logical flow
of the three fa is crucial. Each operator needs to be aware of security issues,
of external security-related information sources (including existing legislation
and standards) to be able to plan a tailored security strategy for responding to
security risks and guaranteeing service continuity. Together, appropriate levels
of awareness and preparedness allow the operator to achieve a satisfactory level
of security maturity.

The four cornerstones are main security-related aspects.
Security oriented knowledge (cA) includes factors referring to the degree of

information on security issues present in the operator (awareness) as well as
elements providing details on how such information is used to plan the oper-
ator’s security policy (preparedness). In few words, an operator can plan its
security only if it is aware of the security issue in general (awareness) and if it is
able to translate information into action (preparedness). Management of Asset
security (cB) refers to the knowledge of critical assets/functions/operations,
their vulnerabilities and possible uncertainty sources which could involve them
(awareness) and it also relates to the effective protection measures in use to
avoid or reduce security failures affecting key assets of the transport system
(preparedness). Resources for Security (cC) are about the importance given
to security-related investments and to specific HR within the operator (aware-
ness) and about their concrete allocation and implementation within the oper-
ator (preparedness). Security capabilities (cD), relate to the importance given
to security training and the development of internal skills to make sure that
the staff has appropriate abilities to protect critical assets/functions/operations
from security threats (awareness). From a preparedness perspective, cD refers
to the effective existence and implementation of capabilities to protect critical
assets/function/operations within the considered operator (preparedness).

Theoretically levels of awareness, preparedness and maturity of the opera-
tor in each cornerstone contribute to the overall concept of Awareness (F1),
Preparedness (F2) and Maturity (F3) (1).

Fn = fncA + fncB + fncC + fncD n = 1, 2, 3. (1)
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3.1 Combining Founding Aspects and Cornerstones

Within the proposed methodology, the practical assessment of transport opera-
tors’ F1 and F2 levels is made through an on-line survey proposed to EU28 trans-
port operators (and in particular to managers dealing with security issues) with
a set of questions which combine each founding aspect with each cornerstone.
The elaboration of results coming from both the awareness and the preparedness
sections produces the degree of maturity (F3).

For instance, looking at cD (security capabilities), questions relating to the
collection of data on awareness (F1) aim at understanding how knowledgeable
are operators regarding the importance of developing and implementing internal
capabilities and skills to face security issues, while from a preparedness (F2)
point of view, they investigate to what extent such security capabilities are
concrete in place within operators.

The survey proposes several questions related to awareness and prepared-
ness. Looking at awareness, questions are related to the importance of training
for threat identification and security monitoring and to the identification of the
relevant professional target profiles to whom training should be dedicated (i.e. all
the staff, security-related staff, top management levels). Concerning prepared-
ness, questions focus on procedures used to detect and report security incidents
and to the professional target profiles which are periodically involved in security
training session (i.e. all the staff, security-related staff, top management levels).

3.2 Assessing Security Awareness, Preparedness and Maturity
of Operators

A weighted score is assigned to each answer selected by the respondent for the
operator. Each combination of fa and c (e.g. f1cD) is given by the sum of the
answer scores weighted by the number of questions included in the section ded-
icated to the specific fa and c combination.

As result, Awareness value derived from the answers to the questionnaire
F1q contains the total awareness level of the operator, based on the degree of
awareness reached in each one of the four cornerstones and the Preparedness,
F2q, the total preparedness level of the operator referring to the same four
cornerstones.

Fnq =
fncA + fncB + fncC + fncD

4
n = 1, 2 (2)

As previously mentioned, maturity (F3q) is given by the weighted sum of
F1q and F2q.

To be able to benchmark resulting values of the operators, awareness, pre-
paredness and maturity levels range from 0 (minimum level) to 1 (maximum
level). Apart form the absolute value of the own indexes, each operator has the
opportunity, through the developed benchmarking methodology, to assess secu-
rity levels (in F1, F2, F3) of the other operators belonging to the same sub-sector
or to the same country that answered to the questionnaire.
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The on-line tool used to propose the benchmarking exercise to EU28 trans-
port operators shows graphs reporting indexes measuring awareness, prepared-
ness and maturity according to answers given by participants. F1, F2 and F3
indexes range from 0 to 1 and offer an overall view of the level of security (Fig. 1).

In the specific case below reported, the indexes show that the operator at
issue has a higher level of preparedness (F2) than the population of operator
respondents and than the other operators belonging to its same sub-sector, but
its level of F2 is lower when compared at country level.

Fig. 1. Example of graphical visualization of security preparedness index (respectively,
of the respondent operator, of the respondent population, by country, by sub-sector)

The benchmarking tool also allows respondents to visualise a set of radar
graphs (Fig. 2) which represent results of each of the four cornerstones for the
respondent operator, for the population of operator respondents, by country
for the respondent operator, by sub-sector for the respondent operator. As a
result, operators are able to gain an immediate perception of which cornerstones
(c) should be enhanced. For instance, isolating the radar graph reporting sub-
sectoral level in Fig. 2, the operator at issue is more prepared than others (average
value) in Security oriented knowledge (cA) and in Security Resources (cC), but
less prepared than other operators in the Management of Asset Security (cB)
and in Security capabilities (cD). Furthermore, the operator at issue scored its
highest rate in f2cA combination.
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Fig. 2. Example of graphical visualization of security preparedness of the respondent
operator respect to the value of the respondent population, by country, by sub-sector

4 Conclusions

The present work illustrated a benchmarking methodology, and the conceptual
framework underlying it, to measure security aspects in the transport sector.
Beyond the numerical scores, the main advantage of the outlined methodology
is the possibility to compare sub-sectors and country security performance using
an horizontal approach based on the same concepts of security awareness, pre-
paredness and maturity.

The benchmarking methodology allows operators to assess distinguishing
awareness, preparedness and maturity features highlighting their weaknesses and
strengths respect to their sub-sectors and country competitors. Policy makers
may benefit from the benchmarking tool having indications on security gaps and
needs useful to set up appropriate policies aimed to enhance security in transport
sector.
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Abstract. We propose a decentralised hierarchical multi-rate control
scheme for the control of large-scale systems with state and input con-
straints. The large-scale system is partitioned into sub-systems each one
of which is locally controlled by a stabilising linear controller which does
not account for the prescribed constraints. A higher-layer controller com-
mands reference signals at a lower uniform sampling frequency so as to
enforce linear constraints on the process variables. Worst-case subsystem
interactions are modeled and accounted for in a robust manner. By opti-
mally constraining the magnitude and rate of variation of the reference
signals to each lower-layer controller we prove that closed-loop stability
is preserved and the fulfillment of the prescribed constraints is guaran-
teed. We apply the proposed methodology to Johansson’s quadraple-tank
system and we compare it to a centralised control approach.

1 Introduction

1.1 Motivation and Background

Large-scale systems (such as drinking water networks and power distribution
networks) call for control strategies based on the spatial and temporal decom-
position of the overall dynamics so as to leverage the high computational cost of
a centralised control approach [1,2]. In large scale systems hierarchical control
is often the basis for a decentralised control scheme [3] and various decentralised
and hierarchical control schemes have been proposed in the literature for which
Scattolini [4] provides a thorough review. An overview of the current architec-
tural trends in decentralised control for large-scale interconnected systems is
provided by Bakule [5].

Drinking Water Networks (DWNs) are large-scale systems whose operation
is liable to set of operating, safety and quality-of-service constraints. The opti-
mal management of DWNs is a complex task with outstanding socio-economic
and environmental implications and has received considerable attention by the
scientific community [6,7]. One key reason for the use of decentralised control

This work was supported by the European Research Projects HYCON2 (FP7,
Network of Excellence grant agreement no 257462) and EFFINET (FP7, “Efficient
Integrated Real-time monitoring and Control of Drinking Water Networks,” grant
agreement no. 318556).

c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 45–56, 2016.
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schemes is the need to isolate certain parts of the network for maintenance pur-
poses without the need to re-model the overall system.

Recently, Sampathirao et al. [8] proposed a control framework for large-scale
DWNs where pumping actions are computed by minimising a cost index. Such
approaches are in the spirit of economic model predictive control (MPC) [9],
and, despite the fact that are proven to lead to improved closed-loop behaviour,
may fail to guarantee the satisfaction of state constraints in closed loop. The
proposed methodology allows the operator to command reference signals to the
sub-systems of the network according to some cost-optimisation strategy in such
a way so as to satisfy the constraints during controlled operation.

The use of reference governors has been recommended by various authors so
as to mitigate the computational burden of a centralised approach by separating
the constraint satisfaction problem from the stabilisation problem [10]. Recently,
Kalabić and Kolmanovsky [11] proposed a methodology for the design of refer-
ence governors for constrained large-scale linear systems. Two-layer hierarchical
control systems are considered in the majority of relevant publications (see [13]
and references therein).

Multirate control schemes are quite popular as they increase the flexibility
in the quest for the desired properties (stability, optimality, constraints satis-
faction) [12–14]. A multi-rate control approach is adopted in this paper with a
quantification of the effect that the ratio of the two sampling rates has on the
control of the system. We will show that the adoption of different reference rates
in the upper and the lower control layers offers great flexibility and enables us
to strike a balance between responsiveness to set-point changes and optimality.

In this paper we propose a hierarchical multi-rate decentralised control
scheme for the control of large-scale systems whose states and inputs are subject
to linear constraints. The hierarchical scheme comprises two control layers: At
the lower one, a linear controller stabilises the open-loop process without con-
sidering the constraints. A higher-layer controller commands reference signals at
a lower uniform sampling frequency so as to enforce linear constraints on the
process variables. We propose a methodology for large-scale dynamically coupled
linear systems which are partitioned into interconnected subsystems with state
and input constraints. Worst-case interactions between subsystems are modeled
and accounted for in a robust manner. By optimally constraining the magni-
tude and rate of variation of the reference signals to each lower-layer controller,
quantitative criteria are provided for selecting the ratio between the sampling
rates of the upper and lower layers of control at each location, in a way that
closed-loop stability is preserved and the fulfillment of the prescribed constraints
is guaranteed. This paper builds on previous work by Barcelli et al. [15,16] and
on the ideas presented in [17].

2 Multirate Decentralised Hierarchical Control

2.1 Notation

Let R, Rn, Rn×m, N, N[k1,k2] denote the sets of real numbers, the n-dimensional
vectors, the n-by-m real matrices, the set of natural numbers, and the
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natural numbers in the interval [k1, k2]. The infinity-norm of x ∈ R
n is defined

as ‖x‖∞� maxi∈N[1,n] |xi|.
Let A ∈ R

n×m, I ⊆ N[1,n] and J ⊆ N[1,m]; we denote by AIJ ∈ R
|I|×|J |

the submatrix of A formed by the rows and columns of A whose indices are in I
and J respectively and |I| stands for the cardinality of the set I. For a vector
x ∈ R

n, xI denotes the vector of R
|I| formed by the elements of x whose indices

are in I. We denote by (A)i the i-th row of A, while (x)i denotes the i-th element
of x. Finally, we denote by 1n the n-vector having all entries equal to 1.

2.2 Problem Formulation

The proposed setting comprises two control layers: the lower-layer controller
(LLC) and the upper-layer controller (ULC) which operate at different sam-
pling frequencies. The lower control layer comprises m independent controllers
whose role is the stabilisation of the open-loop dynamics of the controlled sys-
tem without taking into account the prescribed state and input constraints. The
lower layer controllers operate at a higher sampling frequency, namely 1/TL, and
receive reference signals from corresponding upper layer controllers which oper-
ate at lower sampling frequencies 1/T

〈i〉
H , i∈N[1,m]. We define N 〈i〉 � T

〈i〉
H /TL to

be the ratio between sampling frequencies of ULC and LLC which are positive
integers refereed to as reference rates. To simplify the notation, the state vari-
able of the system (involving all sub-systems) at the LLC sampling instants is
denoted by xk for k ∈ N (referring to all sub-systems) and the state at the ULC
sampling instants is denote by xν � xνN for ν ∈ N.

Let xk, uk, yk respectively be the state, the input and the output of the lower
layer process in discrete time and the dynamics of the system be given by:

xk+1 = Āxk + B̄uk, (1a)
yk = C̄xk + D̄uk, (1b)

where xk ∈ R
nx , yk ∈ R

nr , uk ∈ R
nu and Ā, B̄, C̄ and D̄ are given matrices of

proper dimensions. The feedback law defining the LLC is:

uk = Fxk + Erk, (2)

where rk ∈ R
nr stands as a reference signal to be decided by the Upper Layer

Controller (ULC). The reference-to-output gain Θ ∈ R
nr×nr of (1) under feed-

back control law (2), is:

Θ � ((C̄ + D̄F )(I − Ā − B̄F )−1B̄ + D̄)E. (3)

The closed-loop system (1) can be rewritten as

xk+1 = Axk + Brk, (4a)
yk = Cxk + Drk, (4b)
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Fig. 1. Two-layer (LLC and ULC) decentralised hierarchical control scheme over a
network of interconnected, dynamically coupled components. Upper-layer controllers
command reference signals to the lower-layer ones which are updated at a lower fre-
quency.

where A � Ā + B̄F , B � B̄E, C � C̄ + D̄F and D � D̄E. Additionally, matrix
E must be chosen so that (A,B) is a stabilisable pair (Fig. 1).

The sparsity pattern of Ā in (1) can be exploited so as to decompose (1) into
m subsystems which are as decoupled as possible; the components of the state
vector are rearranged so that Ā in the new coordinates is as close as possible to
a block-diagonal form [18]. Let I〈i〉

x , I〈i〉
u and I〈i〉

r (i ∈ N[1,m]) denote the sets of
state, input and output indices that participate in the i-th subsystem and let n

〈i〉
x ,

n
〈i〉
u and n

〈i〉
r be their cardinalities respectively. These sets are not assumed to be

necessarily disjoint as some states and input may belong to multiple subsystems.

Assumption 1. The pair (Ā, B̄) is stabilisable and F is an asymptotically sta-
bilising gain for (Ā, B̄) and E possess the structure Fs,j = 0,∀s ∈ I〈i〉

u , and j /∈
I〈i〉

x ,∀i ∈ N[1,m], and Es,j = 0,∀s ∈ I〈i〉
u , and j /∈ I〈i〉

r ,∀i ∈ N[1,m].

Under Assumption 1 the LLC can be decomposed into a set of local con-
trollers whereby the i-th controller produces the control action u〈i〉 ∈ R

n〈i〉
u

using state measurements only from the i-th subsystem according to:

u
〈i〉
k = F 〈i〉x〈i〉

k + E〈i〉r〈i〉
k , (5)

where F 〈i〉 � FI〈i〉
u I〈i〉

x
and E〈i〉 � EI〈i〉

u I〈i〉
r

and x
〈i〉
k � xI〈i〉

x
, u

〈i〉
k � uI〈i〉

u
and

r
〈i〉
k � rI〈i〉

r
for i ∈ N[1,m].

The dynamics of the different subsystems are described by the set of differ-
ence equations:

Σ〈i〉 : x
〈i〉
k+1 = A〈i〉x〈i〉

k + B〈i〉r〈i〉
k + d

〈i〉
k , (6)
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where A〈i〉 � AI〈i〉
x I〈i〉

x
, B〈i〉 � BI〈i〉

x I〈i〉
r

and d
〈i〉
k is a disturbance term to com-

pensate for the unmodeled dynamics due to neglected state couplings between
the subsystem Σ〈i〉 and its neighbours. The gains F 〈i〉 are chosen so that the
subsystems Σ〈i〉 are open-loop stable (with rk ≡ 0 and dk ≡ 0).

Assumption 2. In addition to Assumption 1, for every i ∈ N[1,m] the feedback
gain F 〈i〉 stabilises subsystem Σ〈i〉.

Various methodologies have been proposed for the computation of such sparse
stabilising gains [19,20].

Let us define J 〈i〉
x �N[1,nx]\I〈i〉

x , and J 〈i〉
r �N[1,nr]\I〈i〉

r . The vectors x̃〈i〉�xJ 〈i〉
x

and r̃〈i〉�rJ 〈i〉
r

will be referred to as neglected states and references. The pair

(Ã〈i〉, B̃〈i〉) with Ã〈i〉 � AI〈i〉
x J 〈i〉

x
and B̃〈i〉 � BI〈i〉

x J 〈i〉
r

will be used to describe
the effect of the neglected states and references on the system Σ〈i〉.

Then the ULC comprises m subcontrollers which produce the reference sig-
nals r

〈i〉
k so as to keep the state x〈i〉 and the reference r〈i〉 inside the polytope:

Z〈i〉�{[ x
r ] ∈R

n〈i〉
x +n〈i〉

r : H〈i〉
x x+H〈i〉

r r≤K〈i〉}, (7)

where H
〈i〉
x ∈ R

qi×n〈i〉
x , H

〈i〉
r ∈ R

qi×n〈i〉
r , and K〈i〉 ∈ R

qi . The overall set of
constraints is then defined as Z�{[ x

r ] ∈R
nx+nr : (x〈i〉, r〈i〉) ∈ Z〈i〉,∀i ∈ N[1,m]}.

Let A
〈i〉
0 ∈R

n〈i〉
x ×nx be the matrix obtained by collecting the rows of A with

indices in I〈i〉
x and setting to zero the elements in the columns I〈i〉

x . Similarly,
we construct B

〈i〉
0 ∈R

n〈i〉
x ×nr by collecting from B the rows indexed by I〈i〉

x and
then zeroing the columns whose index is in I〈i〉

r . Then, it holds that: x
〈i〉
k+1 =

A〈i〉x〈i〉
k + B〈i〉r〈i〉

k + A
〈i〉
0 xk + B

〈i〉
0 rk. Additionally, let us define the set Z �

{(x, r) : (x〈i〉, r〈i〉) ∈ Z〈i〉,∀i ∈ N[1,m]}, which is a polytope and can be written
in the form Z = {(x, r) : Hxx + Hrr ≤ K}. Let the reference vector r〈i〉 be
constrained in the set:

R〈i〉�{r〈i〉∈R
n〈i〉

r :(H〈i〉
x G〈i〉+H〈i〉

r )r〈i〉≤K〈i〉−ΔK〈i〉},

where G〈i〉 � (I − A〈i〉)−1B〈i〉 is the reference-to-state static gain for Σ〈i〉 and
ΔK〈i〉 ≥ 0. We assume that the reference signals r

〈i〉
k retain the tracking error

Δx
〈i〉
k � x

〈i〉
k − G〈i〉r〈i〉

k in the set:

E〈i〉 = {Δx〈i〉 ∈ R
n〈i〉

x : H〈i〉
x Δx〈i〉 ≤ ΔK〈i〉}. (8)

Notice that Δx
〈i〉
k ∈ E〈i〉 if and only if (x〈i〉

k , r
〈i〉
k ) ∈ Ẽ〈i〉 where: Ẽ〈i〉 � {(x〈i〉, r〈i〉) ∈

R
n〈i〉

x +n〈i〉
r : x〈i〉 − G〈i〉r〈i〉 ∈ E〈i〉}. If we set z〈i〉 � G〈i〉r〈i〉 = A〈i〉z〈i〉 + B〈i〉r〈i〉,

then the dynamics of Σ〈i〉 can be described in terms of Δx〈i〉 = x〈i〉 − z〈i〉 as
follows:

Δx
〈i〉
k+1 = A〈i〉Δx

〈i〉
k + d

〈i〉
k , (9)
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where, under the assumptions that (x〈i〉
k , r

〈i〉
k ) ∈ Z〈i〉 and Δx

〈i〉
k ∈ E〈i〉 for all

k ∈ N and i ∈ N[1,m], the disturbance d
〈i〉
k is drawn from the polytope:

D〈i〉=

{
d〈i〉∈R

n〈i〉
x

∣∣∣∣∣∃r ∈ R
nr ,∃x ∈ R

nx , s.t.:d〈i〉 = A
〈i〉
0 x + B

〈i〉
0 r,

and ∀j ∈ N[1,m] : (x〈j〉, r〈j〉) ∈ Z〈j〉 ∩ Ẽ〈j〉

}
. (10)

The size of this polytope determines how strongly the i-th subsystem is dynam-
ically coupled with its neighbours.

Let Ω〈i〉(0) be the maximal robustly positive invariant (RPI) set for (9) under
the constraints Δx〈i〉 ∈ E〈i〉 and for d

〈i〉
k ∈ D〈i〉 for all k ∈ N. Let Ω〈i〉(0) have the

minimal representation Ω〈i〉(0)={x∈R
n〈i〉

x :H〈i〉
0 x≤K

〈i〉
0 }, counting n

〈i〉
0 inequali-

ties. Under Assumption 2 this set exists and is a finitely generated polytope.
The complexity of the computation of a maximal RPI set for the overall large-

scale system can prove preventive even for offline computations. Note, however,
that the computation of the maximal RPI sets is done in a decentralised fashion.
For r ∈ R〈i〉 we define the sets Ω〈i〉(r) � {x ∈ R

n〈i〉
x : x − G〈i〉r ∈ Ω〈i〉(0)}.

The following theorem is the main result of this section and provides an
invariance result for hierarchical multi-rate control systems.

Theorem 3. For all i ∈ N[1,m] let x
〈i〉
0 ∈ Ω〈i〉(r〈i〉) and assume that r

〈i〉
k =r〈i〉∈

R〈i〉 for all k ∈ N. Then (x〈i〉
k , r

〈i〉
k ) ∈ Z〈i〉 for all k ∈ N and i ∈ N[1,m].

2.3 Computation of Maximum Reference Variations

Assume that a set of fixed reference rates N 〈i〉 for i ∈ N[1,m] is given. In this
section we will compute upper bounds on the element-wise variations of the
reference rates r〈i〉 so that (x〈i〉

k , r
〈i〉
k ) satisfies the prescribed constraints (7).

For every subsystem i ∈ N[1,m] we formulate the problem of determining the
minimum element-wise change in the reference signal that may lead the initial
state x

〈i〉
νN outside Ω〈i〉(r〈i〉,ν); the problem is stated as follows:

P
〈i〉
N : ρ〈i〉(N) � min

r1,r2,x0,d0,...,dN−1

‖r1 − r2‖∞, (11a)

subject to:

r1, r2 ∈ R〈i〉, x0 ∈ Ω〈i〉(r1), (11b)

d
〈i〉
j ∈ D〈i〉,∀j ∈ N[0,N−1], (11c)

(A〈i〉)Nx0+Γ
〈i〉
N r2+

N−1∑
j=0

(A〈i〉)N−j−1d
〈i〉
j /∈Ω〈i〉(r2), (11d)

where Γ
〈i〉
N �

∑N−1
j=0 (A〈i〉)jB〈i〉. The above optimisation problem can be formu-

lated as a MILP.
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The value function of (11)a enjoys a very useful property: it is non-decreasing
with respect to N . If PN is infeasible for some N , this implies that for all
rν−1, rν ∈ R it is xν+1 ∈ Ω(rν) whenever xν ∈ Ω(rν−1). In this case we set
ρ(N) = ∞.

The following theorem states the conditions under which the constraints are
satisfied in closed-loop. Note that, except for the last consequence of the theorem,
no convergence of the system’s trajectories to some constant value is assumed or
required. This suggests that a purely cost-driven approach can be applied where
the system’s trajectories move in an oscillatory manner leading to an econom-
ically profitable performance determined by the optimisation of a performance
criterion in a receding horizon fashion [8,9].

Theorem 4. Let F be a (decentralised) asymptotically stabilising gain satisfying
Assumption 2. Assume that for every subsystem i ∈ N[1,m] there is a σ〈i〉 > 0
so that the references r〈i〉,ν produced by the upper-layer controllers satisfy the
following rate constraint at all time instants ν ∈ N:

‖r〈i〉,ν − r〈i〉,ν−1‖∞ ≤ ρ〈i〉(N 〈i〉) − σ〈i〉, (12a)

r〈i〉,ν−1, r〈i〉,ν ∈ R〈i〉. (12b)

Let x
〈i〉
0 ∈ Ω〈i〉(r−1,〈i〉) for all i ∈ N[1,m]. Then the linear system (1) with the

feedback control law (2) satisfies the constraints [ xk
rk

] ∈ Z for all k ∈ N. Addi-
tionally, if limk→∞ rk = r with r ∈ R, then limk→∞ xk = Gr.

The ULC control action can be computed by a model predictive control
strategy where any optimality criterion can be used so long as the constraints
(12) are satisfied.

Theorem 5. Let Assumption 2 hold true, R〈i〉 be a nonempty compact set and
TL be fixed. If Ω〈i〉(0) is of full affine dimension, then there is a N

〈i〉
� ∈ N so

that ρ〈i〉(N 〈i〉
� ) = ∞.

Proof. For the sake of simplicity let us assume that D〈i〉 = {0}. Since Ω〈i〉(0)
has full affine dimension and contains the origin in its interior, there is an ε > 0
so that εB∞�Ω〈i〉(0). The compactness or R〈i〉 implies that there is a δ > 0 so
that R〈i〉 ⊆ δB∞. Since A〈i〉 is strictly Schur, the limit limN→∞ Γ

〈i〉
N exists and

is equal to G〈i〉. This implies that there is a N
〈i〉
1 ∈ N so that for all N ≥ N

〈i〉
1

it is ‖Γ
〈i〉
N − G〈i〉‖∞ ≤ ε/2δ. For z ∈ R〈i〉 we have ‖(Γ 〈i〉

N − G〈i〉)z‖∞ ≤ ‖Γ
〈i〉
N −

G〈i〉‖∞ · ‖z‖ ≤ ε/2, or what is the same Γ
〈i〉
N z ∈ G〈i〉z ⊕ (ε/2)B∞ for all z ∈ R〈i〉.

We can, hence, infer that Γ
〈i〉
N R〈i〉 ⊆ G〈i〉R〈i〉 ⊕ (ε/2)B∞.

Because of Assumption 2 and because of the compactness of R〈i〉, there exists
a N2 ∈ N so that for all N ≥ N2 it is (A〈i〉)Nx0 ∈ (ε/2)B∞ for all x0 ∈ R〈i〉.
Because of (11)d, for P

〈i〉
N to be infeasible for some N it is necessary and sufficient

that for all r1, r2 ∈ R〈i〉 and x0 ∈ Ω〈i〉(r1) it is (A〈i〉)Nx0 + Γ
〈i〉
N r1 ∈ Ω〈i〉(r2),

which can be equivalently written as Γ
〈i〉
N R〈i〉 ⊆ Ω〈i〉(R〈i〉)  (A〈i〉)NR〈i〉. For
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N ≥ N
〈i〉
� � max{N1, N2} this inclusion is satisfied if G〈i〉R〈i〉 ⊕ (ε/2)B∞ ⊆

Ω〈i〉(R〈i〉)  (ε/2)B∞ from which we have G〈i〉R〈i〉 ⊆ Ω〈i〉(R〈i〉)  εB∞, but by
definition Ω〈i〉(r) = {G〈i〉r} ⊕ Ω〈i〉(0), thus Ω〈i〉(R〈i〉) = G〈i〉R〈i〉 ⊕ Ω〈i〉(0) and
a condition for infeasibility is: G〈i〉R〈i〉 ⊆ G〈i〉R〈i〉 ⊕ (

Ω〈i〉(0)  εB∞
)
, which is

true since Ω〈i〉(0)  εB∞ is non-empty. �

3 Control of a System of Interconnected Tanks

3.1 System Dynamics and Decomposition

The proposed methodology is tested on Johansson’s quadruple-tank process [21]
where the control objective is to track given (possibly time-varying, piece-wise
constant) references s1 and s2 for the levels of tanks 1 and 2, namely h1 and h2,
as in Fig. 2 by manipulating the inflows qa and qb. Constraints are imposed on
the maximum flow that can be achieved by each pump and on the upper and
lower allowed levels of water in the tanks.

The system is subject to state and input constraints and its dynamics is
described in [22] by the system of continuous-time nonlinear equations

S1
dh1

dt
= −a1

√
2gh1 + a3

√
2gh3 + γaqa, (13a)

S2
dh2

dt
= −a2

√
2gh2 + a4

√
2gh4 + γbqb, (13b)

S3
dh3

dt
= −a3

√
2gh3 + (1 − γb)qb, (13c)

S3
dh4

dt
= −a4

√
2gh4 + (1 − γa)qa. (13d)

The maximum allowed level for tanks 1 and 2 is set to 1.36 m and for tanks 3
and 4 to 1.30 m. The minimum allowed level in all tanks is 0.2 m. The maximum
flows are qa,max = 3.26 m3/h and qb,max = 4 m3/h; no negative flows are possible.
The values of the other parameters of the system are a1 = 1.31 · 10−4 m2, a2 =
1.51 ·10−4 m2, a3 = 9.27 ·10−5 m2, a4 = 8.82 ·10−5 m2, S1 = S2 = 0.06 m2, S3 =
S4 = 0.20 m2, and γa = γb = 0.5. The nonlinear system is linearised about the
steady state u0 = (2.6, 2.6)′ m3/h and x0 = (0.6545, 0.4926, 0.7852, 0.8583)′ m
and discretised with sampling period Ts = 10s. We define the discrete-time state
vector xk = (h1,k, h2,k, h3,k, h4,k)′ which comprises the levels of the four tanks,
the discrete-time input vector uk = (qa,k, qb,k)′ of manipulated variables which
are the two flows, and the discrete output yk = xk. The linearised discrete-time
system is written in the form of (1).

3.2 Centralised Versus Decentralised Control

We consider that the lower control layer operates at sampling time Ts = 10 s.
The overall system is partitioned into two subsystems with I〈1〉

x = {1, 4}, I〈2〉
x =

{2, 3} and I〈1〉
u = {1}, I〈2〉

u = {2}. The system is controlled by means of the
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Fig. 2. Johansson’s quadruple-tank process where the two sub-systems are denoted
with different colours (Color figure online).

proposed decentralised hierarchical control methodology which is compared to
its centralised hierarchical variant. Reference commands from the upper layer
controller are computed so that they minimise a quadratic cost function. In
particular, the ULC for subsystem 1 solves the following minimisation problem
at the ULC sampling time instant ν:

J〈1〉�(xν) = min
{rν+j

1 }N−1
j=0

N−1∑
k=0

(hν+k
1 −s1)2 + λ(rν+k

a −rs
a)2, (14)

subject to the (linearised) system dynamics, measurements from the system, the
requirement rν+k ∈ R for all k = 0, . . . , N −1, and the bounds on the maximum
reference variation that accrue from Theorem 4. In what follows, the weight λ
is fixed to 0.01. Then, the solution of problem 14 yields an optimal sequence of
references {rν+k,�

1 }N−1
k=0 , the first one of which – namely rν,�

1 is applied to the
corresponding controlled LLC system in a receding horizon fashion. The ULC
controller for sub-system 2 works in an analogous fashion where the minimisation
problem becomes J〈2〉�(xν) = min{rν+j

2 }N−1
j=0

∑N−1
k=0 (hν+k

2 −s2)2 + λ(rν+k
b −rs

b)
2,

subject to the corresponding constraints. According to Theorem 4 the closed-
loop system will satisfy the prescribed constraints.

For the decentralised control case, the dependence of the maximum reference
change ρ〈i〉 on N is presented in Fig. 3. The reference rate N = 40 was selected
for which ρ〈1〉(N) = 0.0034 and ρ〈2〉(N) = 0.0063 for the decentralised control
system and ρ(N) = 0.0035 for the centralised control approach. The maximum
reference variation ρ〈i〉(N) for the two subsystems is presented in Fig. 3. Notice
that for N ≥ N� = 42, it is ρ〈2〉(N) = ∞. Vectors ΔK〈i〉 in (8) were chosen to
be ΔK〈i〉 = cK〈i〉, with c = 0.5.

The controlled trajectories of the tank levels are presented in Figs. 4 and 5.
The tank levels h1 and h2 are steered towards four different set-points and the
set-point values are kept constant for 5.55 h. In order to quantify the perfor-
mance of the three controllers, we use the following index introduced by Alvarado
et al. [22] for the same system:
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Fig. 3. The functions ρ〈i〉(N) and q〈i〉(N) � ρ〈i〉(N)/N for the two subsystems.
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Fig. 4. The level in tank 1 and 2: comparison between centralised hierarchical MPC
(CHMPC, green) and decentralised hierarchical MPC (DHMPC, blue). The dashed red
line represents the set-point s1. The inset shows the convergence of the tank level to
the desired set-point in the interval 11 to 12.2 h (Color figure online).

J =
Ns−1∑
k=0

(h1,k−s1,k)2+(h2,k−s2,k)2 + κ((qa,k−qs
a,k)2 + (qb,k−qs

b,k)2), (15)

where κ = 0.01 and qs
a,k and qs

b,k are the steady-state values of the input variables
that correspond to the set-point defined by s1 and s2, and Ns = 8000 (22 h) is
the simulation horizon. The values of the performance index J are presented in
Table 1.

The maximal robust positive invariant sets Ω〈i〉(0), i ∈ {1, 2} for the decen-
tralised control case were computed offline in 1.97 s and 2.19 s and their minimal
representations involved 5 and 4 inequalities respectively. The maximal posi-
tive invariant set Ω(0) for the centralised control system was computed in 0.60 s
and its minimal representation comprised 12 linear inequalities. The associated
MILPs P

〈i〉
N as in (11) were solved offline in 2.12 s for subsystem 1 and 2.27 s for

subsystem 2 on average. The corresponding centralised computation required
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Fig. 5. The level in tanks 3 and 4: Closed-loop trajectories for CHMPC (green), and
DHMPC (blue) (Color figure online).

Table 1. Performance of a decentralised and a centralised controller for Johansson’s
system.

Controller τs,1 (h) τs,2 (h) J

DHMPC 0.1674 0.1500 0.1495

CHMPC 0.1146 0.1458 0.1516

6.33 s on average. All reported computation times were measured in MATLAB
2013a running on a Mac OS X machine, 2.66GHz Intel Core 2 Duo, 4GB RAM.
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Abstract. This work describes a new open-source software platform,
the dbpRisk software, for conducting simulation experiments in order
to model the formation for disinfection by-product in drinking water
distribution networks under various conditions and uncertainties. The
goal is to identify the risk-level at each node location, contributing in
the enhancement of consumer safety. The use of the dbpRisk software
is demonstrated using a real water distribution network model from the
Nicosia water transport network.
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1 Introduction

The goal of all water supply networks are to provide the consumers with ade-
quate quantity of water, without compromising its quality. From the ancient to
the present times, there has always been continuous development of water safety
[12]; however, despite the technological progress, the distribution of healthy
water is a challenge for all water suppliers worldwide. Water must be safe for
human consumption and free from pathogenic micro-organisms, to prevent dis-
eases and health problems [11]. Unfortunately water pollution is the primary
cause of deaths and diseases in the world. To eliminate these risks, treatment
is required before using the water, so that it is safe for human health [16]; this
involves the water disinfection which effectively kills the bacteria and the micro-
organisms existing within the bulk water.

Disinfection of drinking water can be considered to be the most important
measure of the last century for the protection of public health. The deactivation
of bacteria through disinfection has contributed in reducing water-borne diseases.
Disinfection can be achieved with chemicals, such as Chlorine, Chloramines,
Chlorine Dioxide and Ozone, that destroy the pathogen micro-organisms and
produce safe drinking water. A result of disinfection chemical process is the pro-
duction of Disinfection By-Products (DBP), such as trihalomethanes, haloacetic
acids, bromate, and chlorite which can have negative effects on human health.
c© Springer International Publishing Switzerland 2016
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For instance, disinfectants react with bromides and/or with the natural
organic matter that exists in the water source forming DBPs [22]. Also, the
formation of DBPs may be due to anthropogenic contaminants which enter the
drinking water sources and react with disinfectants [25]. Another parameter
affecting the DBP creation is the water age, e.g. due to stagnation. The more
time the disinfected water remains unconsumed, the higher the concentration of
DBPs is [20]. Generally, the formation and production of DBPs depend on vari-
ous chemical and environmental parameters, such as the pH, temperature which
depend on the seasons, the injected chlorine dosage and the residues throughout
the network, the Total Organic Carbon (TOC), the source water quality (e.g.
if from desalination or from lake), the bromate concentration and water age
[8,15,19,25].

Water distribution networks are responsible for transporting clean water to
consumers. These are typically large-scale systems and are comprised of reser-
voirs, junctions, pumps, valves and pipes transporting and delivering the disin-
fected water to the consumers, via outflow nodes. From a hydraulics viewpoint,
valves and pumps can be controlled automatically or manually, to regulate pres-
sures within the network [3]. From a water quality viewpoint, the goal is to
ensure that sufficient quantity of disinfected water is delivered to the consumers,
and that a small quantity of disinfected residual is present in the consumption
node, in accordance with EU regulations [21].

Chlorine disinfection is used in most drinking water networksdue to its low
cost and effectiveness in neutralizing the dangerous micro-organisms under the
safety conditions specified by the relevant agencies [21]. Chlorine is injected
into the system at specific locations, in a gas-form (Cl2) or as hypochlorite
salts (NaOCl). At chlorine residual concentrations 0.03–0.06 mg/L, bacteria are
deactivated in 20 min under normal conditions. Chlorine also reacts with natural
organic matter and inorganic substances that exist in water [28]. This reaction
is immediate and has as result the creation of chlorination by-products, such as
the formation of trihalomethanes [25].

Trihalomethanes (THM) constitute an important category of chlorination
by-products and their presences in drinking water is a clue of possible exis-
tence of other chlorinated organic compounds at lower concentrations [23]. Tri-
halomethanes are a group of four chemicals substances that are formed when the
chlorine reacts with organic or inorganic matter of water. The trihalomethanes
are chloroform, dibromochloromethane, bromodichloro-methane and bromoform
[6]. The high concentration of THM has an impact in health, such as liver,
kidney and problems in the central nervous system, as well as increased risk
of cancer [14]. Depending on the different regulatory bodies, the Total Tri-
halomethane concentration should be below 0.08 mg/L (US Environmental Pro-
tection Agency) or 0.1 mg/L (European Union).

DBPs have been studied extensively during the last 40 years in order to
understand and predict their dynamics in drinking water [7]. For instance, stud-
ies have utilized linear regression models in order to model the formation of
DBPs [4,13]. Other research studies have proposed mechanistic or non-empirical
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kinetic models describing the formation of DBPs [1,8,17]. Furthermore, some
studies have developed models considering the parameters affecting the THM
dynamics, such as natural organic matter, initial dosage of chlorine, temper-
ature, pH, total organic carbon, UV254, bromide [7,9,15]. A key issues is to
balance the DBP risks associated with high chlorine concentration, versus the
microbiological contamination risks associated with low chlorine concentration
[25]. A substantial amount of research deals with different species of DBPs and
refers to side effects on human health [25].

Water systems modelling is used extensively in research and has found appli-
cations in various commercial software. Modelling is mainly focused on the
hydraulic dynamics, i.e. calculating the changes of flows and pressures within
the distribution network, based on some estimated demands, whereas quality
dynamics relate with the change in the concentrations of one or more chemi-
cal species. The open-source EPANET software is widely used in the academic
community [24], and along with the Multi-Species eXtension Library (EPANET-
MSX), complex chemical reactions may be simulated, along with their bulk-water
and wall reactions [26].

The use of water quality modelling can be exploited for simulating and
evaluating the DBP risk; for this, the EPANET(-MSX) modelling engine will
be used. The contribution of this work is the design a software platform, the
dbpRisk software, which is able to conduct simulations for modelling DBP
formation under various conditions and uncertainties, in order to assign risk-
levels and assist the decision makers in making more informed decisions for
enhancing consumer safety. In addition, the software can be used as module of
a Water Quality monitoring and control system which utilizes sensor measure-
ments, simulation and control, to optimize the operation of the system to main-
tain a high level of water quality while reducing the DBP risk. In particular, the
dbpRisk software interface is presented, based on Matlab, and is released under
the open-source European Union Public Licence (EUPL) at https://github.com/
KIOS-Research/dbpRisk.

In Sect. 2, the problem formulation is presented, and in Sect. 3 the dbpRisk
software is described. Section 4 presents a case-study on a real water distribution
network and Sect. 5 concludes the paper.

2 Problem Formulation

This section presents the formulation of the problem for determining the high-
risk areas in a water distribution network.

2.1 Quality Dynamics

In general, the overall chlorine decay dynamics in water flowing through a dis-
tribution system is as follows [5]:

(
dC

dt

)
Total

=
(

dC

dt

)
Bulk

+
(

dC

dt

)
Wall

(1)

https://github.com/KIOS-Research/dbpRisk
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The chlorine decay in the bulk water is typically described using a first-order
kinetic model, such that [2,5].(

dC

dt

)
Bulk

= −KbC (2)

Kb = a[XTOC ]e(−b/T ) (3)

where Kb is the bulk decay constant, C is the chlorine concentration, T is the
temperature in Kelvin, XTOC is the Total Organic Carbon (TOC) concentration
in bulk water, and the constants a = 1.8x106 L/mg-h and b = 6050 K.

Some of the disinfectant substance also reacts with material at the pipe walls
where the water moves. The pipe wall reaction rates are needed as well as the
mass transfer limitations of the disinfectant from the bulk liquid to the wall.
The dynamics for the wall reaction rate within a pipe p are as follows [5]:(

dC

dt

)
Wall

= − 4Kw1KFC

Dp(Kw1 + KF )
= −Kw

Dp
C (4)

where KF is the mass transfer coefficient, Kw1 is the wall reaction rate constant,
Kw is the overall wall decay constant and Dp is pipe diameter. The mass trans-
fer coefficient KF will in general depend on the flow turbulence as well as the
diameter of the pipe. A typical empirical relation for this parameter is

KF = 1.6x10−4 R0.88
e

Dp
(5)

where Re is the Reynolds number.
Finally, a first-order chlorine decay dynamics modeling in pipes, neglecting

spatial transport dynamics [5], is given by

dC

dt
= −KbC − Kw

Dp
C. (6)

According to various studies, Trihalomethanes kinetics can be modeled as
follows [10,18,27]:

dXTHM

dt
= βKbC (7)

where the reaction coefficients Kb, and the THM yield coefficient β was obtained
by simulated distribution system data, in order to agree the results as much as
possible to the real system.

Other relater water quality parameters can be modelled, such as the water
age (XWA) and the Total Organic Carbon (TOC) concentration XTOC in the
bulk water. Water age can be modelled using zero-order kinetics with a rate
constant equal to 1; for example, each second the water becomes a second older
[24]. TOC can be modelled following zero-order kinetics with a rate constant
equal to 0, when it assumed to remain constant [26]:

dXWA

dt
= 1

dXTOC

dt
= 0. (8)
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2.2 Propagation Dynamics

In general, the propagation and reaction dynamics in water distribution networks
are described by a set of hyperbolic partial differential equations, which can be
discretized using some numerical scheme in order to facilitate computational
solutions. Following the formulation in (Eliades and Polycarpou, 2010), let k be
the discrete time with Δt time step, and let the state-space equations describing
the substance propagation in a water distribution network segmented into Nx

finite volume elements to be given by

x(k + 1) = A(k; px)x(k) + R(px, pc) (9)

where x(k) is the concentration of all substances in all finite volumes at time
k, the state matrix A(k; px) is time-varying and depends on the distribution
network topology as well as to the hydraulic parameter set px which affects
water flows, such as consumer demands, node elevations, as well as pipe lengths,
diameters and roughness coefficients. Function R corresponds to the reaction
dynamics of chlorine with organic substances to produce THM, which depends
on the hydraulics parameter set px and the parameter set pc. The parameters
px, pc are in general partially or nominally known, and the uncertainty in the
knowledge of these parameters may affect the final solutions. To alleviate this
problem, we may consider constructing a number of scenarios with the aim of
capturing the variability in the real water distribution network. Let P be the
finite set of all the different hydraulic and parameters considered. Each different
hydraulic and parameters set corresponds to a scenario, and P is comprised of Np

scenarios. The intuition behind using different hydraulic scenarios, is to provide
a more robust solution, which may be different from the solution computed if
average parameter values were considered.

Let N be the number of consumption nodes in the network; for a simulation
time k ∈ K, the estimated chlorine and THM concentration at each node is
given by

ŶC(k) = fC(x,K;P) (10)

ŶTHM (k) = fT (x,K, ;P) (11)

where fC and fT are quality dynamic simulators for estimating chlorine and
THM concentrations respectively; in practice this is achieved through the use of
the EPANET and EPANET-MSX libraries.

2.3 DBP Risk Modelling

Eventually, this problem relates to the question “Which areas in a large-scale
water distribution network risk a higher disinfection by-product concentration?”.

Let L ∈ {‘blue/low′, ‘cyan/low − medium′, ‘green/medium′, ‘orange/
medium − high′, ‘red/high′} be the impact risk colour and level labels; for
instance ‘blue’ corresponds to the lowest risk and ‘red’ to the highest risk. For N
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network nodes, let Z ∈ LN be the disinfection by-product risk across all nodes,
and let fL : RN �→ LN be a function that maps the average estimated THM
concentration within time K, to an impact metric in L. For the i-th node, the fol-
lowing are considered: Ŷ i

THM (k) ≤ 30 has low impact, 30 < Ŷ i
THM (k) ≤ 60 has

low-medium impact, 60 < Ŷ i
THM (k) ≤ 80 has medium impact, 80 < Ŷ i

THM (k) ≤
100 has medium-high impact and Ŷ i

THM (k) > 100 has high impact.

3 dbpRisk Software

The dbpRisk software is designed with the goal of providing a flexible and user-
friendly tool for the academic as well as the professional community, making
it easy to evaluate the DBP risk. The software is build upon the EPANET-
Matlab-Class1, an open development platform which incorporates methods to
assist the simulation and the control of water distribution systems, utilizing
Matlab’s Class structures and the dynamic software libraries of the widely used
EPANET engines as well as the EPANET-MSX for simulating multi-species
reactions [24,26]. This tool is comprised of a set of functions which are based
on the EPANET, along with other useful functions for visualization, simulation
and data management.

Fig. 1. The software architecture of the dbpRisk.

The dbpRisk has been designed in such a way as to a modular architecture
for expandability, and its architecture is depicted in Fig. 1. First, the Data Mod-
ule extracts all the network parameters from the EPANET input file provided,
which includes the network topology, pipe lengths and diameters, roughness coef-
ficients, node elevations and demands, characteristics of tanks, valves, pumps,
1 The EPANET-Matlab-Class is released under an open-source EUPL license and is

available at https://github.com/KIOS-Research/EPANET-Matlab-Class.

https://github.com/KIOS-Research/EPANET-Matlab-Class
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Fig. 2. The dbpRisk Graphical User Interface is comprised of the following parts:
(1) the network loading buttons, (2) the setup analysis method, (3) the quality analysis
method, (4) the load data button, (5) the results method, (6) the message box, (7) the
water distribution network, (8) the legend for the different network elements, (9) the
graph options

as well as quality parameters. These parameters are stored within an EPANET
object which is created in Matlab, that will be used by the other modules. In
addition, the water distribution network is plotted in the dbpRisk GUI Fig. 2.
The Setup Analysis Module allows the user to select the parameter bounds and
sampling method, for constructing the scenarios which will be used in the sim-
ulation module. These scenarios are stored in the Scenarios file (0-file). These
scenarios are simulated in the Quality Analysis Module using the EPANET-MSX
library to solve the different hydraulic scenarios, corresponding to the network
flows, and then to solve the quality scenarios with respect to the scenarios.
Finally, the Results Module calculate the impact risks and depicts this informa-
tion, along with other graphs and frequency diagrams, on the dbpRisk GUI.

4 Case Study

The operation of the dbpRisk is demonstrated using on real model, the Nicosia
transport network. This network is comprised of 395 junctions, 282 pipes, 2
tanks, 2 reservoirs and 122 valves.

In the following examples, unless otherwise stated, the following parameters
are considered : temperature is 30◦C with 5 % uncertainty; TOC has concen-
tration XTOC = 1.5 mg/L in the main reservoir; the wall reaction coefficient is
Kw = 0.214 m/day and the parameter that used to model the individual THM
formation is β = 33.5 mg/L. The network is loaded and the simulation parame-
ters are specified, as in Fig. 3.
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Fig. 3. The Nicosia water transport network and parameter setup.

4.1 Parameters Affecting the THM

Depending on the parameter we want to examine, as regards to the effect these
might have on the THM concentration, we evaluate different scenarios with
simulation duration of 9 days.

Effect of Chlorine Dose: In the first case, we introduce chlorine 1 mg/L and
TOC is XTOC = 2.5 mg/L in the Reservoirs. Water temperature is 20◦C in
each pipe and tank. A second scenario examines chlorine injection concentration
0.5 mg/L at the Reservoirs. The results are depicted in Fig. 4 where it is observed,
as expected, that THM concentration is higher when chlorine dose is 1 mg/L.

Fig. 4. DBP Risk: (1) Chlorine dose 1.0 mg/L, (2) Chlorine dose 0.5 mg/L.

Effect of Temperature: We introduce chlorine of 0.5 mg/L and TOC XTOC =
2.5 mg/L in the Reservoirs. We create two scenarios, one with water temperature
20◦C and one with water temperature 35◦C. The results are depicted in Fig. 6
where it is observed that THM concentration is higher when temperature is 35◦C.
Another observation is that the variations of each species at the Latsia area with
temperature 35◦C and 15◦C are depicted in Fig. 7 and in Fig. 5 correspondingly.
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Fig. 5. Simulation results with temperature 15◦ at Latsia DMA: (1) Frequency plots
(2) Chemical species time-series.

Fig. 6. DBP Risk: (1) Temperature 20◦C, (2) Temperature 35◦C.

Fig. 7. Simulation results with temperature 35◦C at Latsia DMA: (1) Frequency plots
(2) Chemical species time-series.
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Fig. 8. DBP Risk: (1) Demands uncertainty 0 %, (2) Demands uncertainty 25 %.

Fig. 9. DBP Risk: (1) Roughness coefficient uncertainty 0 %, (2) Roughness coefficient
uncertainty 25 %.

4.2 Parameter Uncertainty

This section investigates the effects of uncertainty with respect to the DBP risk.
As in the previous section, the simulation duration is 9 days. By considering
uncertainties, it is possible to evaluate the sensitivity of each parameter affected,
and to calculate upper and lower bounds of each chemical parameter.

Effect of Demand Uncertainty: Two scenarios with 0 % and 25 % demand
uncertainty are considered. The reservoirs have XTOC = 1.5 mg/L of TOC and
1 mg/L of Chlorine, with water temperature 20◦C. Results are shown in Fig. 8.

Effect of Roughness Coefficients Uncertainty: Two scenarios with 0 %
and 25 % roughness coefficient uncertainty are considered. The reservoirs have
XTOC = 1.5 mg/L and 1 mg/L of Chlorine, with water temperature 20◦C.
Results are shown in Fig. 9.

5 Conclusions

In this work a new open-source software platform, the dbpRisk software, was
described. This can be used for conducting simulation experiments in order to
model the formation for disinfection by-product in drinking water distribution
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networks under various conditions and uncertainties, with the goal of identifying
the risk-level at each node location and provide assistance to decision makers
for making more informed decisions for enhancing consumer safety. A case study
was demonstrated using the Nicosia water transport network. Future work will
consider more detailed water quality models regarding the DBP formation, and
in addition, incorporate epidemiological metrics in order to measure the risk in
relation to the affected population.
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Abstract. This paper focuses on water demand forecasting for
predictive control of Drinking Water Networks (DWN) in the short
term by using Gaussian Process (GP). For the predictive control
strategy, system states in a finite horizon are generated by a DWN
model and demands are regarded as system disturbances. The goal
is to provide a demand estimation within a given confidence inter-
val. For the sake of obtaining a desired forecasting performance, the
forecasting process is carried out in two parts: the expected part is
forecasted by Double-Seasonal Holt-Winters (DSHW) method and the
stochastic part is forecasted by GP method. The mean value of water
demand is firstly estimated by DSHW while GP provides estimations
within a confidence interval. GP is applied with random inputs to prop-
agate uncertainty at each step. Results of the application of the proposed
approach to a real case study based on the Barcelona DWN have shown
that the general goal has been successfully reached.

Keywords: Gaussian process · Water demand forecasting · Drinking
Water Networks · Double-Seasonal Holt-Winters · Predictive control

1 Introduction

Water demand forecasting has been discussed and explored in the past decades
for long-term and short-term forecasts. Short-term demand forecasting plays a
significant role in the optimal operational control of Drinking Water Networks
(DWN). To manage DWN, which are complex and large-scale systems, obtain-
ing an accurate model of water demand is of great significance. In the model
predictive control (MPC) strategy for DWN, water demands can be regarded as
disturbances, being necessary to obtain the water demand evolution over a given
prediction horizon.

As electricity demand forecasting, water demand forecasting is strongly influ-
enced by meteorological factors, such as temperature and humidity. Even though
other factors related to water demand evolution can be considered, it is still
difficult to forecast water demand taking into account meteorological factors
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 69–80, 2016.
DOI: 10.1007/978-3-319-31664-2 8
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depending on time as well. In other words, if the temperature is chosen as a
factor for forecasting water demands, the forthcoming information is probably
from weather forecast. As a result, the other factors are not always available and
water demand is usually characterized as a time series model.

Gaussian Process (GP) regression model has been treated as the state-of-
the-art regression methodology and applied in many different real cases such as
electricity forecasting [9,16] and disturbance forecasting in greenhouse tempera-
ture control system [13], among other fields. There are some other methodologies
for electricity forecasting that have been discussed in the past decades, such as
artificial neural networks [5,8]. These algorithms have also been employed for
the water demand forecasting [1,11]. The superiority of GP regression comes
from the use of the Bayesian Inference theory, which is able to update parame-
ters of GP model in real time. In a GP model, it is assumed that the regression
variables have a multivariate Gaussian distribution.

The idea of combining MPC and GP was proposed by [10]. It is suggested that
GP could be an approach to model and forecast system disturbances and then
being used to implement to MPC for a real system. The main difficulty of only
applying GP to forecast system disturbances is that multiple-step ahead forecasts
are required. At each step, some previous values will be used as testing inputs of
GP regression model in order to obtain the estimation but probably some inputs
are unknown at current time. If unknown values are replaced by estimates from
GP at previous steps, the next estimation would be more inaccurate. Hence,
modelling demand is divided into two parts: expected and stochastic parts.

Exponential smoothing methods are originally used to manipulate finan-
cial market and economic data and then widely applied to time series data
[3,7]. Together with complementary components of level, trend and seasonal-
ity, a short-term forecasting can be performed. Double-Seasonal Holt-Winters
(DSHW) is an extended exponential smoothing method with two seasonalities.
It is suitable for forecasting water demand with daily and weekly period at hourly
time scale. Unlike GP regression, DSHW for multiple-step ahead forecasts is only
based on the last known value that is regarded as the initial value.

Leading to a combined forecasting method, a quite proper mean estimation
for expected water demand is forecasted by using DSHW. The stochastic water
demand is found by subtracting expected water demands. The random inputs
with a Gaussian distribution are considered as the testing inputs for GP [14].
The uncertainty propagation is carried out during multiple-step forecasts as well.

The main contribution of this paper consists in proposing a new algorithm
denoted DSHW-GP to forecast short-term water demand for the purpose of
incorporating it into an MPC-based closed-loop control topology. The advantage
of this approach is to make use of accurate forecasting by DSHW as the expected
part to avoid the drawback of GP for multiple-step ahead. After applying this
approach, the forecasting uncertainty evolution of demand over the MPC pre-
diction horizon will be used for propagating uncertainty of system states. Going
even further, a robust MPC controller can be designed to deal with uncertainty
propagation of system states being alternative to the one proposed in [18].
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The reminder of this paper is structured as follows. In Sect. 2, the proposed
approach including detailed equations of DSHW and GP for regression and the
DSHW-GP algorithm are presented. In Sect. 3, a real case study based on the
Barcelona DWN is used for testing the proposed methodology in this paper and
simulation results are also shown. Finally, main conclusions are drawn in Sect. 4.

2 Proposed Approach

2.1 MPC Framework and DWN Control-Oriented Model

Figure 1 shows the general MPC closed-loop scheme for DWN. In the labelled
Real scene block, measurement sensors in the DWN are often influenced by
disturbances. Current system states are estimated by the observer that depends
on measurements obtained from the system sensors. In the MPC configuration
block, a DWN model including system disturbances is required, which will be
used to predict both the system states and outputs over a given time horizon.
The general MPC controller design for DWN can be found in [12].

Fig. 1. Model Predictive Control (MPC) scheme for DWN

The control-oriented model for DWN considered in this paper is described
by the following set of linear discrete difference-algebraic equations for all time
instant k ∈ N [6]:

xk+1 = Axk + Buk + Bddk, (1a)
0 = Euuk + Eddk, (1b)

where xk,uk,dk denote the state vector, the manipulated flows through actu-
ators and the demanded flow as additive measured disturbances, respectively.
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Moreover, (1a) describes the dynamics of storage tanks and (1b) presents the
static relations within the DWN at network nodes.

Assumption 1. The water demands over the MPC prediction horizon Hp from
the current time k are decomposed as

d̂k+i = d̄k+i + Σdk+i
i = 1, 2, . . . ,Hp, (2)

where d̄k+i is the vector of expected water demand, and Σdk+i
is the vector of

probabilistic independent uncertainty forecasting, i.e., stochastic demand.

As aforementioned, the expected demand d̄k+i could be forecasted by using
DSHW, and the stochastic demand Σdk+i

could be forecasted by using GP. More-
over, the GP could also generate a confidence interval considering the demand
forecasting errors.

2.2 GP Regression with Uncertainty Propagation

GP is regarded as a supervised learning algorithm widely used for different
domains in the past decades. GP regression can be used for identifying the
model of a dynamic system. The model identified by GP regression is so called
non-parametric model [4], which does not mean there are no parameters inside
the model but the model has flexible parameters that can be adapted from input
data. Hence, GP regression is used for the state-of-the-art regression methods
[4] and includes non-parametric model with Bayesian inference methods. As for
the so-called parametric model, parameters impose a fixed structure or value in
advance upon the model. However, the GP regression is an optimal approach to
make the model more flexible. With different training data, the GP model can
be adapted accordingly.

The general GP regression model can be defined as

f(z) ∼ GP(m(z), k(z, z′)), (3)

where z is the feature vector (inputs) of the GP model while m(z) and k(z, z′) are
mean and covariance functions for GP, whose formats should be firstly defined
with some certain parameters called hyperparameters. These hyperparameters
can be selected by using Bayesian Inference methods with training data. Usually,
GP is used for modelling and forecasting a set of random variables [15]. The mean
function is usually null. Then, the GP model is rewritten in the following form:

f(z) ∼ GP(0, k(z, z′)). (4)

The forecasts of GP can be performed with noises, i.e., y = f(z) + ε. It is
assumed that the noise ε obeys a Gaussian distribution ε ∼ N (0, σ2

n). The joint
distribution of the observation outputs y and the testing outputs f∗ is defined as

[
y
f∗

]
∼ N

(
0,

[
K(z, z) + σ2

nI K(z, z∗)
K(z∗, z) K(z∗, z∗)

])
, (5)
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where z∗ is a set of testing inputs and I denotes the identity matrix of suitable
dimensions. Moreover, K(z, z), K(z, z∗), K(z∗, z) and K(z∗, z∗) are covariance
matrices. The detailed definitions of covariance matrices can be found in [16].

Deriving the conditional distribution, it is possible to arrive at the key fore-
casting expression for the GP regression as

f∗ | z,y, z∗ ∼ N (m(f∗), k(f∗)) , (6)

where m(f∗) and k(f∗) are posterior mean and covariance functions, respectively,
which are given as

m(f∗) � K(z∗, z)[K(z, z) + σ2
nI]−1y, (7a)

k(f∗) � K(z∗, z∗) − K(z∗, z)[K(z, z) + σ2
nI]−1K(z, z∗). (7b)

For selecting the feature vector, the candidate feature variables come from
previous target variables in a time series model. For the time series data, previous
N data (d(k − 1), . . . , d(k − N)) from current time k are chosen as the feature
vector.

For multiple-step ahead forecasts, the difficulty of applying the aforemen-
tioned method is that the previous real demand is unknown at each step ahead.
One solution is provided by using a random inputs as feature vector that
obeys a Gaussian distribution [14]. In this way, uncertainty could be propa-
gated during the process of multiple-step ahead forecasts. The testing inputs are
z∗ ∼ N (μz∗ , Σz∗), whose definitions can be found in [14]. Performing a Taylor
expansion around z∗ in (7a) and (7b), the final forecasts are shown as

m(μz∗ , Σz∗) = m(f∗), (8a)

k(μz∗ , Σz∗) = k(f∗) +
1
2
Tr

{
∂2k(z∗)
∂z∗∂z∗T

∣∣∣∣
z∗=μz∗

Σz∗

}

+
∂m(z∗)

∂z∗

∣∣∣∣
T

z∗=μz∗

Σz∗
∂m(z∗)

∂z∗

∣∣∣∣
z∗=μz∗

, (8b)

where Tr denotes the trace operator. Moreover, the first and second order deriv-
atives are computed as

∂m(z∗)
∂z∗d

∣∣∣∣
z∗=μz∗

=
[
− 1

2l2
(zd − μz∗d

) K(μz∗ , z)
]T

K−1(z, z)y, (9a)

∂2k(z∗)
∂z∗d∂z∗T

e

∣∣∣∣
z∗=μz∗

= −2
(

− 1
2l2

)2 {
M(z∗d)

T K−1(z, z)M(z∗e)

+ [(zd − μz∗d
) (ze − μz∗e

) K(μz∗ , z)]T K−1(z, z)K(μz∗ , z)
}

+ 2
(

− 1
2l2

)
K(μz∗ , z)T K−1(z, z)K(μz∗ , z)δde, (9b)

M(z∗i) = (zi − μz∗i
) K(μz∗ , z), (9c)
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where l is a parameter of covariance function and zd ∈ R
d and ze ∈ R

e are
different column vectors of input data. Further detailed calculations can be found
in [14].

2.3 Double-Seasonal Holt-Winters

The exponential smoothing method was firstly introduced by R. G. Brown in
1956 and later improved by C. C. Holt and P. R. Winters with trend and seasonal
components, which is called Holt-Winters (HW) method. This method is usually
applied to time series data in order to generate short-term forecasts [3].

Simple exponential smoothing did not consider the time series data with
tendency and periodicity. HW method contains these two features but only with
one period in an additive or multiplicative way. Afterwards, it is extended the
single period to double multiplicative seasonality [17]. This method is the so-
called Double-Seasonal Holt-Winters (DSHW).

Some comparisons with several exponential smoothing methods have been
discussed in [2] and it is concluded that DSHW method can provide forecasting
results with more robustness and accuracy.

The DSHW model for water demand is built as follows:

d̂(k + j|k) = (L(k) + jT (k))S1

(
k + j −

[
j

s1

]
s1

)
S2

(
k + j −

[
j

s2

]
s2

)
, (10)

where L(k), T (k), S1(k), S2(k) denote level, trend and two seasonalities, respec-
tively: S1(k) is the first season s1 while S2(k) is the second season s2 and j is
the forecasting index within a given horizon. To compute these components, the
following expressions are used:

L(k) = α
d(k)

S1(k − s1)S2(k − s2)
+ (1 − α)(L(k − 1) + T (k − 1), (11a)

T (k) = γ(L(k) − L(k − 1)) + (1 − γ)T (k − 1), (11b)

S1(k) = δ1
d(k)

L(k)S2(k − s2)
+ (1 − δ1)S1(k − s1), (11c)

S2(k) = δ2
d(k)

L(k)S1(k − s1)
+ (1 − δ2)S2(k − s2), (11d)

where α, γ, δ1, δ2 are smoothing parameters that can be obtained by using least-
squared methods with given training data. In principle, a collection of training
dataset in two suitable periods should be achieved at initial forecasting time kini.

2.4 DSHW-GP Approach

In this paper, the proposed DSHW-GP approach is shown in Algorithm1. Since
both of DSHW and GP forecasting models need to be trained before forecasting,
it is assumed that a collection of past data is available. Meanwhile, the DSHW
loop can be run with past data in a certain time in order to obtain the training
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data for GP loop. In this approach, the effectiveness and efficiency are both
considered. Assuming the periodicity of the water demand with period Δp, due
to the accuracy of the DSHW method, the calculation process can be reduced to
be executed each 2Δp, which will be partially chosen as estimations of expected
water demand with the horizon of Δp. Hence, Hp is considered equal to Δp in
this case.

Algorithm 1. DSHW-GP Algorithm
1: n ← Simulation Days
2: k ← Current hour
3: for i ← 1 : n do

4: tdd ← Get past a set of real demands � DSHW Loop
5: Training DSHW by tdd with two periods (s1, s2)

6: dm ← dshw(k, 2Δp): 2Δp-step ahead at time k

7: for j ← 1 : Δp do � GP Loop

8: dmp ← Past a set of estimations of DSHW
9: dsto ← dtotal - dmp
10: Training GP model with dsto

11: mean, cov, lb, ub ← GP (k + j, Δp) � Prediction by GP with random inputs

12: d̄(i, j) ← dm(j : j + Δp − 1) + mean
13: Σd(i,j) ← cov
14: dlb(i, j) ← lb
15: dub(i, j) ← ub

16: end for

17: k ← k + Δp

18: end for

Remark. For daily forecasts, DSHW loop is only executed at the first hour of a
day with training data. The forecasting results include 2Δp demand estimations
that will be regarded as the expected demand of hourly forecasts. The procedure
is as follows: at time k, expected estimations are selected from k + 1 to k + Δp.
At time k + 1, expected estimations are selected from k + 2 to k + Δp + 1. Until
time k + Δp, expected estimations are selected from k + Δp + 1 to k + 2Δp.
The DSHW loop is executed daily while the GP loop is executed hourly. The
total estimation contains two parts coming from selected DSHW and GP loops,
respectively. The total mean estimation is the sum of results from DSHW and
GP. Upper and lower forecasting bounds are produced by GP.

3 Case Study: Barcelona Drinking Water Network

3.1 Case-Study Description

The proposed approach is applied to the case study of Barcelona DWN. The
Barcelona DWN supplies 237.7 hm3 water to approximately 3 million consumers
every year, covering a 424 km2 area. The entire network is composed of 63 stor-
age tanks, 3 surface sources, 7 underground sources, 79 pumps, 50 valves, 18
nodes and 88 water demands. The topology of Barcelona DWN is described in
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Fig. 2. Barcelona DWN topology

Fig. 2. Currently, AGBAR1 is in charge of managing the entire network through
a supervisory control system with sampling period of one hour. It is necessary to
forecast the water demands of the whole network within an MPC strategy with a
prediction horizon of 24 h. The improved forecasts of water demands could lead
to obtain huge economic benefits. The quality of gathered real data has much
influence on demand forecasting results due to unexpected noise from sensors.
After comparing and selecting different sets of real data, the real water demand
data of C10COR during the year 2013 will be used to illustrate the proposed
approach. Similar results can be obtained in case of other water demands of the
case study.

3.2 Results

Looking into the dataset of real water demands available, there are approxi-
mately one year’s data available. From this set of data, the daily and weekly
periods can be clearly observed. For the simulation in this paper, one month
and half data set is divided into the testing data set and the remaining data set
is used for the validation. The simulation is running for a scenario of two days
(48 h). Comparing the forecasts and real values of water demands, the error
measurements are calculated by using the key performance indicators (KPIs)
defined as

1 AGBAR: Aguas de Barcelona, S. A. Company which manages the drinking water
transport and distribution in Barcelona (Spain).
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Mean Squared Error (MSE):

MSE =
1
n

n∑
t=1

(Rt − Pt)2, (12)

Mean Absolute Error (MAE):

MAE =
1
n

n∑
t=1

| Rt − Pt |, (13)

Symmetric Mean Absolute Percentage Error (SMAPE):

SMAPE =
100
n

n∑
t=1

| Rt − Pt |
Rt + Pt

, (14)

where Rt denotes real value of the drinking water demand from validation data
and Pt denotes the forecasting mean value of the water demand obtained by the
DSHW-GP algorithm. In terms of MSE and MAE, they are representing the
difference between the actual observation and the observation values forecasted
by the model. Moreover, SMAPE is an accurate measurement based on percent-
age errors, which are adapted to compute time-series data. In this case study,
Δp = 24h.

According to hourly-scale forecasts repeated 48 times, KPIs are shown in the
Fig. 3. Plots of MSE and MAE show that they are varying in a small interval
(no more than 1). SMAPE belongs to the range between 0 % and 100 %. If the
practical value of SMAPE is near 0 %, the forecasting results are quite accurate.
In this case, the general SMAPE is between 6 % and 9 % (never greater than
10 %).

The forecasting result for each step ahead is a Gaussian distribution. The
confidence interval (CI) can be obtained as follows.

dk ∈
[
d̄k − c√

P
Σ

1/2
dk

, d̄k +
c√
P

Σ
1/2
dk

]
, (15)

where P is the number of samples, which is equal to 1 in terms of one-step ahead
forecast. Moreover, c denotes the critical value with respect to a confidence level,
such as 95 % or 98 %. The calculation of this level is done by means of the inverse
standard probability density function, which is shown as

c = Φ−1
(
1 − α

2

)
, (16)

where c is the critical value with respect to the confidence level
(
1 − α

2

)
.

In many applications of GP, confidence level is chosen between 90 % and 100 %
since a large number could imply that some unexpected noises gathered by using
different sensors stay inside the confidence interval. Hence, the critical values are
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Fig. 3. Error measurements: MSE, MAE and SMAPE

Fig. 4. A sequence of simulation results
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around 2 when the confidence levels are chosen inside the aforementioned inter-
val. Figure 4 shows a sequence of selected simulation results in 48-step forecasts.
The gray area denotes the confidence interval with critical value equal to 2.

The real demand is approximately around the mean estimation in Fig. 4.
Sometimes the mean estimation does not perfectly match the real demand since
the latter probably contains some unexpected noisy measurements from sensors.
In terms of GP, the challenge is how to select a proper feature vector for a real
case and get the accurate testing inputs. In this case study, the goal of this work
has been properly reached and the real water demands are inside the confidence
interval.

4 Conclusions

In this paper, the DSHW-GP algorithm has been proposed and applied to the
water demand forecasting for DWN management. DSHW and GP have their
own strengths and drawbacks. The approach of DSHW-GP takes advantages
of two methods while avoids drawbacks of both of them. The DSHW is used
for modelling expected part of water demand while GP is used for modelling
stochastic part of water demand. This approach is tested in the Barcelona DWN.
Results show that it is useful for forecasting water demand in a short term
achieving a confidence interval at the same time. The forecasting results can be
applied to robust MPC to consider for the possible worst-case demand scenario.

Further work is focused on applying this approach to an MPC-based closed-
loop scheme. The mean and bounds of demand forecasting obtained by using
the DSHW-GP algorithm will be used to compute estimates of system states
in order to design a robust MPC controller. Besides, the demand forecasting
method can be used for guaranteeing a reliable supply in the water networks by
means of avoiding unexpected uncertainties in a short-term future.
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Abstract. Presented herein is a methodology for the seismic and
hydraulic assessment of the reliability of water distribution networks
(WDN) based on general seismic assessment standards, as per the Amer-
ican Lifelines Alliance (ALA) guidelines, localized historical records of
critical risk-of-failure metrics, and hydraulic simulations using adapted
EPANET models. The proposed reliability assessment incorporates data
of past non-seismic damage, the vulnerabilities of the network compo-
nents against seismic loading, hydraulic modeling, and the topology of
a WDN. The network reliability is assessed using Graph Theory and
Monte Carlo simulation (MCS), coupled with a hydraulic analysis.

Keywords: Vulnerability · Water Distribution Networks · Hydraulic
modeling

1 Introduction

Lifeline systems, such as water distribution networks, are of critical importance
to the uninterrupted provision of services and thus to the resiliency of a city,
where ‘resilience’ refers to a system’s capacity to quickly and effectively recover
from a catastrophic event.

A number of previous studies have assessed the vulnerability of WDN, but sel-
dom have the non-seismic, the hydraulic performance and the system-component
interactions been considered in evaluating the seismic vulnerability of such sys-
tems. This paper combines data on historical non-seismic performance of WDN
and their components by use of survival analysis, simulation and a graph-based
shortest-path algorithm to holistically evaluate network vulnerability. The intent
is, firstly, to propose a methodology for assessing the vulnerability of a WDN
using available everyday measurements and, secondly, to extent the methodol-
ogy of the ALA guidelines [1] with localized knowledge on the performance and
vulnerability of such networks under normal operating conditions.

c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-31664-2 9
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2 Vulnerability of Water Distribution Networks

2.1 Component, Network and Hydraulic Vulnerability

Vulnerability assessment of WDN encompasses as a minimum, (1) component;
(2) network (topology and connectivity) and (3) operations (hydraulic) analysis.
Most of the related research work focuses on component analysis i.e. the estima-
tion of either the probability of failure or of the time-to-failure for pipe segments.
The component-based approach, though, does not provide vulnerability metrics
on a node-to-node basis (topology) and it does not incorporate the hydraulic
model of the network.

In terms of non-seismic assessment of WDN, most studies in literature are
primarily on deterioration modeling, showing a relationship between failure rates
and the time of failure (age of pipes). Recent studies introduced additional risk
factors, citing the importance of the network operating conditions, of the number
of previously observed breaks (NOPB) [2,3], and of the network topology [4,5].
In terms of seismic vulnerability, the ALA guidelines [1] relate it to several
failure parameters, proposing empirical vulnerability functions based on the peak
ground velocity (PGV) and the permanent ground deformation (PGD). The
reliability procedures proposed by [1] are amended in [6,7], and localized by use
of topological and historical data on a network’s previous performance (such as
the NOPB and the survival curves per pipe).

Hydraulic vulnerability is a more complex issue. In the simplest case, the
network performance is measured by the probability that it fails to deliver water
from its sources (inflow vertices) to every house connection (outflow vertices). If
such, rather simplified, network performance definition is adopted, the perfor-
mance of the network can be quickly evaluated using methods based on Graph
Theory and MCS. Alternatively, if failure is defined with respect to hydraulic
quantities, then hydraulic analysis of the network is required. Such analysis could
either be conducted post a failure-event investigation on selected network con-
figurations, or coupled directly within the WDN reliability analysis as shown in
Fig. 1(a), providing hydraulic results for all iteration steps of the MCS analysis.

2.2 Proposed Strategy for Overall Vulnerability Assessment

Seismic Vulnerability. The vulnerability curves suggested in [1] are combined
with available and localized survival curves, with each pipe’s survival probability
(as deduced by use of clustering underlying risk factors such as the NOPB,
Fig. 1(b)), then used to adjust the vulnerability curves proposed by the ALA.

Consider, for example, the real-life network shown in Fig. 2(a) consisting of
multiple district metered areas (DMA) and with its non-seismic performance as
shown in Fig. 2(b). The region in question is mapped as a graph and a MCS,
with an assumed seismic load of Mw = 7.0, is performed to produce the failure
probabilities and thus the network reliability at every network node. The result
is then mapped as a spatial risk plot (‘heatmap’) identifying the network areas of
high failure risk (Fig. 3(a)). In this case the areas of concern seem to be limited
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(a) (b)

Fig. 1. (a) Proposed reliability analysis procedure. (b) Survival curves for asbestos
cement (AC) pipes, as a function of the number of previous breaks (NOPB).

to three areas which, on closer inspection, are related to areas of open-ended pipe
pathways (orphan nodes). The horizontal allocation of risk is actually shown to
be highly sensitive to open-ended network topologies.

The situation changes drastically once the NOPB risk factor is included in the
analysis (Fig. 3(b)) by use of the algorithm proposed by [6,7]. The inclusion of a
network’s non-seismic performance increases the pipes’ risk of failure and thus
alters the network reliability. The increased network vulnerability is the direct
outcome of the increased pipe vulnerabilities, as impacted by their performance
prior to the seismic event. The probability of failure is now highly sensitive to
the condition of each network element, as manifested and influenced by their
non-seismic performance over time (survival analysis), and introduced in the
risk analysis by means of the proposed adjustments to [1].

Hydraulic Vulnerability. The region of choice encompasses three DMA
regions, has a range of elevation from 15–65 m, a total consumer demand of
approximately 10 K and an average daily consumption of 200 L/day/capita.
The EPANET real-time hydraulic simulation consists of 450 junctions (nodes),
621 pipes with diameter of 100 mm and 1 reservoir with a total head of 90 m.
All pipes are given a constant friction factor and the friction loss is calculated
by the Hazen-Williams equation.

The use of EPANET as a hydraulic analysis tool for seismic simulation analy-
sis poses several challenges, especially when the dynamic link library is utilized in
a multiple iteration vulnerability assessment application [6,7]. No-flow sub net-
works often result in negative pressures at nodes where base demand is expected
and hence the simulation stops. Moreover whilst the MCS is performed, pipe fail-
ure could either signify that a selected pipe (link) would be completely decom-
missioned from the network (closed while experiencing catastrophic failure) or
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(a) (b)

Fig. 2. (a) Real-life DMA as adapted from Limassol’s WDN. (b) Topology of the DMA
network considered, in a disturbed state (NOPB ≥ 0 for every pipe).

(a)
(b)

Fig. 3. Spatial analysis (heatmap) of studied network’s reliability, (a) based on the
ALA guidelines (seismic effects are considered, with Mw = 7.0); (b) based on survival
curves and considering the effects of the NOPB risk factor.

would still be connected but experiencing water leak (pressure loss) that is not
known in advance based on the type of failure the pipe experienced. In both
cases, the network description file would need to be adjusted and a new network
file created for each iteration point without any assurance that the adjusted file
would provide converged results. Hence, the steps proposed by the reliability
analysis shown in Fig. 1 were followed, with the hydraulic analysis step com-
pleted selectively on a smaller sub group of scenarios as a standalone step on
converged simulation results as those illustrated in Fig. 4. Initial MCS results for
the undisturbed network are shown in Fig. 5 with an elevation map of the region
and flow path analysis for the boundary conditions described earlier.

As per the proposed outline of steps (Fig. 1), EPANET’s dynamic link was
incorporated within the existing code that performs the MCS and resulting
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(a) (b)

Fig. 4. Real-life DMA as adapted from Limassol’s (Cyprus) WDN. (a) Elevation map
of simulated region, (b) Undisturbed analysis based on EPANET and initial conditions
described in Sect. 2.2. (Elevation of each node is shown in figure (b) in meters (m))

(a) (b) (c)

Fig. 5. (a) Total head of system (m) prediction by EPANET hydraulic simulation in
Fig. 4(a); (b) MC identification of failed pipes within the network; (c) Total Head of
System (m) considering the effects of the NOPB risk factor as described in Fig. 4(b)
(color figure online).

heatmaps as shown in Fig. 5. At each MCS step, several pipes are given a failure
condition as shown in Fig. 5(b) and the EPANET library is then called and the
adjusted domain solved for all hydraulic quantities. Figure 5(a) and (c) depict the
preliminary results of the system’s total head for the seismic scenario described
in Fig. 4. Blue contours (zero demand availability) match well with the spatial
results obtained from the MCS identifying regions of high probability of failure
and thus zero supply to the demand regions.

It should be noted that the simulation stability was greatly improved by the
alternate representation of the demand at the nodes. If demand was assigned
for each node explicitly, a separate step in the iteration loop would require
the identification of nodes that were unreachable either due to the assumption
that their neighboring links were decommissioned, or if the only available flow
path was at a much lower elevation. The subsequent step is a rather cumber-
some and also complex process with high likelihood of divergence. The built-in
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capability of EPANET to model pressure-dependent flow issuing from emitters
(i.e. pipe-leak model) with the outflow rate directly dependent on the local node
pressure allows for a smoother and more stable simulation. The overall process
and modeling set-up for the correct simulation and representation of the physi-
cal scenario needs to be further investigated. Factors that could be explored are
the coefficients that describe the emitters behavior, the number of pipes that
are decommissioned, the overall pressure drop and the assumption that water
is readily available from the reservoir at a specific head etc. These results will
be discussed in detail while a sensitivity and optimization matrix is run and
validated against available data. Future work entails the use of richer datasets
which will be used to validate the predictions along with a more appropriate
hydraulic model, where the connectivity is not as redundant as the one here in
which connectivity is always assumed at each node.

3 Conclusions

A methodology is proposed by which the ALA guideline on the seismic perfor-
mance of WDN can be enhanced, to enable the inclusion of both a network’s
non-seismic performance and its hydraulic characteristics in the calculation of
its reliability. Available past network performance is first used to calculate the
generalized pipe vulnerability, then assessed using Graph Theory and MCS, and
depicted using spatial analysis (risk ‘heatmaps’). Further, a hydraulic model
has been developed to complement the analysis, providing a robust methodol-
ogy for the identification of WDN reliability. Ongoing work also investigates the
effects on vulnerability of intermittent water supply (and the produced hammer
effects), which in turn have been the cause of an increase in leakage incidents in
the network in study.
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Abstract. In this paper, a data validation and reconstruction method-
ology that can be applied to the sensors used for real-time monitoring
in water networks is presented. On the one hand, a validation approach
based on quality levels is described to detect potential invalid and miss-
ing data. On the other hand, the reconstruction strategy is based on a
set of temporal and spatial models used to estimate missing/invalid data
with the model estimation providing the best fit. A software tool imple-
menting the proposed data validation and reconstruction methodology is
also presented. Finally, results obtained applying the proposed method-
ology on raw data of flow meters gathered from a real water network are
also included to illustrate the performance of the proposed approach.

Keywords: Data validation · Data reconstruction · Time series

1 Introduction

Water networks are Critical Infrastructure Systems (CIS) geographically dis-
tributed and decentralized, involving a large number of sensors for real-time
monitoring and efficient and safe operation of these networks.

However, in real water network operation, problems affecting the commu-
nication system between sensors and data loggers, or in the telecontrol system
itself, often arise generating missing data during certain periods of time. The
data recorded by these sensors are sometimes uncorrelated so data coming from
healthy sensors cannot be used to replace unhealthy sensor missing data, which
therefore must be replaced by a set of estimated data. Another common problem
in such systems is the lack of sensor reliability (due to e.g. offset, drift or break-
downs) producing false flow data readings. These unreliable data must also be
detected and replaced by estimated data, since sensor data are used for several
network water management tasks, namely: planning, investment plans, main-
tenance operations, billing/consumer services and operational control. Further-
more, SCADA and telemetry systems generate extremely heterogeneous data.
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 88–93, 2016.
DOI: 10.1007/978-3-319-31664-2 10
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A methodology to validate and reconstruct missing/invalid sensor data, pre-
viously introduced in [5], is applied here to data coming from flow meters in
the Catalonia water transport network. In this paper, the main contribution is
a software tool implementing this methodology that is able to properly handle
raw sensor data (including storage, querying and visualization).

The structure of the paper is as follows: Sect. 2 introduces the proposed sensor
validation and reconstruction methodology. Section 3 describes a software tool
that implements the proposed methodology. Section 4 illustrates the application
of the proposed methodology and the software tool to a real water network.
Finally, Sect. 5 draws the main conclusions achieved.

2 Methodology

The methodology presented here is designed to validate and reconstruct invalid
and missing sensor data. This methodology is detailed in the next sections.

2.1 Sensor Data Validation

The sensor data validation methodology is inspired in the Spanish AENOR-UNE
norm 500540. The methodology applies a set of consecutive validation tests to
a given dataset to finally assign a certain quality level depending on the tests
passed. The six different quality levels are the following:

– Level 0: This level allows to detect data acquisition and communication errors.
– Level 1: Any sensor has an operational measurement interval. Any value above

or beyond this interval is invalidated by this level.
– Level 2: The trend level takes into account the data changes over time. This

allows to detect unexpected changes in the data.
– Level 3: This level allows to check the variables in a given unit, e.g. a flow

meter cannot measure a non-zero value if the valve located at the same pipe
is totally closed.

– Level 4: This level evaluates the sensor’s measurements against an estimated
data given by a time series model based on historical data [3].

– Level 5: This level checks the correlation between different neighboring
sensors [4].

2.2 Sensor Data Reconstruction

Time Series Models (TSM) and Spatial Models (SM) are used to reconstruct
missing and invalid data. The former are based on time series’ features such as
seasonality, trend and periodicity, in order to estimate future values based on
hystorical behavior. Two TSMs are used in the proposed methodology/tool: an
exponential smoothing Holt-Winters model and a generalized ARIMA model.

On the one hand, a spread method for time series modelling because of its
simplicity and performance is the Holt-Winters (HW) approach [2,6]. There are
various approaches for this method, e.g. additive or damped trend, additive or
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multiplicative seasonality, single or multiple seasonality. Here, good performance
is achieved with the additive single seasonality approach, with estimated value
for a forecasting horizon � as follows

ŷTS1(k) = R̄(k − �) + �Ḡ(k − �) + S̄(k − L) (1)

where R̄ is the level component, Ḡ is the trend component, S̄ is the seasonal
component and L is the season (daily here) periodicity.

On the other hand, the generalized, well known and useful ARIMA model for
time series [1] is described for hourly-sampled data by the following difference
equation, which describes a periodicity of one day (24 h)

ŷTS2(k) = −a1y(k − 1) − a2y(k − 2) − a3y(k − 3) − ... − a24y(k − 24), (2)

Alternatively, SM are linear regression models relating different spatially
dependant measurements in the system, stated as follows

ŷs(k) = ayf (k) + b. (3)

where a and b are the parameters of the model to be calibrated.
Furthermore, the Mean Squared Error (MSE) is the model accuracy measure.

The model with the lowest MSE over the m-estimations previous to k is the
selected candidate to estimate the invalid/missing k-sample.

3 Software Implementation

The architecture of the software tool implemented is depicted in Fig. 1. There
are two main components: the Data Management Web application and the Val-
idation and Reconstruction tool1. The Data Management component is a web
application. Thus, it allows the access to the data from everywhere. The Valida-
tion and Reconstruction component is implemented in Matlab.

3.1 Data Management Web Application

This module provides a user-friendly tool allowing to import and export data
so that stored data is available to all the registered users. In order to focus the
efforts on the data intrinsic values and not on how to access them, the tool
provides three main services:

– Data importation from different sources (e.g. CSV, Excel, Access).
– Data exportation of a determined time period in three different formats: CSV,

Excel and SAC format2.
– Interactive data visualization.

1 Both software tools are proprietary software.
2 SAC format is a binary Mat-file containing a defined data structure.
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Fig. 1. Software architecture diagram.

This data management component is implemented using Django3 web frame-
work, providing a Web User Interface implemented in HTML and JavaScript in
order to interact with the Import and Export Python modules. The Import and
Export modules handle the operations of saving and querying data against the
Postgresql Database server.

3.2 Validation and Reconstruction Matlab Tool

The Validation and Reconstruction methodologies (described in Sects. 2.1
and 2.2) are implemented in Matlab.

This tool applies the presented methodologies to the data in three different
stages: Calibration, Validation and Reconstruction. Figure 2 shows the data flow
between these stages. Calibration stage uses historic data to learn and estimate
the parameters required by the tests and models described in Sects. 2.1 and 2.2.
Calibration stage runs only once, in order to initialize the paramaters required by
the following stages. Validation stage implements the methodology of Sect. 2.1.
Finally, Reconstruction stage implements the methodology described in Sect. 2.2.

4 Results

In this section, some results obtained from the Validation and Reconstruction
Matlab Tool applying the methodology described here to data coming from a
real water network, are presented. The dataset is composed by hourly sampled
data coming from a flow meter “A” installed in the Catalonia water transport
3 Django is a free open source web framework. Its primary goal is to facilitate the

creation of complex, database-driven websites.
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Fig. 2. Validation and reconstruction data flow diagram.
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Fig. 3. Results of the validation and reconstruction methodology on the flow
meter “A”.

network, managed by Aigües Ter Llobregat (ATLL) company. Figure 3 shows
four consecutive days of measurements gathered by the flow meter “A”. As it
may be seen, two peaks, at 12:00 and 18:00, in the first day that they do not fit
the daily flow pattern shown in the following days. Thus, these two peaks are
invalidated by the ARIMA model. Finally, these two samples are reconstructed
by the model having the lowest MSE, which is also the ARIMA model.
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5 Conclusions

In this paper, a data validation and reconstruction framework is introduced
to overcome the sensor problems arising in CIS, such as water networks.
A validation strategy based on a set of data quality tests allows to detect suspi-
cious erroneous data. Then, a reconstruction scheme is defined using Temporal
and Spatial Models to provide an estimation based on the model having best fit.
In addition, a software tool is described to provide a homogeneous and accessible
database by a user-friendly interface, to easily apply the methodology presented
here. Finally, some results obtained using data from a real network are presented
using the software described, proving the ability of the methodology to detect
and reconstruct anomalous data.
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(2009)
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Abstract. In this paper we first introduce a testbed that is able to emu-
late the operation and common faults of a water supply system, as well
as its interaction with a SCADA system. Then we implement an online
fault detection algorithm based on a fault diagnosis architecture for non-
linear uncertain discrete-time systems, that we apply and test with the
testbed. We finally present some experimental results illustrating the
effectiveness of this approach.

Keywords: Critical infrastructures · Water supply systems · Fault
detection · Testbed · Modelling · Discrete-time systems

1 Introduction

Everyday life in modern societies relies heavily on the reliable operation and
intelligent management of critical infrastructures, such as electric power systems,
water systems, telecommunication networks, transportation systems etc. [12].
When critical infrastructures fail, the consequences may be tremendous, in view
of societal, health, and economic aspects, leaving the developed countries around
the world searching for ways to improve critical infrastructures protection, reduce
their vulnerabilities and increase their resilience [1,11].

This work was partially supported by the Prevention, Preparedness and Consequence
Management of Terrorism and other Security-related Risks Programme European
Commission - Directorate - General Home Affairs under the FACIES project,
and by the European Research Council Advanced Grant FAULT-ADAPTIVE
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The design, control, and fault monitoring of such critical systems is also
becoming increasingly more challenging as their size, complexity, and interac-
tions are steadily growing [13]. To support human operators with the control
tasks and the increasing employment of automatic process management sys-
tems, sophisticated monitoring devices have been developed, which have led the
way to fault diagnosis methodologies that can improve the systems reliability
and fault tolerance.

Various fault diagnosis methodologies, suitable for detecting, isolating, iden-
tifying, and accommodating a fault, have been proposed in the literature, for
various systems and formulations, such as continuous and discrete, centralized
and decentralized, linear and nonlinear [3,5,9]. More recently, intelligent fault
diagnosis methodologies have been proposed, which combine model-based ana-
lytical redundancy and on-line approximation models, such as neural networks,
to detect faults and to learn the unknown fault dynamics [6,14,19,20].

In this paper we address the problem of critical infrastructure fault diagnosis,
using as an application a water supply system. We first introduce a testbed
able to emulate the operation and common failures of a critical infrastructure,
and then we implement and apply a fault diagnosis methodology for online
detection of incipient faults in the system. Specifically, the testbed emulates
a scaled version of a city water supply system, that is monitored and controlled
by a SCADA (supervisory control and data acquisition) system. This testbed
has the ability to emulate several scenarios where faults can be introduced. The
online fault detection method, which is designed as an algorithm, continuously
monitors the system, by receiving online data from the SCADA system. In the
case that a physical fault occurs, it can be detected and an alarm is automatically
given to the operator. The development of the testbed, the online fault detection
algorithm and the practical application of the fault diagnosis architecture to a
critical infrastructure are the main contributions of this paper.

In the following sections, we first give some elementary background for the
water supply systems and then we describe the testbed set-up. Next, we derive
the mathematical model for the testbed and then we discuss the online fault
detection method that we apply to the testbed system. Finally, we present some
experimental results that illustrate the effectiveness of this approach.

2 Water Supply Systems

In developed countries around the world water supply systems are critical
infrastructures responsible for providing uninterrupted and good quality water
to the people. In general, water supply systems are divided into two parts,
the water transmission network and the water distribution network [15,16].
The water transmission network is responsible for transporting raw water
from the sources (e.g., water dams, rivers) to the water treatment plants for
cleaning and improving the water quality. The treated water is then transported
with pipelines to the water storage facilities near the consumers areas. The dis-
tribution network follows next, and is responsible for providing good quality
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water at adequate volumes, from the storage facilities to the point where it is
delivered to the consumers, based on the daily water demand [8]. Water distrib-
ution networks consist mainly of many underground pipes, that run through the
city, so that consumer premises can connect to and receive water.

Water supply systems unfortunately can suffer from failures, that can com-
promise their healthy operation and reduce their reliability and performance.
Specifically, water supply systems can suffer from structural and associated
hydraulic faults such as pipe faults, pump and valve faults, tank aging, illegal
connections etc., which can cause water leakages and pressure loss, and sub-
sequently interrupt the water supply [10,17]. Water quality failure is another
problem in water supply systems, that can occur due to chemical and micro-
biological contamination of water, resulting in significant adverse health effects
for the consumers [7]. Finally, water supply monitor and control systems (i.e.,
SCADA) can also fail, due to hardware/software faults, cyber attacks, power
outages etc., which can also reduce significantly the system reliability and
performance.

A good approach for reducing the likelihood of all the aforementioned failures
is by carrying out prognostic analysis and taking necessary preventive measures
[10]. Unfortunately, this is very hard to achieve in such a large scale complex
system, where failures can occur due to many unpredictable events. This leads
to the need for efficient fault detection schemes, since the consequences of a fault
can be reduced significantly if the detection is fast enough to allow necessary
actions to be taken. One way to achieve fast fault detection is by using model-
based online fault detection techniques that can monitor the system and give
an alarm in the event of a fault. To explore the effectiveness and applicability
of such approach we developed a testbed for emulating a scaled-down version of
a water supply system for a small fictional city as we discuss in the subsections
that follow.

2.1 Example of a City Water Supply System

The fictional city “Highlake”, shown in Fig. 1, has two residential areas and an
industrial area, as well as a water supply system for the city’s water needs.
The water supply system receives good quality water from the nearest pumping
station and consists of water storage facilities and water distribution networks
in each area. Specifically, there are five water tanks, two at each residential area
and one at the industrial area, and all are situated at the highest point of each
area, enabling gravity-based delivery of the water by the distribution networks.

Water tanks 1 and 2 are the city’s main tanks providing water not only to
residential area 1, but also to the other water tanks of the city. These two tanks
can store up to 20000m3 of water that is supplied by two main pipelines (one for
each tank) from the closest pumping station. Finally, there is a direct connection
between the two tanks, controlled by a valve, which can be used as needed (e.g.,
due to the failure of one of the main pipelines).

Water tanks 3 and 4 provide, through the distribution network, water to
residential area 2. The two tanks can store up to 15000m3 of water that they



Critical Infrastructure Online Fault Detection 97

Residential Area 1 

Residential Area 2

Industrial AreaPumping
Station Water Tank 5

Highlake City

Water
Tank 1

Water Supply 
MainPipelines

Water
Tank 3

Water
Tank 2

Water
Tank 4

Elevation

180m

270m

220m

150m

Fig. 1. Water supply system of “Highlake” city.

receive from tanks 1 and 2 with two pipelines (see Fig. 1). The water flow to
tanks 3 and 4 is controlled by valves, while there is also a direct connection
between the two tanks, which can be used as needed. Water tank 5, through the
distribution network, provides water to the industrial area. This tank can store
up to 7000m3 of water that receives from tank 1 through a pipeline with the
help of a pump, due to the elevation difference between the two areas.

Finally, a SCADA system is used for monitoring and controlling Highlake’s
water supply system. The SCADA system receives data from various sensors
installed at different points in the system and can control the valves and pumps
accordingly, so that the users can have uninterrupted, good quality water at a
reasonable pressure to their premises.

2.2 Testbed for Emulating the Water Supply System of a City

A scaled-down version of Highlake’s water supply system was implemented as
a testbed within the framework of the EU co-funded project FACIES [2]. The
general objective of the testbed was to emulate the operation of a water supply
system, such as following a daily water demand curve [8], filling the tanks so
as to avoid any water shortages, as well as interacting with a SCADA system.
Moreover, the testbed also emulated some of the common faults of the water
supply systems, such as leaks and pump and valve faults, allowing the study of
the system under these faulty conditions.

To meet all of these objectives many parts and components have been
selected, tested, and finally connected together properly to form the testbed
as shown in Fig. 2a. The testbed consists of five cylindrical-shape tanks fitted
with level sensors. Specifically, two 25 L tanks are used for residential area 1, two
10 L tanks for residential area 2, and one 10 L tank for the industrial area. Also,
one 125 L rectangular shape tank is used as a reservoir. The tanks were placed at
specific heights into a steady structure, with all the connections between them
as described in Sect. 2.1.

The testbed is also equipped with four water pumps, three for emulating the
pumping station, providing water from the reservoir to the residential area 1
tanks, and one pump that provides water from tank 1 to tank 5. Also, many
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(a) Testbed

(b) Demand solenoid valves
and leak manual valves for
residential area 1

(c) The testbed’s SCADA Human-
Machine Interface (HMI)

Fig. 2. The testbed for emulating Highlake’s water supply system.

on/off solenoid valves have been installed in the testbed for emulating the city’s
water demand. Specifically, the output of each tank is connected to a manifold
with a number of solenoid valves attached (see Fig. 2b). Depending on how many
valves are opened and closed at each time instance, the total water demand for
the city is emulated. A few manual valves have also been installed to all the
manifolds and other places as well, for emulating pipe and tank leakages.

A commercial SCADA system was also setup for the testbed with the appro-
priate HMI (Human-Machine Interface) (see Fig. 2c) allowing the user(s) to inter-
act with the system. The SCADA system can communicate with the testbed’s
PLC (Programmable Logic Controller) via the Modbus protocol and receive sen-
sor readings and send commands to the pumps and valves. The testbed status
is always available through the HMI, while every variable value is saved in the
SCADA database.

3 Testbed System Mathematical Model

In this section we derive the mathematical model for the testbed system that
was described in Sect. 2.2. We consider the testbed as a nonlinear uncertain
discrete-time dynamic system:

x(k + 1) = f(x(k), u(k)) + η(x(k), u(k), k) (1)

where x ∈ R
n and u ∈ R

m denote the state and input vectors, respectively,
f : R

n × R
m �→ R

n represents the nominal healthy dynamics and η : R
n ×

R
m ×N �→ R

n the modelling uncertainty [6]. Note that n is the number of level
sensors fitted to the tanks (i.e., n = 5), while m is the number of inputs to the
model representing the pumps’ flow rates and the valves’ control signals (i.e.,
m = 3 + 9 = 12).

The testbed system, depicted in Fig. 3, consists of five cylindrical tanks
denoted by Ti, i = 1, . . . , 5. The tanks T1 and T2 represent the tanks at res-
idential area 1. They have cross-section area A1 = 0.0573m2 and water levels
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Fig. 3. Testbed system diagram.

x1 and x2 respectively (0 ≤ x1, x2 ≤ 0.4m). The two tanks have a direct con-
nection between them, controlled by an on/off valve with input signal vc1 = 0, 1
(close valve ⇒ vc1 = 0, and open valve ⇒ vc1 = 1), while the water flow rate
between them is denoted by qc1 . The supply flow rates of the pumps, filling T1

and T2, are denoted by u1 and u2, respectively (0 ≤ u1, u2 ≤ 1.5 · 10−4 m3/s).
Both tanks have multiple outputs through manifolds (see Fig. 2b) that regulate
the output flow rates q1 and q2, thus emulating the water demand in residential
area 1. Specifically, each manifold on tanks T1 and T2 has four on/off valves
controlled by the input signals v1 and v2 respectively. The signals are discrete
(i.e., v1 = v2 = 0, 1, 2, 3, 4) and determine how many valves are open on each
tank manifold (e.g., v1 = 2 ⇒ two of the four valves are open on T1 manifold).
Finally, as can be seen in Fig. 3, both tanks T1 and T2 have one more output that
is used for supplying tanks T3 and T4 with water. Both outputs are controlled
by on/off valves with discrete input signals vs1 and vs2 (vs1 = vs2 = 0, 1), while
the flow rate for each output is denoted by qs1 and qs2 .

Tanks T3 and T4 represent the tanks at residential area 2. They have cross-
section area A2 = 0.0346m2 and water levels x3 and x4, respectively (0 ≤
x3, x4 ≤ 0.35m). The two tanks also have a direct connection between them
controlled by an on/off valve with input signal vc2 = 0, 1, while the water flow
rate between them is denoted by qc2 . Both tanks have multiple outputs through
manifolds that regulate the output flow rates q3 and q4, thus emulating the water
demand in residential area 2. Specifically, each manifold on tanks T3 and T4 has
three on/off valves, controlled by the input signals v3 and v4 respectively. The
signals are discrete (i.e., v3 = v4 = 0, 1, 2, 3) and determine how many valves
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are open at each tank manifold (e.g., v3 = 3 ⇒ all three valves are open on T3

manifold).
Finally, tank T5 represents the tank at the industrial area. It has cross-section

area A3 = 0.0707m2 and water level x5 (0 ≤ x5 ≤ 0.2m). Tank T5 receives water
from tank T1, using pump 4, with flow rate u3 (0 ≤ u3 ≤ 0.85 ·10−4 m3/s). Tank
T5 also has two outputs through a manifold that are controlled by on/off valves
with discrete input signal v5 = 0, 1, 2. The two outputs regulate the flow rate q5
that emulates the water demand in the industrial area.

By using the balance equations, Torricelli’s rule [4,18,19] and the forward
Euler discretization with time step Ts [6], we obtain the discrete-time state
Eqs. (2)–(6) below, for the model’s nominal healthy dynamics f(·).

x1(k + 1) = x1(k) +
Ts

A1

(
u1(k) − u3(k) − S

[√
2gx1(k)(v1(k)c1 + vs1(k)cs1)

+ vc1(k)cc1
√

2g|x1(k) − x2(k)|sign(x1(k) − x2(k))
])
(2)

x2(k + 1) = x2(k) +
Ts

A1

(
u2(k) − S

[√
2gx2(k)(v2(k)c2 + vs2(k)cs2)

− vc1(k)cc1
√

2g|x1(k) − x2(k)|sign(x1(k) − x2(k))
])
(3)

x3(k + 1) = x3(k) +
Ts S

A2

(
vs1(k)cs1

√
2gx1(k) − v3(k)c3

√
2gx3(k)

− vc2(k)cc2
√

2g|x3(k) − x4(k)|sign(x3(k) − x4(k))
)

(4)

x4(k + 1) = x4(k) +
Ts S

A2

(
vs2(k)cs2

√
2gx2(k) − v4(k)c4

√
2gx4(k)

+ vc2(k)cc2
√

2g|x3(k) − x4(k)|sign(x3(k) − x4(k))
)

(5)

x5(k + 1) = x5(k) +
Ts

A3

(
u3(k) − v5(k)c5S

√
2gx5(k)

)
(6)

The state vector is denoted as x � [x1 x2 x3 x4 x5]T , and the input vector as u �
up ∪uv, where up � [u1 u2 u3]T denotes the pumps’ water supply flow rates and
uv � [v1 v2 v3 v4 v5 vc1 vc2 vs1 vs2 ]

T denotes the valves’ control signal vector.
The cross-section area of the restrictions is S = 3.167 · 10−5 m2 (in this case is
specified as the cross-section area of the pipes), while the gravity acceleration
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is g = 9.81m/s2. Finally, the values for the various discharge coefficients [4],
that have been determined experimentally are c1 = c2 = 0.68, c3 = c4 = 0.4,
c5 = 0.7, cs1 = cs2 = 0.62, and cc1 = cc2 = 0.37.

The uncertainty η(·) in the model (see Eq. (1)) is caused by several factors
such as parameter uncertainty, unmodelled dynamics, and so on. The uncertainty
will be considered bounded at all times by a function η(·) that can be found
experimentally.

4 Online Fault Detection

The consequences of an accidental or malicious fault can be reduced significantly
if the fault is detected early and necessary action is taken within a minimum
amount of time after the detection [10]. For this reason, we apply a fault detection
(FD) method that can monitor the testbed system, by receiving data online from
the SCADA system and signaling an alarm in the event of a fault.

We use the fault detection approach proposed in [6], that deals with the
discrepancy between the sensor readings xi and the estimated values x̂i derived
from the system model for each component i. In this approach, the modelling
uncertainty, represented by the vector η in Eq. (1), is considered as unstructured
and possibly an unknown nonlinear function, which is always bounded by some
known functional η. Because of that, a threshold error ei(k) can be found, for
each component i at each time instance k, and the decision on the occurrence of
a fault (detection) is made when the magnitude of at least one of the estimation
error components, ei(k) = xi(k)−x̂i(k), exceeds its corresponding threshold, i.e.,
|ei(k)| ≥ ei(k). To apply the approach proposed in [6] for online fault detection
in a critical infrastructure system, using input data from the infrastructure’s
SCADA system, we design Algorithm 1.

Algorithm 1. Online Fault Detection algorithm
1: procedure FD(x̂(0), e(0)) � use as input the initial values for x̂ and e
2: k ← 0, t ← timer � t denotes a timer that starts at 0 s
3: repeat every t = k · Ts � repetition of the loop with period Ts

4: x(k) ← xdblast � obtain from DB the last recorded values of the sensors
5: u(k) ← udblast � obtain from DB the last recorded values of the inputs
6: e(k) ← x(k) − x̂(k) � state estimation error calculation
7: if |e(k)| > ē(k) then � comparison for fault detection
8: Alarm - Fault Detected
9: end if

10: x̂(k + 1) ← λ(x̂(k) − x(k)) + f(x(k), u(k)) � FD estimator dynamics
11: ē(k + 1) ← λē(k) + η(x(k), u(k), k) � FD estimation error threshold
12: k ← k + 1
13: until FD turn off
14: end procedure

Once the FD procedure is called, it runs a loop with period Ts (Ts has to
be long enough to ensure that all steps of the loop can be executed). At each
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iteration for each time instance k, the algorithm runs queries to the SCADA
database to get the last recorded readings from the sensors and the input values
from the controller (lines 4–5). Then, the state estimation error e(k) is calculated
(line 6) and its magnitude |e(k)| is compared with the estimation error threshold
e(k). If the condition |e(k)| > e(k) is true, then a fault is detected and an
alarm is given to the operator (lines 7–9). The algorithm then calculates the
values of the estimation states for the next iteration time instance k + 1 using
the FD estimator dynamics (line 10), where 0 ≤ λ < 1 and vector f denotes the
model’s nominal healthy dynamics [6]. The estimation error threshold for the
next iteration time instance k+1 is subsequently calculated (line 11), where η(·)
is a known function that bounds the modeling uncertainty η(·). Finally, the time
instance k increases, and once the timer t = k · Ts, the algorithm repeats again.

In the following subsections we discuss the application of the algorithm to the
testbed and then present some experimental results to illustrate the effectiveness
of this approach.

4.1 Application to the Testbed System

Before using the online fault detection algorithm, we first design a meaningful
scenario for the testbed system. Since the testbed emulates the water supply
system of a city, we consider a daily water demand curve [8] that the testbed must
follow in each experimental run. The target water daily demand curve is shown
in Fig. 4, where the 24 h are scaled down to 360 s (6 min), which will also be the
length of each run. The solenoid valves that emulate the water demand at each
area, are opened and closed at predefined time instances, so that the emulated
total water demand of the city (sum of the demand in all areas) follows closely
the target water demand curve (see Fig. 4). To avoid any water shortages, the
water supply pumps and valves have certain rules and, depending on the water
level at each tank, the proper action is taken, either to supply a certain tank
with water, or to stop and avoid overflow.
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Fig. 4. Daily water demand curve the testbed follows at each run.

The online fault detection algorithm was implemented for the testbed system
and since there are five water level sensors, one for each tank, we utilize five fault
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detection (FD) components. For the FD estimator dynamics we use the model’s
nominal healthy dynamics (Eqs. 2–6) while for the modelling uncertainty η(·) we
found the bounding function η(·) through experimental data when the system
was always healthy. Specifically, for each component i = 1, . . . , 5 the bounding
function is ηi(x(k), u(k), k) = ai where ai ∈ R

+.

4.2 Experimental Results

In this section we present some experimental results to illustrate the effectiveness
of the approach with the testbed system. In all the experimental runs the same
scenario (see Fig. 4) was used, with the FD loop period set to Ts = 1 s and
the filter constant λ = 0.9, while we use the uncertainty bound values found
experimentally with the current Ts and λ settings. In each experimental run we
introduce to the testbed a certain fault, such as leak, pump, or valve fault, at a
specific time instance and we rely on the FD component(s) for the detection of
the fault.

In Fig. 5, a leak fault was introduced at t = 180 s to Tank 3 through the water
demand flow rate q3 (see Fig. 3). The leak is estimated to be around 6% of the
flow rate q3 at the specific time. The fault is detected by the FD component #3
of Tank 3 at t = 186 s, about 6 s after the fault.

Fig. 5. Time-behaviors of signals related to Tank 3 when a leak fault is introduced at
time t = 180 s.

In Fig. 6 a pump fault was introduced at t = 225 s, shutting down Pump 1,
that supplies water to Tank 1. Just before the fault, the pump was on, supplying
water to Tank 1 with flow rate 1.5 · 10−4 m3/s. The fault is detected by the FD
component #1 of Tank 1 at t = 227 s, about 2 s after the fault.

Finally, in Fig. 7 a valve fault was introduced at t = 200 s, keeping the valve
between Tanks 2 and 4 (i.e., vS2, see Fig. 3) always closed. Just before the fault
the valve was open, with Tank 2 supplying water to Tank 4. The fault is detected
by the FD component #4 of Tank 4 and the FD component #2 of Tank 2 at
t = 204 s and t = 210 s respectively.
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Fig. 6. Time-behaviors of signals related to Tank 1 when a pump fault is introduced
at time t = 225 s.

Fig. 7. Time-behaviors of signals related to Tank 2 and Tank 4 when a valve fault is
introduced at time t = 200 s.

5 Conclusions and Future Work

In this paper we have implemented and tested an online fault detection approach
for critical infrastructures based on a proposed fault diagnosis architecture for
nonlinear uncertain discrete-time systems. A testbed has been developed, to
emulate the operation and common faults of a critical infrastructure (i.e., a
water supply system), as well as its interaction with a SCADA system. We have
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also presented some experimental results that illustrate the effectiveness of this
approach with the testbed.

In the future, we plan to implement, apply, and test fault isolation and accom-
modation approaches suitable for critical infrastructures. Moreover, we plan to
compare, with the help of the testbed, various fault diagnosis architectures and
explore ways for cyber attack detection as well.
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Abstract. Oil rig systems are frequently assumed to be isolated from
external networks, securing them from malicious software attacks. Inte-
grated operations and media and device mobility undermine this assump-
tion. A successful attack on a drilling operation could be devastating in
human, environmental, economic and reputational terms. Several threat
sources can easily be identified. We therefore propose the use of Causal
Bayesian Networks to analyse probable attack strategies on a man-
aged pressure drilling (MPD) system, where the attacker aims to max-
imise impact, while minimising attribution. Our results can be used to
inform company representatives and operators of likely risks and high-
light requirements for the successful diagnosis and recovery of well control
incidents stemming from cyber causes.

1 Introduction

A well control incident on an oil rig may can have devastating effects for impli-
cated organisations [1–3]. Advanced control systems allow the exploitation of
difficult-to-drill oil fields while improving drilling safety [4–6]. However, limited
work has been devoted to the security of such systems. Oil rig systems are often
considered to be isolated from external threats. Integrated operations and device
and media mobility render this assumption fallacious [7–9]1.

We propose the use of Causal Bayesian Belief Networks as a means of ana-
lysing this exposure. These are readily accessible to non-experts and provide an
economical means of representing well states under attack, taking account of
human, physical and cyber factors. Scenarios may be analysed dynamically and
update “on the fly” in the light of new evidence. Simplistic worst case scenario
analysis is also replaced by a probability distribution over outcomes, allowing a
granular response.

Our analysis shows that attackers may not need to create dramatic well con-
trol incidents to cause severe production losses. Correlating events in relation
to well control incidents is already difficult without having to account for mali-
ciously altered sensor signals or actuator settings, making detection and correct

1 Anecdotal evidence from private conversation indicates that >80 % of malicious soft-
ware found on oil rigs arrives through mobile devices and removable media.

c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-31664-2 12
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diagnosis the critical problem. It appears relatively straightforward for attackers
to avoid cyber attribution by creating events which are ambiguous in detection
terms, but have the potential for severe, even permanent losses. This puts a
priority on researching detection and correlation methods which consider the
potential presence of malicious software. It also shows the need to make drilling
crew aware of the possibility of cyber attacks and the need to take account of
“man in the loop” problems in planning detection and alerting systems.

We discuss related work in Sect. 2 with a brief description of managed pres-
sure drilling in Sect. 3. We set out our approach to attack analysis in Sect. 4.
Section 5 describes our model, while, in Sect. 6, we provide our analysis in part,
summarising our findings with further discussion and conclude, detailing our
on-going and future work in Sect. 7.

2 Related Work

We refer to a standard text, e.g., [10] for well control fundaments. These also
show the difficulty of well incident detection. A complete description of managed
pressure drilling may be found in [11,12]. Generally, automatic control systems
are regarded as safer and more reliable for drilling remote, or difficult to exploit,
oil fields. Managed pressure drilling (MPD) represents one approach [5]. As a
result, extensive literature can be found on the performance, safety and reliability
of such mechanisms, e.g, [4,13]. But cyber security in relation to well control does
not seem to have been studied explicitly.

Oil field security became a subject of concern to governments, following 9/11
and the first Gulf war. Attention was primarily on physical security. Harbour [14]
gives an example of a physical security assessment approach, based on the prob-
ability of key events along an event pathway. We seek to provide an equivalent
cyber-physical security analysis. Some work has been done on risk assessment
in relation to cultural and organisational issues and oil rigs can not longer be
treated as isolated networks [7,15]. Radmand et al. [16] address the more specific
issue of the use of wireless sensors on board oil rigs, pointing out that little is
done to address known security issues with such systems, relying on notional
physical isolation. The authors are not aware of any openly published research
on attacks specific to control processes.

A general introduction to risk analysis can be found in [17]. Bayesian Belief
Networks (BBN) have been used for risk analysis in other engineering related
disciplines [18] and Causal Bayesian methods were proposed for information
security risk analysis in [19]. Causal BBN are discussed in [20]. Attack trees
including attack-defence (attack-countermeasure) trees, Petri nets, and process
algebrae represent other forms of dynamic attack-defense modeling [21–23] which
contrast with static analysis techniques that fail to take account of dynamic
characteristics in the environment.
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3 Managed Pressure Drilling

The aim of well control is to maintain pressure in the borehole above formation
pore pressure to prevent an influx, or kick, of hydrocarbons and below forma-
tion fracture pressure, preventing damage to the well bore, subsequent loss of
pressure, and a kick. Either situation, if mishandled, can lead to a, potentially
very damaging, blowout. Moreover, managing pressure prevents other prob-
lems such as well ballooning, stuck pipes, collapsed formations, or drill head
twist off [10,11]. The most common causes of kicks are alterations in the geo-
logical formation (e.g., diapirism2 and improperly controlled pipe movement.
Equation 1 summarises the control aims, noting that well formation instability
may also lead to stuck pipe [11].

ppore < pwell.instab < BHPs < pdiff.sticking < plost.circ < pfracture (1)

Conventionally, pressure is controlled by managing the density of drilling mud
in the drill hole. Mud weight is managed using solids control equipment. Detec-
tion and response are operator-centric [10]. Automated methods, such as man-
aged pressure drilling (MPD), are becoming more popular since they improve on
manual pressure management techniques, particularly where the drilling window
is narrow or the formation is weak. In managed pressure drilling (MPD), the drill
hole is closed, converting control to a closed vessel inventory problem [13,24].
Mud density is kept constant and pressure is controlled using an automated
choke and a back pressure pump with two PLCs being used, one to control the
pumps and choke manifold and the other to provide sensor information to the
operator [25]. Both ongoing drilling operations and kicks can be managed by
this approach [26]. Mud logging [10,27] is used to take various measurements of
drilling characteristics such as rate of penetration (ROP), density of cuttings, gas
and temperature. Measurements can be taken topside or in the borehole. These
measurements can indicate issues in the bore hole such as kicks and provide an
accurate borehole history which enables forecasting of issues. Mud logging crew
play an important supplementary role in warning drilling crew about potential
well control problems.

Historically, manual monitoring of key control instrumentation (e.g. pump
activity, kill and choke line pressure, mud or trip tank levels, hydrocarbon levels
and the size of chips) were used to detect issues. Such methods may still be
employed on a contingency basis. However, monitoring was (and is) distributed,
difficult to correlate, and results can frequently be ambiguous (Fig. 1).

Moreover, human factors and production pressures on operations may influ-
ence decisions on responses to readings. But, once initiated, responses to drilling
incidents are codified in a well control matrix which is created prior to commenc-
ing operations [10,28], based on the expert knowledge of the geologists and engi-
neers with executive oversight. Each rig will have its own distinct set of planned
responses. Clearly, automating analysis and control where possible has increased
the safety and reliability of operations under normal circumstances [24,25,27].
2 Extrusion of a salt bed into a sedimentary layer.
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Fig. 1. Automated dynamic annular pressure control (from [25])

Results can also be fed into safety systems, e.g., altering set points where alarms
will sound, providing a holistic approach to well management. But this app-
roach does not preclude ambiguous or difficult to diagnose situations and other
aspects such a production pressures may influence management and crew deci-
sions resulting in circumstances which can cause system accidents [29], but, in
general, there is some confidence in the literature in this approach.

4 Problem and Approach

Confidence in such systems is misplaced, if their security is left unconsidered.
MPD limits the time window during which manual intervention can allow recov-
ery. Risk assessments are a traditional way of analysing and demonstrating
potential security issues. But such assessments frequently focus solely on cyber
events, tend to overemphasize confidentiality as a security characteristic, and
do not allow for probable responses to events as they unfold, both human and
mechanical – which is a weakness when considering industrial control and cyber-
physical systems where such interactions are intrinsic to the system. This could
lead to the results of such assessments being dismissed as unrealistic. Such meth-
ods, even ones explicitly incorporating countermeasures such as work by Roy
et al. [30] also tend to be difficult to access for non-experts. Our problem is how



An Attack Analysis of Managed Pressure Drilling Systems 113

to realistically and economically portray the potential consequences of various
attacks including interactions with the physical system, and hence focus defence
efforts appropriately?

We argue that Causal Bayesian Belief Networks [20] provide an economical
way of codifying and storing such an assessment. It allows us to consider inter-
ventions, fixing a variable state in order to understand its effect on an overall
probability distribution. It also allows us to consider chains of events, enabling us
to represent agent interactions. This follows causal reasoning and captures expert
opinion as well as evidence from simulations and tests in a single analysis and
its results are readily accessible to non-experts, such as senior decision-makers
in organisations. In the following we demonstrate this method in an example
attack – selected from four cases related to pressure related negative well bore
conditions3. We assume the attacker also wishes to avoid cyber attribution (for
example, to be able to repeat the attack). The complete study allows us to
identify the attackers goals and to consider defensive strategies in advance.

5 Model

A Causal Bayesian Network is a directed acyclic graph (DAG) G where nodes
represent variables with an assigned probability distribution over their states,
linked by causal intuition. Adjacent nodes represent conditional dependence.
Non-adjacent nodes represent conditional independence. Each node represents a
table capturing conditional probability distributions over dependent variables.
A Causal Bayesian Network is distinct from a Bayesian Belief Network because
it allows one or more interventions whereby a node can be set to a specific value
do(X = x) which may represent assumptions or interventions by the analyst to
reduce scope, when considering a causal chain of events. Hence the probability
distribution Px over the DAG G represents a subset of complete probability
distribution. It represents only those states induced by the intervention X = x.
These nodes are marked in a diagram of the graph by a double-circled node. Since
a Causal Bayesian Network carries information about conditional independence
and interventions, it reduces the number of states under consideration when
dealing with probabilities, achieving considerable economies during analysis. We
make the following environmental and adversary assumptions:

– The formation has a narrow drill window, making both under- and over-
pressure easy to achieve in a short period – see Sect. 3

– Normal drilling activity is in progress
– Drilling is at depth, rather than in shallow gas sands
– The attacker will aim to disrupt operations on a long-term basis
– The attacker wishes to avoid attribution
– The attacker is has prior knowledge of the well formation
– The sensors are all operational within normal parameters, with the exception

of those directly controlling the managed drilling pumps and telemetry.

3 The complete study is available on request.
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We assume that the attack will be carried out by autonomous malicious
mobile code (similar to, e.g., Stuxnet or earlier work), imported to the rig by a
mobile device or removable media. The code on will seek out the target PLCs
or RTUs, possibly using a coordinated approach [9,21] to affect the main pump,
the back pressure pump, and the automated choke controllers or their telemetry.

Fig. 2. Attack graph causal Bayesian network

The attack commences when the attacker affects the set point, forces the
PLC output [31], or alters the control logic of the system and conceals the result-
ing (direct) telemetry — regarding backpressure pump speed (used to calculate
pressure) and choke pressure readings — from the operator.

do(AttackType = UnderPressureAttack, Severe) (2)
do(AttackType = UnderPressureAttack,Mild) (3)
do(AttackType = OverPressureAttack,Mild) (4)
do(AttackType = OverPressureAttack, Severe) (5)

In our attack analysis, we considered four types of attack shown in Eqs. 2
to 5; these aims should be compared with the possible well-bore states in Eq. 1.
Other attacks such as chronic pressure variations can also be considered using
the same approach. From Fig. 2, we consider the probable initial well condition
as this cannot be determined directly. Consequently, we have to determine the
probability that the operating crew will consider other evidence (in isolation)
than the control signals from the MPD system in determining the well condition,
how easy this is to achieve, and whether or not to respond with an intervention,
depending on their view of the reliability of the MPD rig. The accuracy of their
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diagnosis, in turn, determines the potential for damage and the likelihood of a
successful intervention, where the use of automated MPD requires feedback or
more sophisticated controls such as model-following control laws may further
obscure adversary intervention.

The attack graphs are similar in each case — see Fig. 2. To illustrate the
approach, we provide the analysis and results for Eq. 3 in Sect. 6 and discuss our
conclusions regarding the stable characteristics of the model. The probabilities
represent expert opinion, in this case drawn from the literature. Specific studies
would be needed for individual rigs.

6 Analysis and Discussion

In Eq. 3, we consider a situation where the well pressure has dropped so that
the pressure profile is wavering between sufficient and insufficient pressure to
prevent a formation influx. The situation, improperly handled, could lead to a
blowout or collapsed formation.

The attacker’s assumed prior knowledge of the well bore condition allows us
to apply a Gaussian distribution to the selected pressure set, shown in Table 1.
We also show that error margins for less well prepared attacker would be greater.
We regard these values as relatively invariant for any attack, i.e., the attacker
will achieve his attack aim 68% of the time.

Table 1. Initial well condition

Kick Instability BHPs

Prepared attack 0.16 0.68 0.16

Unprepared attack 0.25 0.50 0.25

The attack should present itself as a series of chronic small-scale influxes,
unless it unintentionally causes a kick. MPD sensor equipment is very sensitive
to bore hole pressure changes (±2.5%). While beyond the scope of this paper,
however, we note that conventional methods are up to 10 times less accurate [32].
Drilling crews with a knowledge of the rig are almost as capable of detecting an
influx by sight or smell as the use of traditional gauges [10]. Moreover, such
manual approaches are not necessarily sensitive to potential gauge failure, or
malicious action, and interpretation may suffer from confirmation bias. The mud
logging crew acts as a backup to the drilling crew. They take account of MPD
readings, but also use additional information about borehole conditions (see
Sect. 3). However, their tests are oriented towards detecting situations associated
with physical changes in well bore behavior such as increase in ROP (rate of
penetration) which will not be present in the case of an attach. Hydrocarbons
are difficult to detect in mud flow, even under the microscope, and, without
the usual additional signs, may pass unnoticed. Furthermore, the use of oil-base
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muds may make an attack harder to detect as the gas is more easily dissolved in
the mud and pressure would have to lower considerably before an obvious sign of
an influx such as bubble-out occurs4. This is particularly dangerous where a kick
is occurring as it means there is limited time to prevent a more serious blow out.

Hence if the drilling crew is deprived of accurate sensory information by
the MPD PLC, the attacker has considerable scope for pressure manipulation.
Ambiguous signals are already known to produce delayed crew responses, which
may be exacerbated by poor communication on the rig floor [10]. A lack of
other obvious physical signs bodes poorly for early or accurate detection. Table 2
shows our resulting belief regarding detection probabilities5. It may take further
damage, e.g. a stuck pipe, to alert the crew to the situation.

Table 2. Condition detection

Actual condition Detected condition Conditional probability

Kick Kick 0.50 0.08

Instability 0.25 0.04

BHPs 0.25 0.04

Instability Kick 0.35 0.24

Instability 0.35 0.24

BHPs 0.30 0.20

BHPs Kick 0.01 0.00

Instability 0.09 0.01

BHPs 0.90 0.14

Because oil rigs use a well control matrix to determine responses to anomalous
events, given an event is “detected”, a codified response will be implemented.
The response is quasi-deterministic in nature. However, the danger is that the
crew trust the automated MPD system to deal with the problem rather than
intervening themselves, or rather that the well control matrix is codified with this
response — without suitable additional checks to ensure all sensor information is
accurate. The damage potential is a result of the intervention strategy selected
compared to the actual well condition (Table 3).

If the correct intervention is selected and the maliciously subverted MPD is
bypassed during the intervention, the potential for long term damage to pro-
duction is reduced. An incorrect intervention is likely to worsen the situation
as is relying on the MPD to resolve the problem. For example, reacting to well
ballooning as though it is a kick can result in damage to the formation. However,

4 Bubbles of gas appear in the mud flow.
5 Probabilities are calculated by taking the product of the posteriors of the preceding

nodes with the priors of the current node.
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Table 3. Recovery attempt

Intervention Cond. Prob Non-intervention Cond. Prob

Kick 0.95 0.30 0.05 0.02

Instablity 0.50 0.15 0.50 0.15

BHPs 0.00 0.00 1.00 0.39

there is a degree of uncertainty over the effects of any intervention. Even accu-
rately selecting the appropriate response may not result in a successful outcome.
Table 4 below shows the analysis outcomes.

Table 4. Damage potential

Kick condition Instability condition BHPs condition

Kick intervention 0.05 0.21 0.05

Kick non-intervention 0.00 0.01 0.00

Instability intervention 0.02 0.10 0.02

Instability non-intervention 0.02 0.10 0.02

BHPs intervention 0.00 0.00 0.00

BHPS non-intervention 0.06 0.26 0.06

Table 5 shows the likely outcomes of the mild underpressure attack. In non-
technical terms, given an attacker will normally succeed in creating such a con-
dition, the crew will intervene, leading to non-productive time, around 35% of
the time. They will fail to intervene, when they should, around 17% of the time.

Table 5. Probable consequence

Successful Cond. Prob. Unsuccessful Cond. Prob.

Accurate kick 0.94 0.05 0.06 0.00

Inaccurate kick 0.50 0.13 0.50 0.05

Accurate instability 0.94 0.19 0.06 0.01

Inaccurate instability 0.35 0.03 0.65 0.06

Accurate BHPs 0.94 0.06 0.06 0.00

Inaccurate BHPs 0.06 0.02 0.94 0.31

Inaccurate diagnosis followed by unsuccessful intervention (or non-interven-
tion, respectively) is intuitively the worst outcome and features worryingly high
in the probabilities for this example attack (42%) – reflecting our belief that the
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crew is effectively blinded to the well bore conditions by this (and any) kind of
cyber attack and hence unlikely to respond correctly.

Table 6. Attack analysis summary

Attack Attack weighting

Severe underpressure 0.43

Mild underpressure 0.42

Mild overpressure 0.49

Severe overpressure 0.47

We use this as one of the salient characteristics for attack selection, shown in
Table 6. Mild overpressure attacks with the aim of creating differential sticking
score highest. It is also worth noting that overpressure attacks carry the highest
likelihood of accurate diagnosis allowing a successful outcome for the crew as well
due to the complications of dealing with stuck pipe conditions. So the result is
somewhat unintuitive because detection (of a negative condition) is easier in this
case and intervention a given, but it reflects the penalties of inaccurate detection
and intervention for this condition. Indeed, a kick intervention for a stuck pipe
would be likely to cause mechanical damage, due to friction from expanding mud,
both to the drill string and the rotating control device and the blowout preventer
(BOP). A Macondo-like situation could also result, pushing the drill string out
of true and making it impossible to close the BOP [1]. The other salient attack
selection characteristic is failure to attribute the negative well bore condition
to a cyber attack. Stuck pipe is more likely to be attributed to physical causes
whereas failure to maintain well bore pressure above pore pressure would cause,
in our opinion, further attention to be paid to the pressure maintenance and
monitoring systems and could reveal anomalies thrown up by the attack. Again,
the attacker seems likely to select this form of attack on this basis as well as its
higher potential for permanent damage to exploitation efforts.

7 Conclusion and Future Work

Managed pressure drilling is an example of an automated control system in oil
wells, offering advantages in terms of safety and reliability. Like other control
systems, however, it is also vulnerable to attack and suffers from limited sensor
redundancy. Using Causal Bayesian Networks, we demonstrate how a set of
probable attacks on sensors and PLC (actuator) systems could lead to desirable
(for the attacker) negative outcomes. The analysis demonstrates relative stability
in the nodes of the belief network. The key factor is the (in-)ability of the crew to
detect the attack, showing the need for greater awareness and, key, mechanisms
to signal sensor anomalies.
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In future work, we will address the question of accurate detection in the face
of potentially unreliable subsets of sensors, whilst parallel efforts concentrate on
establishing minimal requirements for observability and controllability for the
number and placement of sensors.
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Abstract. Errors in the values of network parameters stored in the
control center may affect the important application of voltage stabil-
ity monitoring. This paper investigates the effect of branch parameters
errors to voltage stability monitoring, using the state vector obtained by
the state estimator. In particular, the state vector is used for calculat-
ing a voltage stability index that indicates the most critical branch (the
one that first reaches its active power transfer limit). The states of the
power system are estimated under various scenarios of possible errors in
the reactance of the critical branch and then are used for the calculation
of the voltage stability index. The case studies are performed using the
IEEE systems with 14 and 39 buses and it is shown that the calculated
value of the stability index depends on the error in the branch parame-
ters, the power system structure and the contingency leading to voltage
instability.

Keywords: Voltage stability monitoring · Branch parameter error ·
State estimation · Synchronized measurement technology · Phasor
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1 Introduction

The advent of synchronized measurement technology has triggered a renewed
interest in voltage stability monitoring. The fast reporting rate and the
time stamping of the synchronized phasor measurements in combination with
advances in ICT infrastructure enable increased capabilities in the monitoring
of voltage stability [1]. The development of better voltage stability monitor-
ing and enhancement tools has become urgent due to the transformation of
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power systems, as a result of deregulation, renewable energy integration and
the tighter financial environment. The consumer demand is increasing without
analogous investments in infrastructure, the power market is adopting a compet-
itive structure, and power systems are moving towards the smart grid paradigm
with the main vehicle being further renewable integration. The occurrence and
impact of several recent blackouts [2] have further shifted attention and fund-
ing towards the development of tools for the voltage stability monitoring that
incorporate synchronized phasor measurements provided mainly by phasor mea-
surement units (PMUs).

There are a number of approaches for assessing the voltage stability of a
power system [3]. Traditional methods include the PV curve and VQ curve
methods, as well as methods based on the singularity of the power flow Jaco-
bian matrix at the point of bifurcation [4]. Innovative approaches include the
use of decision trees [5], artificial neural networks [6], and statistical methods,
such as k-nearest neighbors [7]. In [8] a research work on the application of
synchronized measurement technology for monitoring the stability in a power
system and taking necessary control actions in a coordinated manner to avoid
an unstable scenario is reported. Other approaches consider the Thevenin equiv-
alent, a critical analysis of which is made in [9]. From the system operator’s
point of view, quantitative metrics, such as voltages stability indices, are needed.
A review of such indices can be found in [10], while an analysis of the advantages
and disadvantages of distributed vs centralized approaches can be found in [11].
An emulation to assess the computational burden and the applicability of an
algorithm monitoring small-signal stability can be found in [12].

The accuracy of the assessment of the voltage stability of a power system, by
any of the above methods, depends on the accuracy of the information regard-
ing the operating state of the system. The state estimator is the main source of
providing this information and its accuracy is of paramount importance since its
output is used as input in many functions of the power system control center.
The accuracy of the state estimator is considerably improved by the use of syn-
chronized phasor measurements in its measurement vector. Although the use of
only synchronized phasor measurements in a linear state estimator would be the
ideal scenario, such a case is not yet realistic since the PMUs are installed incre-
mentally in the power system measurement layer and thus the power systems
are partially observable by PMUs. Therefore, the use of both synchronized and
conventional measurements (power flows, power injections and voltage magni-
tudes) is the most appropriate solution for the application of the synchronized
measurement technology in state estimator. Such a state estimator scheme is
called hybrid [13].

In this work, the hybrid state estimator proposed in [13] and the linear state
estimator explained in [14] are used to estimate the states of each bus and the
power flows at each branch. Further, a stability index is used locally for each
branch to determine the distance until reaching instability. This mixed strategy,
which incorporates a central state estimator and a distributed computation of
voltage stability, serves two purposes. On one hand, the state estimator filters



124 V. Kirincic et al.

measurements errors and accounts for the probability of no power measurement
device in the critical branch. In addition, it is an application already running
in the SCADA room. On the other hand, the additional computational time
needed for voltage stability indices at individual branches is minimal and the
requirement of an enhanced monitoring of voltage stability is satisfied, as all
branches are monitored. The above concepts are analyzed in detail in the fol-
lowing sections and applied to the IEEE 14 and 39 bus systems [15,16]. The
paper is organized as follows. Section 2 describes the state estimation theoretical
background, while Sect. 3 provides the used voltage stability detection method-
ology. In Sect. 4, the simulated case studies are explained. In Sects. 5 and 6, the
obtained results are demonstrated and discussed. The paper concludes in Sect. 7.

2 State Estimation Theoretical Background

The state estimator provides the power system states (i.e., buses voltage magni-
tude and angle) in consecutive time intervals of 30 s to 5 min, using measurements
from dispersed substations, such as real/reactive power flows, real/reactive power
injections, and voltage magnitudes. The full observability of the power system
by the available measurements for obtaining a unique solution by the state esti-
mator is a prerequisite. The most widely used formulation for the power system
state estimator is the Weighted Least Squares (WLS) where the objective is the
minimization of function J (x) as:

J(x) = [z − h(x)]R−1[z − h(x)] (1)

By taking the derivative of J (x) over x and applying Taylor series the following
Gauss Newton iterative scheme is obtained:

xk+1 = xk + [G(xk)]−1HT (xk)R−1[z − h(xk)] (2)

where H(x) is the Jacobian matrix and is equal to ∂h(x)/∂x, G(x) is the gain
matrix, given by HT (x)R−1H(x), and R is the measurement error covariance
matrix. It is to be noted that the iterative procedure stops when the element of
Δxk+1 (the difference of x between two consecutive iterations) with the absolute
maximum value is smaller than a predefined threshold.

As it is aforementioned, the use of voltage and current phasor measurements
in the state estimator measurement vector improves the accuracy of the state
estimator and such state estimator formulation is called hybrid. However, one
should be careful with the inclusion of the current phasor measurements in the
hybrid state estimator measurement vector, since their inclusion maybe detri-
mental in the performance of the state estimator [17]. More specifically, the
elements of the Jacobian matrix that correspond to the current phasor measure-
ments may become undefined during the iterative procedure. Therefore, many
approaches have been proposed in the literature for overcoming this problem.
In this paper, the hybrid state estimator proposed in [13] is used for estimating
the power system states. In this hybrid state estimator formulation the current
phasor measurements are transformed to pseudo flow measurements as:
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Pijpseudo
= ViIij cos(θi − θij) (3)

Qijpseudo
= ViIij sin(θi − θij) (4)

Therefore, the measurement vector of the hybrid state estimator is formed as:

z =
[
Pfl P pse

fl Pinj Qfl Qpse
fl Qinj θPMU

V VPMU

]T
(5)

Further, in this work a linear state estimator is also used for tracking the
dynamics of the power system states in case of a fault, exploiting the fast
reporting rate of the PMU measurements. Although the current situation in
the deployment of the PMUs does not allow the application of a linear state
estimator, this will not be the case in the near future since the electric utili-
ties install more and more PMUs, and therefore the power systems will be fully
observable by PMUs. The formulation of a linear state estimator implies the
transformation of the voltage and current phasor measurements from polar to
rectangular form. Therefore, the measurements of the PMUs can be expressed
as a function of the rectangular power system states as [14]:

z = Hx + e =

⎡
⎢⎢⎣

V meas
r

V meas
i

Imeas
r

Imeas
i

⎤
⎥⎥⎦ =
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⎢⎢⎣

∂Vr/∂Vr ∂Vr/∂Vi

∂Vi/∂Vr ∂Vi/∂Vi

∂Ir/∂Vr ∂Ir/∂Vi

∂Ii/∂Vr ∂Ii/∂Vi

⎤
⎥⎥⎦

[
Vr

Vi

]
+ e (6)

where Vr, Vi, Ir, Ii are the real and imaginary parts of the bus voltage pha-
sors and the branch current phasors respectively when they are expressed in
rectangular form.

Based on the WLS framework the minimization of function J (x) will result
in the non-iterative estimation procedure of the state vector:

x = (HT R−1H)−1HT R−1z (7)

3 Voltage Stability Detection Methodology

An analysis of voltage stability monitoring approaches has been presented in
the introductory section. These may vary from just considering higher and lower
thresholds for voltage values to applying complex computational schemes. This
work is based on power margins and voltage stability indices. In [10,18], a thor-
ough comparison of several voltages stability indices available in the literature
is given. The indices were used to monitor online voltage stability margins in a
power system using PMUs. The method proposed in [19,20] starts from deter-
mining the sending and receiving ends of the branch, depending on the active
power flow direction. With respect to the pi-model of the network branch given
in Fig. 1 in which the branch parameters R and L are the series resistance and
inductance, the parameters G and C are the shunt conductance and capacitance,
a is the off-nominal tap position of transformer (in the case of the transmis-
sion line a = 1), and zV = zV∠ϕVis the load impedance, knowing the voltage
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Fig. 1. The pi-model of the network branch with the tap modeling and load impedance

VS = VS∠ϕVS
and the current IS = IS∠ϕIS phasors at the sending end, the

receiving end voltage VR = VR∠ϕVR
and the current IR = IR∠ϕIR phasors are

obtained:

VR =
(

VS

aSR
K − ISaSRZ

)
aRS (8)

IR =
1

aRS

[(
VS

aSR
K − ISaSRZ

)
D − VS

aSRZ

]
=

1
aRS

[
VRD − VS

aSRZ

]
(9)

where Z, K and D are given as:

Z = Z∠ϕZ = R + jωL = R + jX (10)

K = K∠ϕK = 1 +
1
2

[
RG − ω2LC + jω (CR + LG)

]
(11)

D = D∠ϕD =
1
Z

+
G

2
+ jω

C

2
(12)

The apparent power at the receiving end is calculated using the voltage and
current phasors, while the active power at the receiving bus is obtained as the
real part of the apparent power:

SR = VRI∗
R = VR

[
1

aRS

(
V ∗

RD∗ − V ∗
S

aSRZ∗

)]
=

(
VR

aRS

)2

Dej(−ϕD)

− VSVR

aSRaRSZ
ej(ϕZ+ϕVR

−ϕVS ) (13)

PR =
(

VR

aRS

)2

D cos (ϕD) − VSVR

aSRaRSZ
cos (ϕZ + ϕVR

− ϕVS
) (14)

The operating characteristic of the network branch is obtained by expressing
the receiving end voltage magnitude VR as the function of the sending end voltage
magnitude VS , the receiving end active power PR, the load impedance angle ϕZV

and the branch parameters:

VR1,2 =

√√√√ PRM

cos (ϕZV) K
+

V 2
S

2K2
±

√(
PRM

cos (ϕZV) K
+

V 2
S

2K2

)2

−
(

PRZ

cos (ϕZV) K

)2

(15)
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where M = R cos (ϕZV + ϕK) + ωL sin (ϕZV + ϕK). The maximum trans-
ferrable active power is derived by equating the internal root of the given expres-
sion to zero:

PRmax1,2 =
−V 2

S
cos (ϕZV) (M ∓ Z)

2a2
SR

K (M2 − Z2)
=

−V 2
S

cos (ϕZV)
2a2

SR
K (M ± Z)

(16)

After considering the smaller of two solutions forPRmax1,2 , the power stability
transfer margin PRmargin is introduced by subtracting the actual power at the
receiving end from the obtained maximum power. The stability indices (SIj), as
proposed in [21,22], are calculated for each network branch j. The lower the SIj

is, the closer the receiving bus is to its marginally stable operation point, with
the lower margin left. The SI for the whole system is obtained by finding the
minimum in the set of j buses:

SI = min {SIj} = min
{

PRj max − PRj

PRj max
=

PRj margin

PRj max

}
(17)

The described approach is simple to implement and requires minimal com-
putational effort, so it can be used for online applications.

4 Case Studies

The impact of the network branch parameter errors on the calculation of power
margins and SI was analyzed using the standard IEEE test systems with 14 and
39 buses. The static and dynamic data for the test systems were modeled in the
PowerWorld simulator [23]. The values computed in PowerWorld are considered
as the actual values while the measurements used as inputs for the state estima-
tors (implemented in Matlab) are created by adding Gaussian noise to the actual
values. The standard deviation values, according to the type of measurement,
are shown in Table 1.

Table 1. Maximum measurement uncertainties

Measurement type Maximum measurement uncertainty

Real/reactive power flow and injection (p.u.) 3/100

Voltage magnitude PMU (p.u) 0.02/100

Current magnitude PMU (p.u) 0.03/100

Phase angle PMU (degrees) 0.54

The noisy measurements were processed by the state estimator to derive the
power system state vector, which includes the voltage phasors for all the buses
assuming a fully observable power system. In the first case, a consecutive load
increase was assumed in the IEEE 14-bus system. More specifically, the active
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Table 2. Placement of measurements in the IEEE 14-bus system

Measurement type Measurement location

Flow measurement location (bus # - bus #) 1–2, 4–9, 4–5, 5–6, 6–12, 6–13, 7–8,
7–9, 13–14

Injection measurements location (bus #) 1, 2, 3, 4, 6, 9, 10, 11, 12, 13, 14

PMU location (bus #) 2, 6, 9

Table 3. Placement of measurements in the IEEE 39-bus system

Measurement type Measurement location

PMU location (bus #) 2, 6, 9, 10, 11, 14, 17, 19, 20, 22, 23, 25, 29

power of the load at bus #2 was increased from the initial value of 10 MW to the
final value of 1000 MW in 100 time steps. The states of the IEEE 14-bus system
were provided by the hybrid state estimator and the types and the locations of
conventional and synchronized measurement units for rendering the IEEE 14-bus
system observable are tabulated in Table 2. It is to be noted that the locations of
the PMU measurements were chosen for maximizing the accuracy of the hybrid
state estimator, according to the methodology proposed in [24]. In the second
case study, a dynamic scenario was simulated in the IEEE 39-bus system with
a more severe change of the power system state. A generator outage at bus #39
was simulated in tOUTAGE=1 s, with the total simulation time of tTOTAL=20 s.
The transient stability results for each time instant were put into the linear state
estimator, which was able to track the fast system dynamics. The output of the
linear state estimator was then used to determine the active power margins
and SI. The locations of PMUs for having full power system observability are
tabulated in Table 3. These locations that are determined using the methodology
proposed in [25], are the optimal in terms of minimizing the number of PMUs
needed for rendering the power system observable.

As it is aforementioned, the main purpose of this paper is the investigation
of the dependency of the voltage stability monitoring scheme on the branch
parameter errors. The literature review reveals that the branch parameter values
stored in the databases could vary from the real ones as high as 30 % of their
nominal values [26,27]. Therefore simulations are performed for different levels
of parameter errors of the critical branches. In this paper, it is assumed, without
loss of generality, that the erroneous parameter of the network branches is only
the reactance.

The first simulated scenario for both test systems is performed without errors
in branch reactances, in order to identify the critical branch and use it as a base
case for the subsequent scenarios. After the lowest value of the SI was found,
the offset of ±5 %, ±10 % ±20 % and ±30 % was added in further simulations
to the reactance of the critical branch. Additionally, for the IEEE-39 bus test
system in each of the simulated cases, the time difference (tDIFF ) and the active
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power margin difference (PMDIFF ) between the case without parameter errors
(base case) and for the case with erroneous parameters are calculated. The time
difference corresponds to the instances at which power margins start decreasing
rapidly. The power margin difference is the difference in power margins at the
time instant when the power margin for the case with a branch error starts
decreasing rapidly.

5 Results

In the case of the IEEE 14-bus system where a consecutive load increase at
bus #2 is assumed, the critical branch is the one connecting buses #1 and #2
(the receiving end). Figure 2 shows the active power flow, limit and margin,
considering a ±30 % error in the critical branch reactance. It can be observed
that when the active power flow in Fig. 2(a) reaches the maximum active power
value, the active power margin in Fig. 2(b) drops to zero. Also, the receiving end
voltage magnitude in Fig. 2(c) continuously decreases as the load value increases.
In Fig. 2(d) the stability index decreases as the system approaches instability.
The dotted and dashed lines represent the results obtained with ±30 % error in
the critical branch reactance, respectively. It can be observed that in the case
of +30 % error, the calculated power margin is lower than the actual one, while
in the case when –30 % error in the critical branch reactance is assumed, the
calculated power margin is larger than the actual one. Instability is detected for
all cases at the same time with differences in SI being rather small. However, the
latter is misleading as SI is relatively insensitive to power margin differences due
to the large value of the denominator, Pmax. The effect of the critical branch
parameter error is more apparent when considering power margin differences
instead of SI, Fig. 2(b). For instance, if the trigger of remedial actions was based
on a threshold of the power margin then the error in the branch parameter would
lead in different triggering times. In addition, for a given change in the load an
error in branch parameter could lead either to false alarm or no detection of a
potentially dangerous operating point regarding voltage stability.

In the scenario performed in the IEEE 39-bus system, a generator outage
at bus #39 was assumed. The critical branch is the one connecting buses #26
(the receiving end) and #29. Figure 3 shows the active power flow, limit and
margin, considering as well a ±30 % error in the #26–#29 branch reactance.
After the generator outage, the critical branch maximum power continuously
decreases until it becomes equal to the actual power flow (Fig. 3(a)). As the
system approaches instability, the power margin in Fig. 3(b) and the receiving
bus voltage in Fig. 3(c) also decrease. Finally, the zero value of SI in Fig. 3(d)
indicates that the system reached instability. Again, the dotted and dashed lines
represent the results obtained with the ±30 % error in the critical branch reac-
tance, respectively. It is evident that the value of the –30 % error results in higher
power margin than the actual power margin value (without branch parameter
error), while the +30 % error gives lower power margin than the actual power
margin value.
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Fig. 2. Active power (flow, limit and margin), the receiving end voltage and SI for the
IEEE 14-bus system without error (solid line) and with the ±30 % (+dotted, -dashed)
error in the branch reactance

In order to study the effect of the branch reactance error to power margins
and SI in detail, additional simulations are performed for the already described
case scenario in the IEEE 39-bus system, with the errors of ±5 %, ±10 % ±20 %
and ±30 % in the reactance of the critical branch. Figure 4 presents the power
margin for the critical branch. In Table 4 tDIFF and PMDIFF are given for each
of the simulated cases.

Table 4. Time difference (tDIFF ) and power margin difference (PMDIFF ) between
the base case and the cases with error in the branch reactance for the IEEE 39-bus
system

Error [%] ±5 ±10 ±20 ±30 Error [%] ±5 ±10 ±20 ±30

tDIFF [s] 0.16 0.56 1.20 1.88 PMDIFF [MW] –21 –46.1 –82.6 –115.1

–0.48 –0.82 –1.70 –2.84 21 58.7 129.2 226.8

Positive values of branch parameter errors lead to positive values of tDIFF

and negative values of PMDIFF and vice versa. From the obtained results, it is
clear that the negative error in branch reactance results in the larger absolute
values of tDIFF and PMDIFF for all the simulated cases. In addition, for negative
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Fig. 3. Active power (flow, limit and margin), the receiving end voltage and SI for the
IEEE 39-bus system without error (solid line) and with the ±30 % (+dotted, -dashed)
error in the branch reactance

Fig. 4. The power margin for critical branch in the IEEE 39-bus system for the base
case and for the cases with ±5 %, ±10 %, ±20 % and ±30 % error in the branch reac-
tance

errors, a non linear dependence of both tDIFF and PMDIFF on the branch
parameter error size is observed.

6 Discussion

The methodology presented in this paper uses a central state estimator to derive
the states of the system, and a distributed monitoring scheme by calculating the
voltage stability indices for the critical branch. The reason for the latter is that
the state estimator acts like a filter to possible errors introduced by individ-
ual measurements and to account for the fact that it is probable not to have a
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power measurement device in the critical branch. In addition, by computing volt-
age stability indices for individual branches a minimal additional computational
time is introduced. As a next step in this work the relationship between voltage
stability monitored from the perspective of power flows at individual lines and
monitored from the perspective of the whole system will be investigated.

Based on the case studies investigated in this paper it can be concluded
that the uncertainty in branch parameters impacts considerably the detection of
voltage instability. The effect of the branch parameter errors varies according to
the sign of the branch parameter error, the structure of the power system and
the characteristics of the contingency leading to instability. Thus, the develop-
ment and application of parameter error identification algorithms or algorithms
that would apply uncertainty propagation approaches to determine the standard
deviation of the computed stability indices are desirable.

Moreover, a thorough comparison of the distributed and centralized strategies
could be conducted in terms of computational burden-scalability and accuracy.
In the case of the centralized strategy one should consider the states as obtained
by the state estimator for assessing voltage instability, while in the distributed
strategies the direct use of PMU measurements can be considered. The use of a
state estimator (centralized approach) even in a power system fully observable by
PMUs is beneficial since it can filter possible measurement errors. On the other
hand, in case of not full observability by PMUs, the tracking of fast evolving
contingencies that lead to power system voltage instability is not feasible using
state estimator, but it could be using local raw PMU measurements if exist.

7 Conclusion

This paper investigates the effect of branch parameter errors to voltage stability
monitoring. The input in the voltage stability monitoring methodology is given
by a state estimator and various scenarios with respect to possible errors in
branch parameters when the state estimator was executed are considered. Based
on the active power flow margin, the stability index is obtained indicating the
most critical branch that reaches its power transfer limit. The case studies were
performed using the IEEE systems with 14 and 39 buses.

The calculated value of the stability index depends on the error in the branch
parameters, which could negatively affect the system operator’s ability to initiate
proper actions to retain the system stability. Further, the system operator may
not be able to apply the proper remedial action at the right time using incorrect
information about the available transfer margin.
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Abstract. In this work we study the problem of airborne contaminant
transportation in high-risk buildings using CFD methods. The main con-
tribution of this work is the design and evaluation of two building case
studies using CONTAM coupled with the CFD0 Editor: (i) a conceptual
office building with a large conference room surrounded by four smaller
offices and (ii) the Pefkios Georgiades amphitheater which is a real build-
ing housed at the Cyprus University of Technology in Lemesos. For both
case studies, a large number of scenarios were performed involving the
transportation of a dangerous contaminant from various locations inside
the building and recommendations were provided as to the number and
locations of sensors that would guarantee prompt detection to ensure the
safety of the people. A comparison of CFD to multi-zone and a study
regarding the total computational time of CFD with respect to the grid
size were also performed.

Keywords: High-risk buildings · Critical infrastructure protection ·
Contaminant transportation · CFD · CONTAM · Sensor placement

1 Introduction

High-risk buildings belong to Critical Infrastructures, which according to the
European Council Directive 2008/114/EC are defined as those systems which
are essential for maintaining the societal and economic well-being of the people,
and in case their operation would be disrupted or destroyed, the state would fail
in maintaining those functions [1]. These include governmental buildings and
ministries, utilities, schools, airports and hospitals. In these buildings the indoor
air quality can be compromised as a result of an accident or terrorist attack,
affecting the health and the safety of its occupants. A possible type of terrorist
attack is the release of some airborne chemical, biological or radiological agent in
the building interior [2]. Under these safety-critical conditions, through various
controls of the Air Handling System (AHS), the contaminant should be either
diluted or completely removed (if possible) from the building zones with a quick
and effective way, while at the same time ensuring minimum exposure for the
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occupants. Thus, the placement of the sensors that will detect the presence of
the contaminant becomes of paramount importance in order to have an effective
emergency system.

For deciding where to place the sensors, we need to simulate a large number
of scenarios by varying the source characteristics (position, evolution rate, onset
time) in order to observe the dynamics of the contaminant transportation inside
the building. For airborne contaminants, as the ones considered in this work,
their transportation is primarily affected by the building airflows which can be
calculated using multi-zone models or Computational Fluid Dynamics (CFD).
Multi-zone models, represent a building as a network of well-mixed zones. Tem-
perature, humidity, air velocity and pollutant concentration are assumed uniform
within one zone. CFD modeling, on the other hand, involves numerically solving
the conservation equations of mass, momentum, energy and species concentra-
tions by dividing the space into a finite number of discrete cells and then using
an iterative procedure to achieve a converged solution. It can provide the spa-
tial distributions and temporal evolution of air pressure, velocity, temperature,
humidity, contaminants, and turbulence intensity. The degree of accuracy of the
method comes at the expense of high computational overhead and depends on the
correct representation of the boundary conditions, the solution grid, and the level
of transient characteristics [3]. CONTAM [4] is a multi-zone simulation software
developed by the US National Institute of Standards and Technology (NIST),
with which the user can easily create the building outline and specify the zone
volumes, the openings, the environmental conditions, as well as the contaminant
sources present, to compute airflows and simulate contaminant concentrations
in the different building zones. In a recent release in 2011, CONTAM introduced
the capability of including a single CFD zone inside a multi-zone building sim-
ulation using the CFD0 Editor - see [5]. This enables the detailed modeling of
a zone when the well-mixed multi-zone assumption is not appropriate (i.e., for
large open spaces) thus capturing the local distribution of air and contaminant
properties in the specific zone.

The main contribution of this work is the design and evaluation of two build-
ing case studies using CONTAM coupled with the CFD0 Editor: (i) a concep-
tual office building with a large conference room surrounded by four smaller
offices and (ii) the Pefkios Georgiades amphitheater which is a real building
housed at the Cyprus University of Technology in Lemesos. Note that the Pefkios
amphitheater is used for both academic purposes and for hosting a number of
other important presentations with subjects ranging from business to politics,
making it a critical infrastructure. The office building served as an evaluation
platform for experimenting with the CFD capabilities of CONTAM, while the
Pefkios Georgiades was a great chance to apply the methods in a real building
setting. The CFD0 Editor was used for the 3-D design of one of the building
zones in each scenario; the conference room in the first and the amphitheater
in the second. Attention was paid to details, including the shape, the volumes,
the airflows and the various furniture and appliances inside the CFD zone in
order for the simulation to be as realistic as possible. For both buildings case
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studies, a large number of scenarios were investigated involving dangerous con-
taminant sources introduced in different locations inside the CFD zone. Each
of the scenarios was simulated using CFD methods for producing detailed air-
flow information and contaminant concentrations in the zone of interest. Based
on the simulation results of the scenarios investigated, recommendations were
provided as to where to place the sensors in order to provide fast detection and
ensure the safety of the people.

The problem of simulating contaminant transportation in buildings for
detecting the presence of dangerous contaminants has received significant inter-
est from the research community over the last decade using both CFD [6,7],
as well as multi-zone models [3,8,9]. In this work, we use a CFD zone inside
a multi-zone setting to construct and evaluate a realistic model of the Pefkios
Georgiades amphitheater, in order to provide recommendations for placing the
sensors inside.

The rest of this paper is organized as follows. In Sect. 2, we describe the design
and evaluation of the office building case study while the Pefkios Georgiades
amphitheater case study is analyzed in Sect. 3. Finally, Sect. 4 concludes the
paper and discusses future work.

2 Office Building Scenario

In this section, we examine a conceptual office building composed of four small
offices and a big conference room in the middle. We assume that natural venti-
lation is the dominant source of air-movement inside the building with the wind
blowing from the west causing a pressure of 1 Pa on the wall exterior. Figure 1
shows the office outline as constructed on CONTAM, with the various rooms
(zones) labeled together with the resulting pressures and airflows depicted with
red and green lines respectively. The conference room in the middle with dimen-
sions 10× 4× 3 m was simulated as a CFD zone using a grid mesh of 42× 30× 24
cells in the X,Y and Z directions respectively. The 3-D design constructed using
CFD0 Editor includes a table surrounded by 9 chairs, a bookshelf and a projector
as shown in Fig. 2.

Fig. 1. Office building outline on CONTAM
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Fig. 2. 3D design of conference room.

Using the designed office building, four different scenarios were simulated and
analyzed, involving a Carbon Monoxide (CO) source introduced at different loca-
tions inside the conference room with a continuous emission rate of 1000 gr/h.
More specifically, we investigated the four following source location scenarios
shown in Fig. 2: (i) under the conference table (S1); (ii) next to projector screen
(S2); on the projector (S3); and (iv) on the bookshelf (S4). Some representative
results for S4 are shown in Fig. 3(a) and (b), depicting the resulting airflows and
contaminant concentration contour plots in the conference room respectively, for
the slice corresponding to Z = 1 at time t = 00:04:30 (HH:MM:SS).

The average concentration time series for the same scenario (S4) is portrayed
in Fig. 4 for the various office zones using both multi-zone and CFD simulation
for the conference room. Note from the figure the large difference between the
CFD results and the Multi-Zone (MZ) measurements for the various zones. In
particular, for the MZ the only significant concentration in observed in the con-
ference room reaching a steady state value of 420 ppm, whereas using the CFD
model the conference room average concentration is smaller than 100 ppm while
the largest concentrations are observed in Office 3 and Office 4 reaching values
of 550 and 300 ppm respectively after 30 min. This difference is the result of the
detailed analysis performed by the CFD model inside the conference room. Note
that for the MZ model the source location is not important because a uniform
concentration is assumed for the whole zone at each time instant. This makes
the MZ model unable to capture the correct airflows and detailed propagation
of the contaminant inside the conference room. In particular, as seen in Fig. 3(a)
strong airflows from the bookshelf direct the contaminant towards Offices 3 and
4 where the largest concentrations were observed. This is also confirmed by
Fig. 3(b) which shows the highest concentrations around the bookcase and the
door to Office 3.

In summary, the MZ method can provide erroneous results in situations where
we model large building spaces with complex airflows. The CFD method is in
general a more accurate, realistic and trusted solution for these cases and should
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(a) Airflows

(b) Contaminant Concentration

Fig. 3. Conference room scenario with CO source on bookshelf (S4).

be preferred whenever possible. The only drawback of CFD is the computational
time needed to perform the simulation that is far greater than MZ. The compu-
tational time of CFD simulations is further investigated in the next section.

Regarding sensor placement, the intuitive solution is to place the sensors in
specific building areas that receive high contaminant concentration in order to
ensure the prompt detection of the contaminant. In the four different scenar-
ios simulated, however, there wasn’t any overlap between the sources’ regions
of influence (regions with high contaminant concentration). So there was not a
possible location that a sensor could be installed in order to detect the conta-
minant coming from more than one source so the only possibility was to install
four different sensors, one for each case. Note however, that this is because the
chosen scenarios were (i) limited in number and (ii) selected to be as different
from each other as possible. For correctly solving the sensor placement problem,
a large number of scenarios need to be considered in order to adequately cover
the possible source characteristics (location, onset time, release rate) as well as
the changing environmental conditions affecting the contaminant propagation.
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Fig. 4. Average Contaminant concentration in conference room using multi-zone (MZ)
and CFD simulation for scenario with source on the bookshelf (S4).

3 Pefkios Georgiades Amphitheater Scenario

In this section, we investigate a realistic building case study corresponding to
the Pefkios Georgiades amphitheater of the Cyprus University of Technology
located in the heart of Lemesos. It can seat around 120 people and it is cur-
rently being used for both classes and important presentations making it a Crit-
ical Infrastructure. Note that the chosen scenario also fits the general structure of
many other high-risk buildings (i.e., parliaments, shopping malls, theaters, cine-
mas or stadiums) containing a large covered open-space area with forced ventila-
tion. Figure 5 shows the 3-D design of the amphitheater using the program CFD0
Editor (Fig. 5(a)), the outline of the surrounding spaces and boundaries sketched
using CONTAM (Fig. 5(b)), as well as a comparison of the sketched and real
amphitheater (Fig. 5(c)). The amphitheater has dimensions 16× 15× 6 m and
was simulated as a CFD zone using a grid mesh of 120× 140× 60 cells in the
X,Y and Z directions respectively. Note that the actual shape of the amphithe-
ater is oval but CONTAM (and the CFD0 Editor) does not have the ability to
draw such shapes so it was needed to use a staircase approximation as shown in
Fig. 5(b). We assumed forced ventilation as a result of the AHS with flows pri-
marily originating from air ducts on the floor (Fig. 5(e)) and returning through a
large air duct above the main desk (Fig. 5(d)). Note that the current implemen-
tation of a CFD zone inside CONTAM does not support an AHS so fictitious
floors were added above and below the amphitheater in order to simulate the
presence of the air ducts. All airflows were measured using a flow meter (average
value of 3 m/s for supply and 2.5 m/s for return) in order for the simulation to
be as realistic as possible.
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(a) 3D Design

(b) Outline of amphitheater

(c) Comparison between real and sketched amphitheater

(d) Air duct above main desk (e) Air duct on the floor

Fig. 5. 3D design of amphitheater Pefkios Georgiades.
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3.1 Sensor Placement

The scenarios investigated involve a carbon monoxide (CO) source of emission
rate 500 g/min positioned at different locations inside the amphitheater. More
specifically, we experimented with a CO source placed under the main desk in
the front of the room, one near the projector at the back of the room and 24
different locations on the seats in the auditorium. The 26 different locations
investigated are shown with yellow dots in Fig. 6(a). For each of these scenarios,
the coupled CONTAM-CFD simulation was ran providing the detailed airflows
and the contaminant concentration inside the amphitheater. In general, due to
the resulting airflows, for all the scenarios investigated we observed an upwards
movement of the contaminant towards the ceiling. So, for placing the sensors we
decided to concentrate on the last Z-slice of the room (i.e. the one closest to the
ceiling.) Some representative results, regarding the contaminant concentration
at slice Z = 60 are shown in Fig. 6(b)–(d) at time t= 40 s. From these figures, we
used simple geometrical shapes to approximate the Region Of Influence (ROI) of
each source, indicating the area where high contaminant concentration (shown
on the figures with pink color) was observed, enough to trigger a sensor. This
resulted in a circular ROI for the sources placed near the amphitheater seats, a
rectangular ROI for the source placed near the projector and a square ROI for
the source placed under the main desk demonstrated in Fig. 6(b)–(d). Then by
spatially superimposing the ROIs for all the different scenarios and finding the
places where they overlap, we came up with 9 recommended sensor locations
for covering all 26 different scenarios. These locations are indicated with purple
dots in Fig. 6(a), together with the source ROI for the different scenarios inves-
tigated. So, with the 9 recommended sensors, it is possible to detect anyone of
the contaminant sources investigated (and possibly many more) in 40 s or less.

In addition to CO, we also experimented with a Sarin source, a deadly con-
taminant that is classified as a weapon of mass destruction. In this scenario,
the source of emission rate 500 g/min is placed not in the amphitheater, but in
the air ducts of the building in order to simulate a possible terrorist attack. The
idea is that the terrorist could have installed the container holding the dangerous
substance (Sarin) into the air ducts at a time of low security measures and trig-
ger the releasing mechanism using a remote control during an important event
taking place at Pefkios. After simulating this scenario, due to the location of the
air-vents and the resulting airflows, the contaminant was quickly spread inside
the whole amphitheater. Therefore, the only possible measure for protecting the
people inside the amphitheater, is installing sensors inside the supply ducts of
the AHS and shutting down the ventilation system as soon as the contaminant
is detected. At the same time, the building should be evacuated immediately.

3.2 Computational Time

The total computing time for the coupled CONTAM-CFD simulation can be
divided into three parts [7]: (i) Multi-zone calls, (ii) Iterative exchange of bound-
ary conditions and (iii) CFD calls. From these, CFD calls take up most of the
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(a) Sensors (purple) and Sources (yellow)

(b) ROI for seat scenario (c) ROI for main desk scenario

(d) ROI for projector scenario

Fig. 6. Sensor placement in pefkios amphitheater (Color figure online).
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Fig. 7. Computing time vs. Number of grid cells

total computing time. However, there is one more important factor. It is the
size of the 3-dimensional grid. Figure 7 shows the computing time for the same
scenario using different grid sizes. The simulation has been performed by the
following system: Microsoft Windows XP Professional x64 bit SP2, Intel Xeon
CPU, X5660 @2,80 GHz, 2,79 GHz, 11,9 GB of RAM. The figure shows the com-
puting time for performing the airflow calculations, the concentration calcula-
tions and the total time which is the sum of the two. From the plot, it becomes
evident that the total time needed increases linearly with the grid resolution so
in order to minimize computation time, we should use the minimum resolution
that produces reasonable results.

For the investigated scenario, this minimum resolution is shown with the
orange line in Fig. 7; below this critical point, the calculated airflows are no more
representative of the real situation. This is mainly due to restrictions imposed by
the specific building case study. In particular, the area of the air supply ducts on
the floor and the return duct on the wall above the main desk, must be taken into
consideration to determine the size of the grid in each axis. Another restriction
has to do with the size of any other object restraining or changing the airflows
(for example, the stairs of the amphitheater). Note, that such an analysis should
be performed for each different building case study, in order to minimize the
computational time without compromising the accuracy of the simulations. Of
course, if simulation time and computing power are not an issue, one should
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select the highest grid resolution possible in order to achieve the most detailed
and accurate results.

4 Conclusions and Future Work

In this work, two building case studies were designed using CONTAM that
include a large zone which was simulated using CFD methods: (i) a concep-
tual office building and (ii) the Pefkios Georgiades amphitheater. For both case
studies, a large number of scenarios were performed involving the transporta-
tion of a dangerous contaminant from various locations inside the CFD zone.
For both scenarios, recommendations were provided as to the number and loca-
tions of sensors that would provide prompt detection to ensure the safety of the
people. Moreover, for the office building scenario, a comparison was performed
with multi-zone to highlight the differences and demonstrate the importance of
using CFD simulation in large building spaces. Finally, for the Pefkios scenario, a
study was performed concerning the computational time of the CFD simulation
and the minimum grid resolution for obtaining adequate results.

In the future, we plan to investigate other critical buildings using CFD sim-
ulation software and provide recommendations as to where to place the sensors.
Currently, our reasoning was based on the analysis of a limited number of scenar-
ios that involved different source locations. In the future, we will also experiment
by changing other source parameters (type, number, magnitude, evolution rate)
as well as environmental conditions affecting the flows (wind speed, wind direc-
tion, temperature). Finally, this work would not be complete without the design
of the control system responsible for making the right decisions at the right
time. These involve automatically opening and closing doors and windows and
controlling the status of the AHS following the detection of a contaminant in
order to ensure the safety of the people.
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Abstract. Recent blackouts of major power systems (PSs) clearly
demonstrate the topicality of the blackout problem when rapid mul-
tiple tripping of vital PS elements leads not only to PS collapse but
also essentially affects the operation of other critical infrastructures. To
prevent such situations special types of automation such as PS splitting
and frequency control automation are employed. Taking into account the
drawbacks of existing devices the new methods and technical solutions
to increase sustainability to such events are discussed.

Keywords: Power systems · Automation · Load shedding · Protection ·
Blackout prevention · Power system restoration

1 Introduction

Depletion of fossil energy resources, energy consumption growth, the electricity
market liberalization, the increasing number of large cities and new structures,
which are critical to the power supply interruptions, are factors, which threaten
operational security and affect power system (PS) management and control,
encountering new problems and challenges. Consequently there is an increasing
risk of development of a severe emergency (or even blackout) leading to enormous
losses [1–3].

Maintaining reliability and efficiency of power supply under numerous uncer-
tainties is the main task being solved during power system operation. Based on
the detailed blackout analysis (mainly shown in [4]) in the most cases the dan-
gerous overload of transmission grid initiates the development of severe emer-
gency situation (e.g. multiple line tripping, stability loss, voltage instability)
which spreading in cascade-wise manner and giving the start to other emergency
processes (e.g. oscillations/swings, frequency emergency); each of the emergency
processes triggered by the overload and their aftereffects can cause outages of
generating units and as a result a partial or complete PS blackout. The black-
out analysis has shown that the most severe conditions for the generating unit
(incl. boilers, turbines, reactors, pumps, generators) are asynchronous operation
(AO) or out-of-step followed by PS uncontrolled splitting and frequency drop
c© Springer International Publishing Switzerland 2016
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emergency [3–5]. The process of blackout development is complicated, develops
very rapidly, so personnel cannot adequately react on such events. For that rea-
son protection should be fast-acting and preventive being oriented towards the
complete automation of the process (in pre-emergency, emergency and after-
emergency mode).

It should be noted that operation and control of modern PSs cannot exist
without usage of information and communication systems. Erroneous operation
or non-operation of such systems, e.g. due to cyber-attacks, make the system very
labile and can misinform the operators about existing PS conditions thus caus-
ing development of PS collapse. Since the threats of PS blackout development
will exist always and are hardly predictable the special protection schemes and
systems such as out-of-step prevention and advanced automatic under frequency
load shedding are efficient means to diminish the probability and aftereffects of
severe emergency development.

2 Emergency Automation

Usually to prevent and eliminate AO the local protection and automation devices
monitoring voltages and currents at selected transmission lines (TLs) are used.
The main aim of such devices is to detect out-of-step during beginning of its
development and to divide the PS grid into pre-determined areas. Evaluation
of AO threats is based on the real-time information collected from a single TL
terminal. The newest technology integrates Global Positioning System (GPS)
receivers providing for synchronised phasors measurements [6] over multiple grid
locations ensuring accuracy of better than one microsecond [7].

To detect AO the various local and wide-area systems can be used (given
in details in [7]). As shown by [6,7], wide-area systems with remote synchro-
nised measurements may be realised using measurement of phasors (i.e. complex
of fundamental frequency AC system voltages and currents). The configuration
consists of two or more phasor measurement units (PMU), which provide syn-
chronized real-time information regarding the state of the system using GPS.
The data provided by the PMUs are sent to an appropriate control unit (or con-
centrator). The platform is based on powerful digital processor, and is capable
of receiving data from a large number of PMUs and verifying the data integrity.
The platform provides high performance communication links to other compo-
nents like substation automation or power plant automation. However, localised
systems are widely accepted for the real-time control in PSs, especially taking
into consideration high costs of global systems and taking into account the pos-
sibility of complete system damage in case of failure of communication channels,
concentrator, or GPS.

The proposed solution uses elements of both the above mentioned methods.
The AO recognition is carried out by local devices, but to increase their effi-
ciency communication channels, synchronized measurements and information
from remote substations are used. The real-time synchronised measurements of
voltage phasors are compared between two key substations (Bus 1 and Bus 2
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in Fig. 1) located within a transmission corridor in question. The automation is
able to keep working state in case of GPS and/or communication channels failure.
Additionally, two remote voltage phasors are simulated in the same timeframe
reaching for relevant locations (Gen1 and Gen2 in Fig. 1).

Fig. 1. Simplified diagram of terminals connection in power system.

In case of AO in power system the angle δ between simulated voltages (Gen1
and Gen2 in Fig. 1) increases till 180◦. The terminal operates when the following
requirements are met: angle δ has reached its limit value; angle changes with
a sufficiently high rate (dδ/dt); voltage circuits are in serviceable condition;
currents and voltages are symmetrical; communication channels are in operation
condition.

The practical usage of fiber optic channels with multiplexors technology real-
ization has showed that different types of problems (incl. protection blocking due
to communication channels time delay deviation from its nominal value) occur
during data transferring process [8]. To avoid the time delay asymmetry influ-
ence on the protection system functionality, the measurement synchronization
method should be applied. The GPS disciplined clock can be used as the source
of the external synchronization signal. Sharing of communication channels and
GPS allow to make the channels control and data validation.

As result of AO protection relays action PS is divided into several parts.
The imbalance between produced and consumed energy occurs resulting in a
frequency deviation. To restore frequency automatic under-frequency load shed-
ding (UFLS) or/and spinning reserve are used. The main goal of UFLS is to
gradually shed portions of the load when the system frequency reaches values
lower than allowed.

Existing UFLS automation has drawbacks, which limit adaptability of emer-
gency automation to a change under-frequency situation. UFLS tripping fre-
quency settings are calculated for a particular power system. Load shedding
value is considered at the rated value. In practice this value is not a constant
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but variable one. Thus, implying rated values as the load shedding which can be
different from real one, improper frequency behaviour takes place.

The authors propose a new method for smart under-frequency load shedding
system (SUFLS) based on the integration of interactive information channels
(IICs) and taking into account current load level in the each pre-defined district
thus eliminating mentioned drawbacks. The system interactivity means receiving
of information about the active power consumption and generation as well as full
load control (load shedding and restoration) [9,10]. Each district is equipped with
a power deficiency calculation block using the transformed rotor swing equation:

ΔP = TJ · df/dt + Δf/kgov + Δf · kload (1)

where TJ – rotor’s inertia constant, s; kgov - governor speed droop; k load - load-
damping constant; Δf - frequency difference, p.u.

3 Case Studies

The comparison of existing AO protection relays, namely AOP-A and the pro-
posed two terminals method based on synchronized measurements, referred to
as AOP-B, is presented and analysed using the Latvian PS transmission grid
model [7]. The Latvian PS is interconnected with neighbouring networks of
Lithuania, Estonia and Russia. Generators connected to the grid loss their sta-
bility and various transient groups are formed after simulation of the complex
unstable conditions that emerged from the fault. Each unstable group will require
either controllable splitting of the grid or tripping of unstable machines. How-
ever, further analysis is concentrated on inter-system observations under this
complex instability pattern, in particular Latvia to Russia connection. Suitabil-
ity of AOP-B in comparison with AOP-A is confirmed by a verification study
performed in ETAP. Figure 2 compares phasors angle values for corresponding
system locations as modelled by AOP-A and AOP-B (changes in time during
AO) versus ETAP simulation results for the same buses (generators).

The comparison of presented graphs brings to the conclusion that settings
are chosen properly and performance of the new proposed method and device is
in line with requirements.

The simplified PS model (5 CHP generators connected via TLs) has been
used to analyse and compare results of UFLS and SUFLS operation. The system
consists of 5 districts with one CHP in each and is equipped with interactive
information channels. The operation of proposed automation has been tested
at cascade emergency situation (using Matlab Simulink software) when power
instant deficiency at the fifth and the third district was simulated. The assumed
active power deficiency value is 28.6 % (at t = 0 s) and 20.0 % (at t = 160 s)
respectively. Figure 3 shows the behaviour of the PS frequency using the existing
UFLS and the proposed SUFLS. The red dashed lines show UFLS settings.

As seen from Fig. 3, in case of UFLS application three steps of load shed-
ding were activated when the first deficiency occurs at t = 0 s. Then frequency
restoration is simulated using slow-acting under-frequency load shedding with
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Fig. 2. Case study: AOP-A (red) and AOP-B (green) modelled angles (black) in com-
parison with system instability - grid maintenance case (angles in degrees) (Color figure
online).

one frequency and different time settings (UFLS2) [11]. When the second emer-
gency situation occurs at t = 160 s, three already disconnected steps cannot be
used for UFLS therefore frequency hovers at low level. In case of SUFLS opera-
tion the deep drop of frequency isn’t observed. SUFLS automation chooses the
optimal variant of disconnected load at the first and the second occurrences of
active power deficiency. As result of SUFLS operation, frequency does not drop
below 49.56 Hz.

Fig. 3. Frequency behavior at cascade type of emergency situation (Color figure online).

4 Conclusions

1. The likelihood of blackout development can not be reduced to zero, but PSs
automatic means, particularly automation for prevention and elimination of
generators asynchronous mode and under-frequency load shedding, can sig-
nificantly minimize consequences and scale of the disaster and accelerate the
recovery process.
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2. Application of fiber optic communication channels and GPS allow to perform
technically advanced automation system. Drawback of such systems is the
presence of central elements, the damage of which leads to a complete failure
of the entire system. The proposed system allows operation in local mode
after loss of centralized control function.

3. Functional testing of communication channels and control of the availability
of GPS signals allow the implementation of named automation reserve algo-
rithms operating separately, without the use of GPS and/or communication
channels.

4. The central control makes it depended on communication channels decreas-
ing reliability. To improve the situation the same approach of application of
reserve (simplified) algorithm can be used performing assigned task with less
precision.
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Abstract. In this chapter, we study the consequences of an improvised
nuclear detonation (IND) to the sub-transmission and distribution sys-
tems of Washington D.C. in the Eastern Interconnection (EI). We briefly
discuss the geographical location of the blast and the interconnection of
the power utility serving this area, with the neighboring power utilities.
Analysis of the grid with respect to steady state stability as well as tran-
sient stability is performed to understand the impact of loss in load as
a result of the blast. The steady state analysis alone does not offer a
complete understanding of the loss of the neighboring substations. The
transient stability analysis shows that for the simulated event, the sys-
tem stabilizes approximately 7 s after the occurrence of the event. The
stability of the system can be attributed to the fact that the drop in load
was relatively small compared to the generation capacity of the EI.

Keywords: Eastern interconnection · Stability analysis · Improvised
nuclear detonation

1 Introduction

Modern power system has become the backbone for a large number of other
networks such as the communications network, transportation network, and the
Internet. This dependency has considerably increased the risks caused by a dis-
ruption in the power network on the other networks. Tracking the flows of the
power network is one way in which the power network’s impact on other net-
works can be estimated. Therefore, it becomes necessary to study the statics as
c© Springer International Publishing Switzerland 2016
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well as the dynamics of severe contingencies on the power system flows. This
study summarizes the possible static and dynamic impacts of a 10kT surface
nuclear blast [1] in downtown Washington D.C. on the sub-transmission and
distribution power grid located in the vicinity of the city.

The power grid is a large critical infrastructure and analyzing its security
against mass destruction events is a relevant topic for study. Many large cities,
including Washington D.C., are located within the EI and a large blast caused
by terrorist attacks can cause instability of the city’s sub-transmission system
and distribution system [2–4]. Such disruptive events can also lead to cascading
failures that span large geographical areas.

In this chapter, we perform a preliminary investigation illustrating the sta-
bility of the EI due to a hypothetical 10KT ground burst of a dirty bomb in
the downtown of Washington D.C.; see [3,4] for a description of the scenario.
The goal of the study is to develop a generic procedure that can be applied to
other regions for similar analysis. Barrett et al. [2] investigated the geographical
distribution model of damage probability in Washington D.C. which revealed
the most vulnerable locations due to the blast. Loads that are located in those
vulnerable areas are removed from the grid. We first investigate the steady state
power flow after the blast takes place. But a steady state analysis does not
account for the possibility of losing loads/generators and transmission line trips
occurring during the transients that follow. Therefore, we also study the dynam-
ical response of the entire system with a special focus on the blast area. Analysis
of this scenario reveals that although few neighboring machines trip, the rest of
the system stabilizes within a short time interval. This indicates that the system
(in general) is robust in handling such exigencies.

The chapter is organized as follows: Sect. 2 discusses the structure of the
EI and the utilities serving the blast area. Section 3, examines the steady state
power flow of the grid after the blast. The dynamical response analysis supported
by numerical simulation is presented in Sect. 4 followed by a discussion in Sect. 5.
The conclusions and the future work directions are discussed in Sect. 6.

2 System Overview

The Eastern Interconnection (EI) has approximately 54,740 buses, 51,780 trans-
mission lines, 6,290 generators and 32,780 loads based on a 2011 Summer Base
Case model that was used for the study. It is composed of 135 areas. Washington
D.C. is located in the East-Central region of the EI. The electric service provider
(ESP), ESP1, is the utility that caters to the power requirements of the major
portions of the city. The key generating stations under ESP1 are G1, G2, G3,
G4, and G5.1 In addition, ESP2 provides power to a small area. The neighboring
utilities are ESP3, ESP4, ESP5, and ESP6. By neighbors, it is meant that these
utilities are directly connected to ESP1 and ESP2 and they share power with
one of the two through one or more tie-lines.
1 The electric service provider companies and the generating stations names have been

anonymized.
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In steady state, power enters the city from the North (469MW), South
(577MW), West (449MW), East (457MW), and North-East (141MW), respec-
tively. To understand the dynamics of the blast and determine its effects on
the stability of the grid, behavior of generators and associated controls are also
analyzed.

3 Steady State Power Flow Analysis

There are three types of damaged zones: Least Damage Zone (LDZ), Moderate
Damage Zone (MDZ) and Severe Damage Zone (SDZ). Six substations located
in the severe damage zone of the blast are removed and the transmission and dis-
tribution lines connecting them to the rest of the system are disconnected. This
results in a load drop equivalent to approximately 1400 MW. We first investigate
the steady state power flow. The loss of large load leads to reducing the overall
active and reactive power generation. The simulation shows that this results in
a new steady state operating condition for the grid. The active generated power
and reactive generated power are reduced by 0.13 % and 1.435 %, respectively.
Meanwhile, the active load and reactive load are reduced by 0.116 % and 0.114 %,
respectively. The drop in loads correspond to the power that was being supplied
from the six substations that got destroyed. The drop in generation occurred in
the generators that were present in the moderate and least damage zones.

The steady state power flow analysis does not provide any other informa-
tion on the new operating condition. For example, further drop in generation, or
a distributed reduction in generation across the neighboring areas is expected,
but it cannot be observed by only performing a steady state analysis. More-
over, steady state analysis does not show that some generators or loads might
be disconnected from the grid due to the dynamical response after the blast.
Therefore, detailed dynamical analysis based on transient stability analysis is
needed to understand, accept, or reject the steady state analysis.

4 Transient Stability Analysis

The dynamic analysis of the system is done through a study of progressive
scenarios in PSS/E [5] using python programming for automation. Study of
each scenario helps design the next scenario, thus successively building the time-
line. The first scenario contains only the initial effect of the actuating event
(the blast). The second scenario studies this event plus the immediate response
of the grid to that event. Proceeding in a similar way, the final scenario captures
all the events that are expected to occur in the real system over a period of
time. The aim of the overall study is to analyze the impact of the blast on
system dynamics by emulating real system behavior. For example, in the first
scenario a line may become overloaded at some point in time and so in the
next scenario it will be tripped to model the response of the protection system.
For analyzing system behavior, the output of generators feeding to the affected
loads are analyzed. The rule of thumb is that the generators that were directly
supplying the load will be affected the most [6].
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4.1 Scenario 1

The scenario under study is the complete loss of six substations located in the
severe damage zone due to the blast occurring at time = 1 s with the system in
steady state before that. The plots for rotor angles of the key generating stations
in the ESP1 area (G1, G2, G3, G4 and G5) and one generating station of ESP2
area (G7) are shown in Fig. 1. The simulations are run for 100 s. These angles
are relative to the rotor angle of the G6 generator which is in the ESP2 area
and is farthest from the region affected by the blast and thus expected to be
minimally affected by it.
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Fig. 1. Rotor angle plots of key ESP1 generators for Scenario 1. The angles are plotted
relative to the G6 generator. The G4, G2 and G1 generators show growing oscillations.

From the plot, it is clearly visible that the rotor angle in light blue (G4) and
the one in dark green (G2) have considerable oscillations with respect to the
others, with the maximum being at G4. Also the magnitudes of the oscillations
are slowly increasing indicating that the generators will lose synchronism. More-
over, since the generating stations closer to G4 (like G2 and G1) have relatively
bigger swings compared to the ones which are further away (like G5), there is an
indication that some disturbance occurred at G4 after the outage event which
spread to other buses. The rule of thumb used here is that the closer the source,
the larger is the magnitude of the oscillations at that place [6].

On further analyzing the machines at G4 individually, we find that the
exciters of those machines are the cause of the oscillations. For proving this
hypothesis, the rotor angle response of all the key generators with respect to G6
station as before is plotted (Fig. 2) but this time the exciters are removed from
the G4 generators from the start. It is observed that unlike earlier, the G4 gen-
erator (light blue) has not lost synchronism and there are no swings observed.
The inference drawn from this analysis is that after the outage event at 1 s, the
generators at G4 would lose synchronism and thus trip at approximately 5 s
(when the oscillations started to grow in Fig. 1) due to their exciter malfunction.
This will serve as the next scenario.
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Fig. 2. Rotor angle response of key ESP1 generators with exciters removed at G4 from
the start. The angles are plotted relative to the G6 generator. In the absence of the
exciters at G4, generators G4 and G2 do not have growing oscillations.
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Fig. 3. Rotor angle plots of key ESP1 generators for Scenario 2. The angles are plotted
relative to the G6 generator. After some initial oscillations following the blast, the
system stabilizes at a new equilibrium point.

4.2 Scenario 2

The scenario under study is the loss of damaged substations at time = 1 s fol-
lowed by tripping of G4 generators at time = 5 s. From Fig. 3, it is observed
that apart from the small, sustained oscillations/distortions in the rotor angles
approximately 30 s onwards, the rest of the system is stable. The stability can
be attributed to the fact that a load drop of 1.4 GW is very small in comparison
to the capacity of the EI (approximately 723 GW). The cause of the oscilla-
tions that occurred from 30 s onwards was attributed to numerical errors in the
simulation building up over-time.

5 Discussion

The blast in the downtown of Washington D.C. results in the loss of a large load
in the ESP1 area. Initially, as anticipated, the frequency of the system begins
to rise since the generation is larger than the load. The turbo governor action
of the generators then tries to bring the frequency back to normal. However,
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one of ESP1 generators (G4) exciter (voltage stabilizer) starts to malfunction
introducing heavy power and rotor angle swings. The inability of the governor to
keep up with the output power swing leads to the generator losing synchronism
around 4 s after the event and tripping. The system then runs smoothly after-
wards. Thus, from the analysis it is concluded that if the simulated event had
happened in reality, the system would have stabilized approximately 7 s after
the initiating event and then would be free from any oscillations (Fig. 3).

6 Conclusions

This chapter studies the consequences of a hypothetical nuclear blast on the
power grid of Washington D.C. It discusses the overall network structure of the
power grid in DC and the neighboring areas that are connected with the power
utilities serving the city. Both steady state and dynamical response analysis
of the transient stability of the grid are performed to study the loss in load
caused by the blast. The steady state analysis alone does not offer a complete
understanding of the loss of the neighboring substations. The dynamic analysis
shows that for the simulated event, the system stabilizes approximately 7 s after
the occurrence of the event. The stability of the system can be attributed to the
fact that the drop in load was small in comparison to the capacity of the EI.
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Abstract. Resilience is a dynamic multi-faceted term and complements
other terms commonly used in risk analysis, e.g., reliability, availabil-
ity, vulnerability, etc. The importance of fully understanding system
resilience and identifying ways to enhance it, especially for infrastruc-
ture systems our daily life depends on, has been recognized not only
by researchers, but also by public. During last decade, researchers
have proposed different methods and frameworks to quantify/assess sys-
tem resilience. However, they are tailored to specific disruptive haz-
ards/events, or fail to properly include all the phases such as mitigation,
adaptation and recovery. In this paper, an integrated metric for resilience
quantification with capabilities of incorporating different performance
measures is proposed, which can be used to quantify the performance
of interdependent infrastructure systems in a more comprehensive way.
The feasibility and applicability of the proposed metric will be tested
using an electric power supply system as the exemplary system with the
help of advanced modelling and simulation techniques. Furthermore, the
discussion related to the effects of interdependencies among systems on
their resilience capabilities is also included in this paper.

Keywords: Interdependent Critical Infrastructure · Resilience

1 Introduction

Critical infrastructures (CIs) are the systems so vital to any country that their
incapacity or destruction would have a debilitating impact on the health, safety,
security, economics and social well-being [1]. CIs have always been complicated,
but in recent years, they have witnessed growing interconnectedness and com-
plexities, which have turned them into a so-called “Systems-of-Systems” (SoS)
[2]. These unforeseen interdependencies may provide the tolerance to attacks
and failures if well managed (positive impact). However, on the other hand,
these interdependencies might also be a source of threat, creating new unknown
risks, e.g., the risk of cascading failures, which makes CIs more vulnerable (neg-
ative impact). Interdependency can be of different types: physical, geospatial,
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 159–171, 2016.
DOI: 10.1007/978-3-319-31664-2 17
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informational, logical (see [1] for more details about the definition and dimen-
sions of term interdependency). To better understand the performance of these
infrastructure systems, especially their behaviors during and after the occur-
rence of disturbances (e.g., natural hazards or technical failures), a great effort
has been devoted by researchers in recent years with emphasis on different phases
and aspects, e.g., availability assessment during the initial loss phase, evaluation
of restoration efforts during recovery phase, etc. However, these assessments
are challenged by the diversity of the physical flow in the infrastructure sys-
tems, by the lack of comparable quantification indexes, and by the multiplicity
of loss scenarios. A unifying method to analyze and strengthen system per-
formance as responses to disturbances is still missing. To this aim, resilience
analysis is a proactive way to enhance the ability of the infrastructure systems,
to prevent/avoid damage before disturbance events, to mitigate losses during
the events, and to improve recovery capability after the events [3]. The term
resilience can be interpreted as the ability of the system or SoS to withstand a
change or a disruptive event by reducing the initial negative impacts (absorptive
capability), by adapting itself to them (adaptive capability) and by recovering
from them (restorative capability). In this paper, these capabilities are referred
as three essential resilience features: enhancing any of them will enhance system
resilience. They focus on the system response during and after the occurrence of
disruptive events. It is important to further understand and find ways to quan-
tify these capabilities that contribute to characterization of the system resilience
performance [4]. Absorptive capability refers to an endogenous ability of the
system to reduce the negative impacts caused by disruptive events and min-
imize consequences. In order to quantify it, robustness can be used, which is
defined as strength of the system to resist initial impacts [5]. Adaptive capabil-
ity refers to an endogenous ability of the system to adapt to disruptive events
through its self-organization capabilities in order to minimize consequences. It is
a dynamic ability of the system to adjust its behaviors throughout the recovery
period. Restorative capability refers to an exogenous ability of the system to be
repaired by external actions throughout the recovery period. Both adaptive and
restorative capabilities describe the systems ability during the recovery phase,
and it is not straightforward to distinguish their effects on system performance.
Therefore, the simultaneous quantification of both capabilities is given same indi-
cators, i.e., rapidity (RAPI) and performance loss (PL). Resilience is a dynamic
multi-faceted term and its assessment should cover all the phases, e.g., disrup-
tion and recovery phase, and include all the essential resilience features using an
integrated metric. Most of existing methods for resilience quantification lack the
ability to cover all the phases, and to include all resilience capabilities within
all integrated metric and even overlap with other concepts such as robustness,
vulnerability, fragility etc. [6,7]. Furthermore, these methods rely on the model-
ing approaches that partially capture the complex behaviour of interdependent
infrastructure systems. Therefore, the major goal of this paper is to develop a
generic resilience metric that can incorporate all essential resilience features and
characterize resilience as the system ability, mainly for resilience quantification.
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2 An Integrated Resilience Metric

Resilience is a complex concept that can not to be adequately addressed consid-
ering one single system capability [8]. One solution is to develop corresponding
measures assessing various essential resilience features (i.e. absorptive, adaptive
and restorative capability) in different phases, and then integrate them into a
unique resilience metric. Figure 1 provides a general illustration of these essen-
tial resilience features. The y-axis represents the measurement of performance
(MOP). Examples of MOP include the availability of critical facilities, the num-
ber of customers served, the connectivity of a network, the level of economic
activities, etc. The selection of an appropriate MOP depends on the specific
service provided by the CI under analysis. For generality, in the following we
assume that the value of MOP is normalized between 0 and 1 where 0 is total
loss of operation and 1 is the target MOP value in the steady phase.

Fig. 1. System resilience transitions and phases

The first phase is the original steady phase (t < td), in which the system
performance assumes its target value. The second phase is the disruptive phase
(td ≤ t < tr), in which the system performance starts dropping until reaching
the lowest level at time tr. During this phase, the system absorptive capabil-
ity can be assessed by developing appropriate measures. As discussed in Sect. 1,
Robustness (R) is one measure to assess this capability, which represents the
minimum MOP value. This measure is able to identify the maximum impact
caused by disruptive events; however, it is not sufficient to reflect the ability of
the system to absorb the impact. Two additional complementary measures are
further developed: Rapidity (RAPIDP ) and Performance Loss (PLDP ) during
disruptive phase. In [5], the term rapidity is referred as the capability to meet
priority and achieve goals in a timely manner in order to contain losses and avoid
future disruption. This term can be quantified mathematically as the slope of
performance level as average rapidity. To improve the accuracy of the estimation
of this measure, the method of ramp detection is adopted. In general, a ramp
is a change with a large enough amplitude and over a relatively short period
[9]. According to [10], a ramp is assumed to occur if the difference between the
measured value at the initial and final points of a time interval t is greater than a
predefined ramping threshold value. The system rapidity can then be calculated
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as the average of slope of each ramp. Compared to the calculation of the average
rapidity, this method is more comprehensive in term of capturing the system
performance during different phases. The performance loss, using the system
illustrated in Fig. 1 as an example, can be interpreted can be quantified as the
area of the region bounded by the graph of the MOP before and after occurrence
of negative effects caused by disruptive events, which can also be referred as the
system impact area. A new measure, i.e. the time averaged performance loss
(TAPL), is introduced. Compared to the measure PL, it encompasses the time
of appearance of negative effects due to disruptive events up to full system recov-
ery and provides a time-independent indication of both adaptive and restorative
capabilities as responses to the disruptive events. A system that experiences less
performance loss has larger resilience. The third phase is the recovery phase
(tr ≤ t < tns), in which the system performance starts increasing until the new
steady level. During this phase, the system adaptive and restorative capabil-
ity can be assessed by developing appropriate measures: RAPIRP and PLRP .
As shown in Fig. 1, the newly attained steady level may equal to the previous
steady level. But it may also reach a lower level. In order to take these situations
into consideration, a quantitative measure Recovery Ability (RA) is developed.
Although the measures introduced above are useful in assessing system behav-
iour during and after disruptive events, an integrated metric with the ability
of combining these measures is needed in order to assess the system resilience
with an overall perspective and to allow comparisons among different systems
and system configurations. Therefore, a general resilience metric (GR) is further
developed. This metric differs from existing ones in that it is time-dependent
and able to incorporate all three essential capabilities. Furthermore, it is not
system-specific. The resilience metric builds on the quantification of the system
capabilities and is calculated as:

GR = f(R,RAPIDP , RAPIRP , TAPL,RA)

= R× (
RAPIRP

RAPIDP
) × (TAPL)−1 ×RA = R×

⎛
⎜⎝

|∑KRP
i=1

MOP (ti)−MOP (ti−Δt)
Δt

|
KRP

|∑KDP
i=1

MOP (ti)−MOP (ti−Δt)
Δt

|
KDP

⎞
⎟⎠

×
(∫ tns

td
[MOP (t0) −MOP (t)]dt

tns − td

)−1

×
∣∣∣∣
MOP (tns) −MOP (tr)

MOP (t0) −MOP (tr)

∣∣∣∣ (1)

where TAPL represents time average performance loss; KDP and KRP repre-
sent number of detected ramps in disruptive phase and recovery phase; MOP(t0)
represents performance level at original steady phase. The metric GR provides
an integrated way to measure the system resilience by considering all essential
capabilities. This approach of measuring system resilience is neither model nor
domain specific. For instance, historical data can also be used for the resilience
analysis. It only requires the time series data that represents system output
during whole time period. In this respect, the selection of the MOP is very
important. GR is dimensionless and it is most useful in a comparative manner.
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For instance, it can be used to compare the resilience of various systems to same
disruptive event. More resilient systems result in higher GR value. It can also
be used to compare resilience of same system under different disruptive events.
Higher GR value indicates that the system is more resilient to certain disrup-
tive events. Furthermore, the GR value can be used to compare and engineer
resilience of a system to a specific disturbance under different mitigation and
protection strategies. An effective alternative increases the GR value.

3 Case Study

Electric power systems are among the most prominent representatives of
infrastructure systems and the need for their reliable and resilient performance
during disruptive events is essential [11]. In this section, the Swiss high-voltage
electric power supply system (EPSS) is selected as an exemplary application to
demonstrate the feasibility and applicability of the proposed integrated resilience
metric with the help of advanced modelling and simulation techniques.

3.1 Modelling EPSS Using a Multi-layer Approach

The modeling of CI is a whole research field by itself. Modeling an entire
infrastructure (i.e. EPSS) as a whole is usually impractical [12]. Choosing rele-
vant subsystems and modeling them efficiently for the intended purposes seems
more promising. For each subsystem, appropriate modeling approaches can be
identified, which fully represent its behavior and functionalities. Motivated by
this concept, a multi-layer modeling approach is developed (see [13] for more
details about this approach). Within this approach, EPSS is viewed as made
of three interrelated subsystems corresponding to different infrastructure lay-
ers, i.e. system under control (SUC), operational control system (OCS), and
social system (SS). Both SUC and OCS can be regarded as technical parts of
infrastructure systems. The major responsibility of OCS is to control and moni-
tor corresponding SUC, e.g., SCADA systems. In this paper, the SCADA system
is used as an example of the OCS. The SS represents the non-technical part
of infrastructure systems, which is generally related to social factors that have
influences on the overall system performance. A two-layer agent-based modelling
approach has been developed to simulate the SUC. In total, 585 agents are cre-
ated to represent corresponding components, i.e. transmission lines, generators
and loads (see [14] for more details). Similar to the modelling approach used
to model the SUC, a failure-oriented two-layer agent-based modelling approach
is developed to model the SCADA system. In total, 587 agents are created to
represent corresponding components of the SCADA system, i.e. FCDs (Field
level Control Devices), FIDs (Field level Instrumentation Devices), and RTUs
(Remote Terminal Units) (see [15] for more details). In order to model SS, i.e.
human operator performance in this case, CREAM (Cognitive Reliability Error
Analysis Method) combined with the agent-based modelling and fuzzy logic is
implemented. During the simulation, if there is a request for the operator take
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actions (e.g., handle an alarm), the performance shaping factors (PSFs) will be
assessed based on current simulation environment, e.g., time of day, simultaneous
goals, etc., and corresponding human error probability (HEP ) ([0,1]) will then
be calculated (see [15] for more details). The lower HEP value indicates better
performance by human operators. To decide whether or not there is an error by
human operators, it is necessary to set a threshold value (HEPA) representing
the maximum acceptable HEP value. If a calculated HEP is more than HEPA,
then it is assumed that a human error occurs (the human action fails to per-
form). The higher HEPA indicates less human errors. All the developed models
of three subsystems are integrated in a high level architecture (HLA)-compliant
experimental simulation platform.

3.2 Design of Experiment

Although little damages caused by natural hazards have been observed through-
out last century in Switzerland, historical records reveal that hazards such as
earthquakes and winter storms were the cause of significant damage in at least 9
events over the past 1000 years [16]. According to [17], the estimated frequency
of natural hazards, i.e. winter storms, which have the potential to result in the
simultaneous disconnection of 20 transmission lines, is about 6E−4 to 7E−4 per
year. The impact of this disruptive event will result in large negative effects, and
should not be underestimated even if the frequency of its occurrence is relatively
low. Therefore, in this paper, it is assumed that a winter storm impacts central
region of Switzerland, where power transmission lines are located; as a result of
this event, 17 transmission lines are disconnected. To simulate the performance
of the infrastructure system under study (EPSS) subjected to the disruptive
event, all three models (SUC, SCADA, SS) are included in the experiment. The
number of available transmission lines (components of SUC) and the number of
available RTUs (components of SCADA) are selected as the measure of perfor-
mance (MOP) respectively. It is assumed that the disruptive event occurs at time
3 h. At the t = 3 h, 17 predefined transmission lines within the region are discon-
nected due to the storm. In order to model the quasi-simultaneous disconnection
of the affected lines, it is assumed that the interval between disconnections of two
lines follows a normal distribution N(35,3) seconds. The sudden disconnection of
a transmission line will be first detected by the corresponding RTU component
of the SCADA system and an alarm will be sent to the control center, which
is referred as the abnormal line disconnection alarm in this experiment. After
receiving the alarm, repair actions will be determined by the operators in the
control center to restore the disconnected lines. It is assumed that the general
response time (ResponseG) for this type of alarm follows a normal distribution
N(80,5) seconds. The sudden disconnections of many transmission lines could
also overwhelm the operators in control center, possibly resulting in the delay
of response and repair actions. In order to simulate this situation, the formula
below is used to calculate actual response time (ResponseA):
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ResponseA = delayfactor ∗ ResponseG

delayfactor =

{
weightingfactor ∗ (HEP − HEPA) + 1 if(HEP ≥ HEPA)

1 if(HEP < HEPA)
(2)

In this experiment, weighting factor is set to 100. It is assumed that repair
actions for the abnormal disconnected lines are always performed successfully
and the repair time is assumed to follow exponential distribution with the mean
value equal to MTTR (mean time to repair). The sudden disconnections of
transmission lines could also overload other transmission lines, especially their
neighbouring ones [18], and have the potential for knock-on effects with cascad-
ing consequences. If a transmission line is overloaded, an overload alarm will
be generated and sent to the operator in the control center, which is referred
as the overload alarm in this experiment. If the operator recognizes this alarm
and handles it successfully (HEP < HEPA), the corrective actions will be per-
formed, i.e. power load re-dispatch. However, if no action is taken after a certain
time past the overload alarm, it is considered that the operator has failed to
react to the overload alarm (HEP ≥ HEPA), and the protection devices, e.g.,
circuit breakers, will automatically disconnect the overloaded line to prevent
permanent damages to the infrastructure. In general, abnormal line disconnec-
tion alarms are generated when the system is in disruptive phase (td ≤ t < tr)
and the handling of this alarm completes when the system is in recovery phase
(tr ≤ t < tns). The disconnection of transmission lines of SUC also has negative
effects on its interlinked SCADA system, i.e. service interruption of RTUs. In
this experiment, it is assumed that a RTU component of the SCADA system has
two power supply sources: its monitored/control transmission line(s) and its own
battery. Therefore, a RTU component is assumed to be out of power supply if its
connected transmission line(s) is (are) all disconnected and its battery is fully
depleted. In this case study, different feasible strategies are also developed and
tested, each of which mainly focuses on the enhancement of a specific system
resilience capability in different phases. For example, the improvement of the
efficiency of line reparation enhances the restorability capability during recov-
ery phase, the improvement of the human operator performance enhances the
adaptive capability during recovery phase, and the improvement of RTU battery
capacity (RBC) enhances the absorptive capability during disruptive phase. The
target system for each strategy also varies: SUC is the target system for strategy
1 and 2, and SCADA is the target system for strategy 3. In order to demon-
strate feasibility of the proposed method and the applicability of the resilience
improvement strategies, various simulation experiments are developed. In total,
18 experiments are set for strategy 1 and 2, resulting from the combination of
the varying parameters in the two strategies targeting HEPA ∈ (0.03,0.3,1) and
MTTR(h) ∈ (0.5,1,1.5,2,2.5,3); 6 experiments are set for strategy 3 (RBC(m)
∈(5,10,15,20,25,30)). The selection of values of these parameters is based on the
experience and knowledge of the target systems (i.e. SUC and SCADA). The
number of simulation runs (N) for each scenario is determined by the coefficient
of variation (CV) of the resilience measure of the corresponding target system.
CV is defined as the ratio of the standard deviation σ to the mean μ. In this
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(a) varying MTTR (b) varying HEPA

Fig. 2. The average system performance under different experiments

simulation, CV(GRTargetSystem)≤0.13 is the criteria to determine the number
of runs for each computer experiment which are needed to estimate system
resilience.

3.3 Simulation Results

SUC and SCADA: SUC is the target system for strategy 1 and 2. Figure 2(a)
shows the performance of SUC following the disruptive event under various sim-
ulation scenarios related to strategy 1, in which the MTTR varies from 0.5 h
to 3 h (HEPA is set to 0.3 and RBC is set to 10 min). In Fig. 2(a), the y-
axis denotes the MOPSUC (i.e. the number of connected lines) and the x-axis
denotes the time. At time t = 3 h, the disruptive event is triggered. After about
12 min, the MOP value reaches its lowest level, i.e. 92.1 %. The MOP value then
increases as the result of the repair actions. As shown in Fig. 2(a), as MTTR
value increases, the time for the SUC to reach new steady state (tns, recovery
time) also increases. For instance, tns=6.4 h when MTTR is set to 0.5 h, while
tns = 11.4 h when MTTR is set to 3 h. It seems that strategy 1 has a strong
impacts on the restorability capability of SUC during the recovery phase.

Similar results are also observed in Fig. 2(b), in which HEPA value varies
from 0.03 to 1 for strategy 2 (MTTR is set to 2.5 h and RBC is set to 10 min). As
shown in Fig. 2(b), as HEPA value increases, the time for the SUC to reach new
steady state (tns, recovery time) increases. Furthermore, system robustness R
also increases as HEPA value increases. The R value equals 91.6 % when HEPA

is set to 0.03 and increases to 92.1 % when HEPA is set to 1. Compared to the
results shown in Fig. 2(a), improvement of human operator performance seems to
have impacts not only on the system adaptive and restorability capability during
recovery phase, but also on the absorptive capability during disruptive phase,
although the impacts on the latter are less significant. The overall simulation
results for strategy 1 and 2 are summarized in Table 1, including the coefficient
of variation for each measure. As shown in Table 1, Strategy 1 has little impact
on the absorptive capability of the target system (SUC). All the metrics related
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Table 1. Summary of the overall simulation results for different computer experiments
related to strategy 1 and 2

MTTR HEPA GR(SUC) Disruptive Phase Recovery Phase

R PLDP RAPIDP (/h) PLRP RAPIRP (/h)

0.5 h 0.03 16.33 0.916 0.026 0.443 0.09 0.292

0.3 19.15 0.921 0.0076 0.446 0.079 0.315

1 20.82 0.921 0.0075 0.451 0.079 0.323

1 h 0.03 15.90 0.916 0.027 0.437 0.14 0.273

0.3 18.67 0.921 0.0073 0.458 0.12 0.299

1 20.40 0.921 0.0073 0.457 0.12 0.296

1.5 h 0.03 14.98 0.916 0.026 0.446 0.18 0.278

0.3 16.29 0.921 0.0072 0.467 0.15 0.293

1 19.26 0.921 0.0072 0.453 0.16 0.292

2 h 0.03 14.04 0.916 0.026 0.441 0.22 0.260

0.3 15.98 0.921 0.0072 0.466 0.18 0.295

1 18.03 0.921 0.0072 0.473 0.17 0.291

2.5 h 0.03 13.76 0.916 0.026 0.447 0.24 0.272

0.3 15.74 0.921 0.0075 0.457 0.20 0.282

1 17.16 0.921 0.0072 0.466 0.23 0.282

3 h 0.03 13.73 0.916 0.026 0.448 0.27 0.25

0.3 14.86 0.921 0.0072 0.466 0.28 0.266

1 16.38 0.921 0.0075 0.449 0.28 0.267

to this capability, i.e.R, PLDP , RAPIDP , do not vary significantly for results
of case studies with same HEPA value but different MTTR value. The R value
remains unchanged, while the difference among values of PLDP and RAPIDP

is relatively low. Strategy 1 is able to enhance system restorative capability
as well as adaptive capability more significantly than the absorptive capabil-
ity. The PLDP value rises from 0.09 to 0.27 when MTTR value increases from
0.5 to 3 h (the HEPA value is set to 0.03), indicating that the performance of
the target system is less impacted during recovery phase if the efficiency of the
repair actions is improved. A similar trend can also be observed in other cases
(HEPA = 0.3 and 1). Furthermore, this strategy also has positive effects on the
value of RAPIRP , which increases from 0.25 to 0.292 (1/h), when MTTR value
increases from 0.5 to 3 h and the HEPA value is set to 0.03, indicating that less
time is needed to recover to a new steady state. Strategy 2 has positive impact
on the adaptive capability as well as on the restorative capability. This posi-
tive impact is stronger when the operator performance improves from poor level
(HEPA=0.03) to average/acceptable level (HEPA=0.3). For instance, PLRP

value drops from 0.14 to 0.12 when HEPA value increases from 0.03 to 0.3
(MTTR is set to 1 h in this case). Compared to the strategy 1, strategy 2 is able
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Table 2. Summary of the overall simulation results of strategy 3

RBC(min) GR(SCADA) Disruptive Phase Recovery Phase

R PLDP RAPIDP (/h) PLRP RAPIRP (/h)

5 28.65 0.9400 0.017 0.485 0.411 0.138

10 29.97 0.9404 0.017 0.499 0.400 0.134

15 30.80 0.9412 0.014 0.513 0.391 0.120

20 32.45 0.9423 0.013 0.496 0.382 0.100

25 35.00 0.9473 0.004 0.455 0.401 0.110

30 38.85 0.9484 0.004 0.467 0.393 0.120

to enhance the absorptive capability more significantly. For example, if HEPA

is set to 0.3, the PLDP value drops to the range [0.0072, 0.0076], indicating
that performance of SUC is less impacted during disruptive phase if the human
operator performance is improved. A similar trend is also observed for R, which
increases from 91.6 % to 92.1 % when the HEPA value is increased from 0.03
to 0.3. However, similar to its impacts on resilience capabilities during recovery
phase, this strategy also becomes less efficient in enhancing the absorptive capa-
bility when the operator performance reaches an average/acceptable level. Both
improvement strategies have positive impacts on the enhancement of resilience
capabilities of the target system. Improving repair efficiency is more efficient in
enhancing the system adaptive and restorative capability during the recovery
phase. On the other hand, improving human operator performance is more effi-
cient in enhancing the system absorptive capability during the disruptive phase.
However, in order to assess whether these strategies are able to enhance the
overall resilience capability, the integrated resilience metric must be quantified.
According to Table 1, when both strategies are performed simultaneously, the
resilience of SUC can be enhanced significantly, indicating 51.6 % increase of
GRSUC value from 13.73 to 20.82 when MTTR value decreases from 3 h to 0.5
h and HEPA increases from 0.03 to 1. SCADA is the target system for strategy
3. The overall simulation results for strategy 3 are summarized in Table 2. As
shown in Table 2, during the disruption phase, strategy 3 has positive impact on
the enhancement of the system robustness, and moreover the performance loss
of the SCADA also decreases significantly, indicating that the performance of
the SCADA system is less impacted during disruptive phase. For instance, the
PLDP equals to 0.017 when RBC is set to 5 min, while this measurement drops
to 0.004 when RBC is set to 30 min. Compared to its strong impacts on the
enhancement of absorptive capability, the impact of this strategy on the adap-
tive and restorative capability of the system during recovery phase is unclear.
PLRP value remains at the range of [0.382, 0.411] and RAPIRP value remains
at the range of [0.1, 0.138].

Effects of Interdependencies: In this case study, the two analyzed systems
(i.e. SCADA and SUC) are dependent on each other for their operations. SCADA
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Fig. 3. Comparisons of effects of physical and informational dependency

is dependent upon SUC for the power supply (physical dependency), while SUC
is dependent upon SCADA for the transmission of control actions and measure-
ments (informational dependency). Interdependencies among systems may have
direct impacts on resilience capabilities. These effects are apparent when consid-
ering the resilience improving strategies. For example, strategy 1 and 2 target
SUC and directly improve its resilience as shown in this section. On the other
hand, the same strategies also improve the resilience of SCADA system due to
its physical dependencies with SUC. The effects of interdependency on resilience
capabilities can be estimated by cross-comparing the performances of the two
interdependent systems. Comparisons of impacts of dependencies on resilience
capabilities using PL value in different phases and GR value as examples are
illustrated in Fig. 3.

The effects of physical dependency between SUC and SCADA are shown
in the left insets of Fig. 3 using simulation results related to strategy 1 and 2
(N=329), and effects of informational dependency between SCADA and SUC
are shown in the right insets of Fig. 3 using simulation results related to strat-
egy 3 (N=97). The trendline represents linear correlation. The effects of the
interdependency on resilience capabilities and on overall system resilience can
be quantified in terms of the degree of correlation measured by the correla-
tion coefficient (Pearson’s r) and the coupling strength measured by the slope
of the trendline. Both two metrics of the two types of dependencies are also
listed in Fig. 3. The implicit assumption is that the effects of interdependen-
cies can be approximately described by a linear relationship. The correlation
coefficient indicates a measure of the linear correlation between two groups of
variables, giving a value between +1 and −1 inclusive, where 1 and −1 is total
positive and negative correlation respectively, 0 is no correlation. In this paper,
this measurement is used to indicate the extent to which resilience capabilities
are dependent with each other. Higher values indicate that actions affecting the
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capability, e.g., performance loss of the system, will also affect the same capabil-
ity of the other system that is dependent upon it. According to Fig. 3, the degree
of correlation among resilience capabilities for physical dependency is larger than
for informational dependency. For instance, the correlation coefficient values for
PLDP and PLRP are 0.996 and 0.918 respectively. Figure 3 also shows the rela-
tive weak degree of correlation among resilience capabilities due to informational
dependency except for the performance loss during restorative phase (correlation
coefficient = 0.733), which demonstrates the importance of the SCADA system
in terms of decreasing the performance loss of the SUC during the restorative
phase. Either physical or informational dependency has non-negative effects on
all the resilience capabilities based on the positive number related slope of trend-
lines listed in Fig. 3, i.e. the enhancement of these capabilities of one system has
a positive impact on the same capabilities of the other one if dependency exists
between them. Effects of the physical dependency on most resilience capabilities
are stronger than of the informational dependency, except for the performance
loss during restorative phase. Although the degree of correlation among overall
system resilience due to both types of dependencies is moderate according to the
correlation coefficient, the corresponding value of slope of trendline shows that
the coupling due to physical dependency is much stronger than for informational
dependency (0.5507 vs 0.128). Therefore, the effects of enhancing the resilience
of one system have a much more significant impact on an interdependent sys-
tem in case physical dependencies are present. The quantification of the effects
of interdependency is conditioned on the selection of the disruptive event (i.e.
winter storm), of the measure of performance, and of the different strategies.

4 Conclusion

This paper proposes a generic integrated metric assessing resilience of interde-
pendent infrastructure systems, which is time-dependent and able to incorporate
all essential resilience features. In order to verify the feasibility of the proposed
metric, the performance of an EPSS after the occurring of a natural hazard,
e.g., a winter storm, is analyzed. The final simulation results demonstrate the
effectiveness of these strategies and their impacts on the overall resilience capa-
bility with the help of the resilience metric. The simulation results also show how
tightly two systems within EPSS are interdependent with each other and indi-
cate the strength of the impacts of two types of dependencies on the resilience
capability.
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Abstract. State estimation is an important procedure providing
reliable quality information for control of electric power system (EPS).
The paper focuses on the possible consequences of cyber attacks on the
state estimation results. To measure the impact of cyber attacks on the
state estimation results we introduce an index of cyber security which is
determined on the basis of a set of characteristics that define the accu-
racy of the state estimation results. Since these characteristics are not
deterministic the cyber security index is estimated by the method of
fuzzy sets. The index of cyber security makes it possible to reveal the
most vulnerable facilities in electric power system and develop a strat-
egy for the improvement of their cyber security. The suggested strategy
implies the use of PMU measurements coming from WAMS in addition
to SCADA measurements.

Keywords: State estimation · SCADA · PMU · Cyber attack · Cyber
security index · Bad data detection · Test equation method

1 Introduction

An attribute of the smart grid is stability of the network towards physical and
cyber intrusion. Developing the conceptual smart grid models and projects,
researchers nowadays, pay great attention to the issue of cyber security.

State estimation (SE) is a mathematical data processing method which is
widely used for calculation of power system state variables on the basis of mea-
surements [1,2]. The measurements used for SE include mainly the measure-
ments received from SCADA. These measurements may contain large errors or
bad data. Bad data can essentially distort the SE results. Bad data detection
and suppression of their influence on the estimates of the electric power system
state variables are the most pressing issues to be coped with when solving the
problem of state estimation. The reasons of bad data can be both random fac-
tors related to a failure in the data collection system, personnel errors, etc. and
c© Springer International Publishing Switzerland 2016
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deliberate impacts (cyber attacks) on the system of data collection and transfer,
databases and state estimation software.

In order to assess the capability of a sophisticated technical system to resist
the impact of cyber attacks the authors of [3] introduce the notion of cyber
security level of the system with the cyber security index being its numerical
characteristic.

This paper makes an attempt to determine the cyber security index for the
problem of state estimation, since this index characterizes the extent to which
the state estimation results are protected from potential errors in the measure-
ment data when SCADA systems are affected by cyber attack. To determine the
cyber security index we suggest the use of a set of characteristics which define
the accuracy of the state estimation results. Since these characteristics are not
deterministic the cyber security index is estimated by the method of fuzzy sets.
The index of cyber security makes it possible to reveal the most vulnerable facil-
ities in electric power system and develop a strategy for the improvement of their
cyber security. The suggested strategy implies the use of PMU measurements
coming from WAMS in addition to the measurements obtained from SCADA.

The paper consists of five sections. The first section is an introduction to
the problem. The second section describes the EPS state estimation problem
and test equation method to solve the problem of bad data detection and state
estimation. Cyber security index in the state estimation problem is determined
by the theory of fuzzy sets in the third section. Section four demonstrates the
proposed solution with a case study. The main conclusions are drawn in the fifth
section.

2 State Estimation Based on SCADA and WAMS Data

The SE problem consists in calculating the EPS steady-state conditions by mea-
surements received from SCADA and WAMS. Consideration is given to cyber
security of the power system state estimation problem, therefore SCADA and
WAMS systems have been chosen to analyze the impact of cyber attacks.

A method based on test equations has been devised at Energy Systems Insti-
tute Siberian Branch of the Russian Academy of Sciences to solve the state
estimation problem [2]. A mathematical statement of the SE problem is reduced
to the objective function minimization

J = (ȳ − ŷ)T
R−1 (ȳ − ŷ) (1)

subject to constraints in the form of test equations that relate only state variables
measured y:

w (y) = 0. (2)

In (1) ŷ- a vector of measurement variables estimates, R - a diagonal matrix of
weighting coefficients, whose elements are inverse to measurement variances.

The test equation method makes it possible to perform a priori bad data
detection. For a priory detection of bad data the test equation discrepancies are
calculated. High discrepancies in the test equations
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| wk ( ȳ ) | > dk, (3)

where dk is a threshold that depends on statistical properties of normal mea-
surement errors are indicative of the presence of bad data in the measurement
vector components ȳ in the k - th test equation.

The algorithms for logical rules have been developed to detect bad data
among the measurements entering into the test equations with large discrep-
ancies [2]. The test equation method has proved to be very efficient, however
its application causes a number of problems associated usually with insufficient
redundancy of measurements. In some cases the logical rules do not notice bad
data, or incorrectly reject valid measurements or only identify the groups that
include erroneous measurements.

3 Determination of a Cyber Security Index in the state
Estimation Problem

There are several vulnerable points in the architecture of SCADA systems, which
can be used for cyber attacks. These can be direct damage of RTU communi-
cation channels between RTU and control center; damage of software located
on the servers of power system control center, including the state estimation
software and databases in the control center. In this paper we will analyze cyber
security of the state estimation procedure when modeling the false data injection
attacks against the RTU units installed at the nodes of the calculation scheme.

The calculations were made for two variants of measurements supplied to the
scheme. In the first variant we used only SCADA measurements that came via
telemetry channels from RTU. In the second variant, PMU measurements were
added to SCADA measurements to eliminate critical measurements and critical
sets.

3.1 Selection of Indicators for the Determination of Cyber Security
Index

It was necessary to select a set of indicators whose values when compared with
the admissible limits under cyber attacks will make it possible to determine the
cyber security level.

The algorithm for validation of measurements by the test equation method
is used to divide all the measurements into 4 groups: (1) valid; (2) erroneous;
(3) doubtful; (4) unchecked or critical [2].

The quality of the state estimation results is determined by the value of
the objective function (1) at the point of solution. If the value J (ŷ) exceeds the
value χ2

1−α (m − n), where α is a specified probability of the type 1 error in the
test of hypothesis on distribution J (ŷ), this is indicative of the presence of bad
data in the measurements.

The analysis of modeled cyber attacks on measurement systems (SCADA,
WAMS) shows that for solving the state estimation problem the indicators which
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possess the highest information content and characterize the performance of the
bad data detection method implemented in the state estimation procedure and
the accuracy of the obtained estimates are: νϕ – the ratio of the objective function
value (1), calculated by the measurements of node at the point of solution, to
the value χ2

1−α (m − n); νe – the ratio of the number of correctly detected bad
data to the number of bad data at the i-th node; νr – the ratio of the number
of bad data identified as valid to the number of measurements of the i-th node;
νd – the ratio of the number of erroneous measurements identified as doubtful
to the number of measurements of the i-th node.

3.2 Determination of State Estimation Cyber Security Index
on the Basis of Fuzzy Sets Theory

The cyber security index of the state estimation procedure is determined under
the conditions of uncertainty due to the impossibility of predicting cyber attacks,
the input data are stochastic and the calculated indicators are of random char-
acter. Therefore, it is impossible to strictly formalize this problem and solve it
by strict mathematical methods. Thus, the theory of fuzzy sets was applied to
determine the index of cyber security and level that corresponds to it [4]. Each
selected characteristic is defined by a linguistic variable (LV ) {x, T, U, G, M},
where x – name of variable, T – term-set, each element of which is represented
by a fuzzy set on the universal set U ; G – syntax rules, generating the names of
terms; M – semantic rules setting the membership functions of fuzzy terms gen-
erated by syntax rules G [5]. For each term of linguistic variable we construct a
membership function. The aggregate of membership functions of linguistic vari-
ables will make it possible to calculate the cyber security index on the basis of
α - levels. While determining the cyber security index, on the basis of assess-
ment of the used measurements validity, detection of bad data in them, and,
accordingly accuracy of a solution to the state estimation problem we chose the
following security levels: high α ≥ 0.75; average 0.25 ≤ α ≤ 0.75; low α ≤ 0.25.
Bearing in mind the critical significance of each chosen indicator and designating
the cyber security index as ρν , we obtain

ρν = min{μÃ1
(A1) , ..., μÃi

(Ai) , ..., μÃn
(An)}. (4)

For the linguistic variables we take the enumerated above indicators – νϕ,
ν, νr and νd. The membership function is calculated by the method of paired
comparisons [5].

4 Case Study

The cyber security index of state estimation was determined on the basis of
the scheme of a real section of electric power system that contains 7 nodes and
7 branches (Fig. 1).
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Fig. 1. Test scheme. SCADA measurements: × – active power, ◦ – reactive power,
U – voltage

Fig. 2. Cyber security indices for the state estimation based on the SCADA andWAMS
data (N – number of the node)

To collect the statistical data on the state estimation results we performed
multiple modeling of measurements by adding noise to the steady state calcu-
lation results under the assumption that the measurement errors have normal
distribution N

(
0, σ2

y

)
. Then, we modeled the failures of individual RTUs by

adding the measurements of bad data of various magnitude (from ±10σ to ±20σ)
to the measurements from these RTUs, made state estimation, and used average
values as input data for the calculation of cyber security index.

According to the technique described in Sect. 4, we determined the member-
ship functions of the linguistic variables νr, νd, νϕ and νe based on the results
of bad data detection and state estimation by SCADA measurements only.

The values of cyber security index ρν are determined as the minimum values
from all membership functions μν for each node of the studied scheme and are
shown in Fig. 2.



Calculation of Cyber Security Index 177

To assess the quality of power system state estimation on the basis of SCADA
and WAMS data for the case of cyber attacks, we placed PMUs at nodes 2 and 5
of the considered scheme (Fig. 1).

Figure 2 show that when the SCADA measurements are used alone, the cyber
security index has the value which does not exceed the maximum level. After
the placement of two PMUs at nodes 2 and 5 the cyber security index increased
noticeably and reached a secure level for most of the nodes in the network.

The research shows that the most reliable results in bad data detection can be
obtained by using the robust criteria of estimation. This is one of the directions
to improve the cyber security of the state estimation.

5 Conclusions

1. The procedure of bad data detection in the state estimation of electric power
system decreases considerably the probability of distortion of the calculation
model of the current state in case of cyber attack on the SCADA system.

2. To improve the effectiveness of the methods for the verification of data used
in the state estimation of electric power system it is necessary to increase
the redundancy of SCADA measurements, supplement the SCADA measure-
ments with the PMU measurements obtained from WAMS, combine various
bad data detection methods (a priori, a posteriori, robust), and use the cri-
terion of maximum probability of bad data detection when placing PMUs.
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Abstract. Since meshed HVDC grids are discussed for offshore wind
farms interconnection and onshore long distance transmission use, there
is also a research focus on operation of such new type of grids. A major
aspect is DC voltage control. Tests on a low voltage meshed HVDC
mock-up system showed oscillatory behavior using state of research DC
voltage control characteristics. This paper presents an analysis of influ-
encing factors for these oscillations and proposes improvements for the
DC voltage control characteristic, for the operation management and
shows that converter parameters can invoke oscillations.

Keywords: DC voltage control · Meshed HVDC/MTDC grids ·
Operation management · Stability

1 Introduction

With an increasing proportion of renewable energy generation in offshore wind
farms or huge solar power plants (e.g. in deserts), the distance between consump-
tion and generation increases significantly. A suitable solution for the transmis-
sion problem is considered to be an HVDC system. Due to reliability reasons
the vision of a meshed HVDC system comes up e.g. in Asia or Europe [1]. The
control of DC energy balance is solved for point-to-point connections by one
converter controlling active power infeed and the other controlling DC voltage
[2]. This method needs to be adapted for meshed HVDC grids covering a lot of
GW with remote converter stations since power flows are divided automatically
all over the system according to the power infeed and consumption of converters.

Since important physical values for the determination of system state, sta-
bility and power flow in AC systems do not exist in DC grids, voltage is the
most important variable. Power flows as well as the system state are defined by
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 178–189, 2016.
DOI: 10.1007/978-3-319-31664-2 19
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actual DC node voltages. If there is an energy lack DC voltage decreases and
vice versa. Thus, it seems to be suitable to control DC voltage at all converter
nodes (or at least at more than one in order not to overload this converter and
the connected AC system with DC grids balancing power) with respect to the
requirements at the AC point of common coupling and a given power reference
value for the converter. Thereby balancing energy distribution to more than one
converter is ensured.

Some voltage control methods have been developed and described in litera-
ture. The essence is summarized in [3–5]. In general a centralized voltage control
is possible if the HVDC grid covers a small amount of power, since balancing
power will be small as well. This can be extended with a decentralized backup
so that other converters participate in DC voltage control as well if a certain
voltage margin is left, i.e. in a case where the central voltage controller cant
cover the whole balancing power. The stress for a single AC point of common
coupling can be prevented in general if the voltage control is distributed to all
converters or even some converters of a DC grid.

In general three different DC voltage control methods exist: Voltage droop
control, constant voltage and voltage margin control [3]. All three can be sum-
marized as voltage droop control according to (1) while constant voltage control
has a droop constant kDC,i → 0 and constant power control has a droop con-
stant kDC,i → ∞. Pconv,i is the power reference given to the inner converter
control, Pconv,ref,i is the power reference provided by e.g. a schedule, UDC,i and
UDC,conv,ref,i is the measured voltage and reference voltage respectively.

Pconv,i = Pconv,ref,i − 1
kDC,i

(UDC,i − UDC,conv,ref,i) (1)

Voltage droop control can be extended by a voltage dead band or low droop
band, to give respect to a given converter power reference value (see Fig. 1).
Since voltage droop control is the only option with significant and limited droop
it is supposed to be the most suitable for DC voltage control.

To test several HVDC operations and control methods a downscaled HVDC
mockup was built (see Sect. 2). It was found that undamped oscillations of the

Fig. 1. Dead band voltage droop control characteristic for DC voltage control.
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transmitted power occurred in the system. Its basic operation was realized by
using a dead band voltage droop control characteristic as shown in Fig. 1. This
paper describes the mockup structure and measured oscillations in Sect. 2. After-
wards the oscillation causing factors on the equipment side as well as on the
control side have been identified using a software simulation. For complexity
reduction a point-to-point (P2P) topology was simulated. The results including
suggestions for improvement are presented in Sect. 3.

2 Low Voltage Test System

A reduced scale model of a meshed HVDC grid was configured at the laboratory
of power systems of the University of Applied Sciences of western Switzerland.
The scaling factors for the hardware model is shown in Table 1.

Table 1. Scale of the mockup system and its maximum ratings.

Scale Maximum value

Voltage 103 : 1 800 V

Current 103 : 1 6 A

Power 106 : 1 4.8 kW

2.1 Structure

The model represents a meshed HVDC grid with 4 Converters and 6 lines so,
that it results in 4 meshes (see Fig. 2). It includes overhead (OH) lines as well
as cables. For hardware simulations the converters are connected to an intercon-
nected ac system. For the purpose of this paper it can be assumed that there
are no restrictions given by the ac connection points.

Fig. 2. Topology of the HVDC grid.
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2.2 Measurements

Since it was intended to split the balancing power of the DC grid to more
than one converter, for the first operation tests of the grid a dead band voltage
droop control was applied to all converters. It was found that there can result
undamped oscillations between the converters. Those oscillations can also occur
within a P2P connection when the dead band droop control is used. In order to
make a root cause analysis of the oscillation a P2P connection has been analyzed
in a first step. As a test scenario the converter power reference value has been
set to 1.1 kW for converter 1 and −0.6 kW for converter 2. The corresponding
line parameters (R and L) are given in Table 2 as well as the converters DC link
capacity CLE . Figures 3 and 4 show the measured voltage at both converters DC
nodes of the connection and the line current using the described test scenario.
It can be seen that the voltage at the converter nodes is oscillating against each
other and in consequence the current is oscillating as well. The oscillation para-
meters are given in Table 3 and show the oscillation frequency, the minimum and
maximum value of the converter node DC voltages, the minimum and maximum
line current as well as the differences between the minimum and maximum of
each value.

The measurements have been repeated with an inductance twice as large
than the original with the result of a smaller oscillation frequency of 30 Hz and
larger oscillation amplitudes of voltages and line current (Δ(Umax, Umin) = 26 V,
Δ(Imax, Imin) = 2.5 A).

It is important to avoid such significant oscillations in real transmission
HVDC grids for similar reason as AC power system oscillations are avoided e.g.
by power system stabilizers (PSS) that can damp AC oscillations [7]. This reason
is a blocking of transmission capability due to oscillations and thus sub optimal

Table 2. Line parameters for test scenario.

R[Ω] L[mH/] CLE/2[μF ]

Line 1 3 51 700
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Fig. 3. Voltage measurement on a point-to-point connection with a constant power
reference value.
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Fig. 4. Line current measurement on a P2P connection with a constant power reference
value.

Table 3. Oscillation parameters.

Maximum, Minimum Δ(max,min) Frequency

Uconv1 395 V, 410 V 15 V 40 Hz

Uconv2 390 V, 402 V 12 V 40 Hz

I 0.8 A, 2.5 A 1.7 A 40 Hz

power flows or non optimal use of physical transmission capacity. Additionally an
increased equipment stress can be caused as well as oscillation propagation from
the DC into the AC system via the converter due to its voltage control charac-
teristic. Thus, oscillations of that kind within the DC grid, maybe also spreading
to the AC system causing different negative effects, have to be avoided or well
damped.

3 Oscillation Causing Factros

The investigated grid was modeled using Matlab Simulink in order to repro-
duce the converter behavior. The p−v−characteristic was extended with a dead
time and a delay (Fig. 5). The dead time represents delay due to communica-
tion, computing time, measured value acquisition and processing. Converter time
constants are represented by the delay, which depends on the internal converter
control parameters. It was found that a dead time of 4 ms and a delay of 10 ms
result in the same oscillations as they were measured in the physical model. For
all physical tests and simulations in the following subchapters a characteristic
as shown in Fig. 1 was used.

The stability of the overall system is analyzed using eigenvalues (EVs). When
the operating point of the converters is within the uncontrolled section of the p−
v−characteristic, EVs are marginally affected by the delay and dead time. If the
operating point is on the over- or undervoltage section of the p−v−characteristic
the time delay causes an EV shift closer towards the imaginary axis. However,
the biggest influence on the EV shift has the considered due to the dead time.
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Fig. 5. Line current measurement on a P2P connection with a constant power reference
value.

It was found that in the asymptotically stable system the two converter
operating points are on the uncontrolled section (dead band) of its p −
v−characteristic, i.e. no correction by the voltage control method is necessary.
If the system is marginally stable (undamped oscillation with Pconv < Pmax)
exactly one of the two converter operating points is on the over- or undervolt-
age section of the p − v−characteristic while the other is in the uncontrolled
section. Finally the unstable system state is characterized in that way that both
converter operating points are oscillating simultaneously on the over- or under-
voltage section of the p− v−characterstic, between the minimum and maximum
converter power while both signals are phase shifted by 180◦. Thus the system
is only bounded due to the converter power limits.

3.1 Dead Time and Delay

Thus, delay and especially dead time have the most significant impact on the
system stability/oscillations. For each HVDC system a dead time limit can be
defined. For values below that limit there is no influence on the oscillation. This
limit is dependent on the line inductances and system capacitances values. If
these values are increased the critical dead time increases as well. This effect is
exemplarily shown for two different node capacity values and its impact on the
oscillation frequency in Fig. 6.

Fig. 6. Current oscillation frequency as a function of converters dead time and delay
for two node capacity values.
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Fig. 7. Current oscillation amplitude as a function of power reference values of a P2P
connection.

3.2 Converter Reference Value

If the reference values for the converters are well matched, no converter will
leave the dead band or at least will stay close to the dead band e.g. if losses
are not well considered during converter power reference value calculation. The
worse the reference values are matched the more the operating points will reach
outside the dead band. If this fact is combined with a delay and dead time both
converters oscillate with even higher amplitudes the worse the reference values
are matched (see Fig. 7).

Consequently, in real systems one needs to have one instance that calculates
converter power reference values with special attention to p − v−characteristic
coordination. This is valid for P2P connections as well as for multi terminal
HVDC grids if more than one converter controls DC voltage. Converter reference
values do not affect oscillation frequency, i.e. if the converter reference values are
not well matched (including system losses) the oscillation frequency will be the
same - independent of the difference in the absolute power reference values.

3.3 Parameters of the p − v−characteristic

A marginally stable or unstable system state is characterized by one or both
converters having an operating point on the under-/ overvoltage section or at
the converter power limits. If the dead band section is modified to a section with
a small droop (see Fig. 8) and thus becomes a controlled section as well, some
operating points do not reach a marginally stable or unstable operating point.
Thus small power imbalances in the HVDC system do not cause undamped
oscillations as it is illustrated in Fig. 8.

The p − v−characteristic was further modified as it is proposed in [8] and
shown in Fig. 8. This characteristic is a continuous undead band voltage droop.
This further modification of the p − v−characteristic leads to an extension of
the area where uncoordinated converter power reference values do not cause
marginally stable or unstable oscillations (see Fig. 9).
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3.4 Line Parameters

An HVDC system including converter and line capacitances as well as line induc-
tances and resistances can be compared to an LC pi-section. The resonance
frequency of a line is given by:

fR =
1

2π
√

LC
(2)

As simulations confirm, the oscillation frequency decreases with increasing
inductances and capacitances with a negligible impact of the resistances.

If the oscillation amplitude is considered there is a negligible impact of the
resistance if the line inductance or capacity exceeds a certain value. For smaller
values the resistance has a significant impact. Hence the oscillation amplitude
becomes smaller the higher the line resistance will be.
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Fig. 10. Eigenvalues with increasing node capacitance.

If two or three level voltage source converters (VSC) are considered they
have a significant impact on the overall system capacity. Regarding systems
composed of OH lines or short cables the line capacitances can be neglected
against converter capacitances (node capacitance). The slower the converter and
its control are, the larger the node capacity needs to be. If the node capacity is
too small for a given delay and dead time node voltage can even collapse. With
an increasing capacity value the system become at first unstable, then marginal
stable (continuously oscillating) and finally stable. This can also be seen from the
eigenvalue plot in Fig. 10. Unstable in this context means that converter power is
oscillating between its minimum and maximum possible values, while marginally
stable is an oscillation between smaller power values. Since the eigenvalues’ real
parts also decrease with increasing node capacitance values also damping is
increased. This means that an HVDC system is more stable the larger the node
capacitances are and thus they are comparable to the inertia in ac systems. At
this point it is important to mention that large capacitances would significantly
feed fault currents even if this topic is out of scope of this paper.

The necessary size of node capacitance to stabilize the system do not exclu-
sively depend on delay and dead time constants of the converters but also on
the line inductances since its comparable behavior to an LC resonator. The
eigenvalue dependence on the line inductance is shown in Fig. 11 for an increas-
ing value. This eigenvalues can contribute to oscillations if a certain inductance
value is exceeded and if further increased cause instabilities until an extreme
value is reached. When the value is increased even further the eigenvalue can
becomes stable again even if the eigenvalue can still cause undamped oscillations.
If the unstable line inductance values are combined with large capacity values,
the eigenvalues move back towards the stable complex plane.

3.5 Line Length and Types

For comparative analysis different line technology parameters shown in Table 4
are used which are over head lines (OH line), XLPE cables and gas insulated
lines (GIL).
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Table 4. Line parameters of different line technologies.

R’[mΩ/km] L’[mH/km] C’[nF/km]

OH line [6] 28 0.86 13.8

Cable [9] 19 0.73 183

GIL [9] 9.4 0.22 54

As it is explained before resistances, inductances and capacitances of the DC
grid have a fundamental impact on the oscillation behavior. With an increasing
line length these parameters change as well. Thus the oscillation frequency (see
Fig. 12) and amplitude (see Fig. 13) decreases with increasing line length. Since
the distributed line inductance L′ and resistance R′ are the smallest when con-
sidering GILs they have the highest oscillation frequency. Even if the difference
between R′ and L′ of cable and OH line technology is significant the difference
in oscillation frequency is very low since cables’ C ′ is much higher than that of
OH lines. Very low line resistances of high temperature superconducting cable
technology is very low there would result a very low damping effect and due to
smaller line capacitances a less stable system behavior (see Fig. 10).
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Fig. 12. Oscillation frequency with increasing line length and different line technologies
with a dead time of 4 ms and a delay 10 ms.
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According to Eq. 2 the resonance frequency is as smaller the bigger L and C
becomes. As can be seen from Fig. 13 there is a peak for cables around 50 km line
length and a small peak for GIL between 100 and 150 km which indicate the res-
onance points. The resonance point for the OH line occurs for shorter distances
and cannot be seen in Fig. 13. Since the converter induced DC link capacitors
(700µF each) and especially the DC inductance of the converters (0.55 H each,
PWM converter) are major compared to the line parameters they have a signifi-
cant impact. At the resonance point of the cable setup both converter operating
points lie on the over- or undervoltage section of the p − v−characteristic. How-
ever, an onshore HVDC overlay grid will be mainly built up with OH lines due
to its faster installation time and lower costs. Short sections will probably be
realized with one of the underground technologies (GIL or cable) due to envi-
ronmental or visual reasons.

4 Conclusion

As worldwide several efforts are made towards a meshed HVDC overlay grid
to transmit remotely generated renewable electricity to centers of load, suitable
operation methods need to be developed. To determine the ac systems state,
its stability and power flows several variables are necessary. In DC grids the
necessary measure is reduced to a single one which is DC node voltage. Thus
it is essential for system stability and operation to have an adequate control
method for DC node voltages. Even if several methods are presented in literature,
voltage droop control seems to be the most reasonable one, more than ever if it
is extended by a functionality respecting given converter power reference values
(integrated voltage dead band or smaller droop for a certain voltage band).

A reduced scale HVDC grid was build at the University of Applied Sciences of
Western Switzerland to test several operation and control methods. During the
first tests it was found that undamped and even unstable oscillations between
converters can occur. This paper identifies oscillation causing factors on the
equipments side as well as on the control side. For the analysis of influencing
factors, a P2P topology is simulated. Afterwards the identified improvements
have been applied to a meshed HVDC system with the same positive effects.
The following impact factors have been found: dead time and delay of the inner
converter control, inconsistent converter power reference values, parameters and
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shape of p−v−characteristic for DC node voltage control, equipment parameters
(capacitances and inductances) as well as line length and type. The biggest
impact was identified by the delay time of the inner converter control combined
with DC grid capacitances (converter output and lines) and secondly the shape of
the p−v−characteristic since oscillations occur when converter operating points
change between piece wise linear defined sections. Thus the system behavior was
approved using an undead band voltage droop control and the most significant
impact was achieved using a continuously defined undead band voltage droop
control.
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Abstract. Critical information infrastructure protection is a complex
and multifaceted problem domain and continues to become more so.
Because it is impossible to prevent the occurrence of all incidents, the
CIIP should be approached in terms of resilience. However, governments
are facing a key challenge in the implementation of resilience: the need of
cooperation with the private sector. How to organize the public-private
cooperation is arduous but geopolitics provides the tools to under-stand
this kind of complex relationship. In analyzing the French case, this paper
aims to see PPP through a new pathos: as a risk-mitigating factor.

Keywords: Cyber risk · Critical infrastructure protection ·
Public-private partnership · Resilience

1 Introduction

The terms of the political debate around Critical Information Infrastructure
Protection (CIIP) are focused on a main point: the cooperation between public
authorities and private sector is needed but its implementation is hard to achieve.

For many years, information security has been the exclusive domain of a
closed community of people from military, academics, IT and telecom compa-
nies. The information revolution in the 90s radically changed the scale and the
nature of the issue: people and engineered machines are now part of the same
global environment made of information: the infosphere. Therefore, this revolu-
tion brings the problem of CIIP beyond traditional national defense circles and
managing cyber risk of CIs calls for close cooperation between public-private
players. Due to the deregulation process of many public sectors in the 80 s and
the globalization of 90 s, the private sector is now owning or controlling the
majority of CIs and is at the core of the ICT expertise. Thus both the corpo-
rate and the public authorities are facing shared threats as industrial espionage,
organized crime and sabotage: no one can resolve those issues alone.

Over the past years, academics from security studies, economics and public
policy have investigated initiatives launched to establish cooperation between
public and private sector for CIIP. Based on the concepts borrowed from such

c© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-31664-2 20



194 D. D’ Elia

other disciplines as distributed security, we analyze the French case through
the geopolitical approach based on the study of power rivalries between various
actors and the conflicting perceptions used to reinforce or defy the established
order [1]. What kind of rivalries are challenging the public-private cooperation
and how the public authorities are dealing with that is the focus of this article.
As preliminary note it is important to take into consideration that the original
definition of PPP refers to a specific form of direct partnership developed in 80 s,
but today it is used as a catch all label for all possible forms of cooperation [2].
Given that the article is not focusing on the institutional forms, we employ the
PPP as synonymous of any kind of direct and indirect cooperation.

This article presents a new approach to PPP: we will first outline the diffi-
culties of the cooperation. Then, the French case is analyzed. In conclusion, we
argue that a well-defined spectrum of public-private cooperation can be seen as
a risk mitigation tool affecting positively the infrastructures resilience.

2 The Cyber Resilience Equation or The Clash
of Civilizations

The massive development and the penetration of ICTs into the society as a whole
changed the rules of the game of CIIP and new rivalries raised. First, protec-
tion concept such as perimeter defense become no longer commensurate with
contemporary requirements, thus a new thinking based on the shift from threat
deterrence to risk management has emerged. In accordance with the concept of
resilience, many cyber risk methods have been developed by information secu-
rity experts (ISO 27000X series, or EBIOS in France). However their success is
limited due to the rivalries and lack of common methodologies and tools between
risk mangers & CISOs within the company [3]. As a result of this conflict, cyber
risk is rarely fully integrated in organization’s global risk management.

Moreover, protecting against the cyber threats has led to a contradictory
practice and has revealed the schizophrenic conduct of national security author-
ities. In many countries, intelligence services and defense agencies are devel-
oping offensive capabilities for security interests: to achieve that, they exploit
vulnerabilities in current operating systems and hardware or contribute to new
vulnerabilities in widespread encryption systems. This situation makes the risk
assessment more complex: backdoors could be identified and exploited by mali-
cious actors and thus reduce the resilience of the entire system.

Finally, the implementation of public-private cooperation is complex because
behind the oversimplified categories of public and private, various actors with
conflicting representation and interests interface with each other. On the private
side the players include infrastructure operators, maintenance firms, Industrial
Control Systems (ICS) providers and security companies. With the emergence of
CIIP issue, a main divergence appeared: the different culture between IT security
(protection against intentional damages) and safety of operational technology-
OT (protection against accidental events). Historically, confidentiality is not the
main consideration in OT systems, and availability and integrity are by far the
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dominant concerns. On the other hand, OT systems frequently have little or
no intrinsic security behavior. Here we come with the issue aforementioned: the
need to develop a comprehensive approach of the cyber risk.

On the public side also, the presence of various players generates a fragmen-
tation of the role of public sector: national intelligence, law enforcement, defense,
emergency management, etc. Thus, four major challenges are undermining the
implementation of PPP [2]: unclear delineation of role and responsibilities of
players; lack of trust between partners, different languages (technological Vs
bureaucratic), diverging interests (security Vs corporate benefits), and misplaced
expectations (national security Vs multinational availability). Therefore the dia-
logue is inherently difficult.

3 The French Feedback Loop Process and Its Limits

In accordance with the objective to become a world power in cyber defence,
France has launched numerous initiatives to ensure CIIP. Table 1 summarizes
the main moves and highlights the global impact on cyber risk. If viewed broadly,
these initiatives enable to move from a supposed high-level of risk (A) to a low-
level of risk (B) and thus reducing the severity. In France the CIIP is historically
organized as a cross-ministerial issue and the operators, according to the legal
umbrella called SAIV Framework (Secteurs d’activité d’importance vitale), bear
the financial and operational burden based around five pillars: prevention, pre-
paredness, detection response, mitigation and recovery. Due to space constraints,
a complete analysis of moves cannot be covered at much length, thus we selected
a critical initiative on the field of the PPP: the SCADA working group.

3.1 Bridging the Gap Between National Security and Operational
Life of CIs

In 2009, a specialized agency in charge of the defence against cyber threat
(French Network and Information Security Agency-ANSSI) was established and
the strengthening of CIIP was defined as a major objective of cyber security
strategy. Nevertheless, over the last years, several major attacks were disclosed
and thus the 2013 White Paper on Defense and National Security defined the
cyber security as an element of national sovereignty and the government imposed
additional constraints to CIs1.

The ongoing evolution of the SAIV framework shows that the traditional
role of public authorities as rulemaker is still essential. On the other hand, the
CIIP has to be thought as an adaptive process: standards are continually being
1 Military Program Act 2014–2019 article 22, Defence Code Article L1332-6 and fol-
lowing. The measures include: mandatory cartography of the critical information
systems, mandatory audits of information systems and networks by certified third
parties; mandatory declaration of cyber incidents; implementation of certified sen-
sors; more power to State authorities in order to take exceptional measures in case
of a serious crisis.
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established and updated, thus regulation needs to be reviewed over time to try
to fit with new risks. However, due to the features of ICT environment, evolving
much faster that standard setting process, regulation could be only a stopgap
and is not a silver bullet solution. Here the PPPs play their crucial role: despite
the enforcement of new standards, the public authorities defined the situation
not satisfying. Thus the second step of French strategy was the identification of
the missing bricks in order to better mitigate the risk. Particularly ICS security
was identified as a main concern, thus ANSSI conducted a series of interviews
in 2010 with CI operators, security suppliers and ICS vendors. The goal was to
draw a shared understanding of the limits of the current security infrastructure,
where best practices were to be found and the need of future requirements.
In that way, the national authorities aim at establishing new standards and in
parallel working with the industry to offer tailored solution for CIs.

Table 1. Cyber Resilience Equation- The French Case

However, the differences of language and culture emerged again [4]. In 2011,
ANSSI was aware of that and created a department fully dedicated to foster coop-
eration with CIs. In addition, permanent exchange platform (SCADA Working
Group) was established with the main stakeholders from government (ANSSI and
MoD) and industry (SCADA providers, national CIs and security suppliers) to
establish best practices on supply chain risk management. In parallel, a twofold
initiative has been launched. The certification process, led by ANSSI, for the
rating audit companies as independent evaluators in order to state how well CIs
have implemented the new framework. In addition, the standardization process
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refers also to trusted solutions and vendors. As showed by the Snowden affairs,
a strong domestic ICT industrial base is a strategic advantage in cyber con-
flicts. The knowledge of software or hardware vulnerabilities could be exploited
for both espionage and sabotage. ANSSI through the expertise acquired on-the-
field of incident-response and recovery, is promoting and leading the development
of trusted suppliers by the accreditation process.

These moves stress how cyber risk depends on so many variables that public
and private players can impact only through a coordinated approach. The first
important achievement is the mutual understanding of various interests and thus
the convergence of opinions in adopting minimum security standards. In doing
that, the SCADA WG reduces the gap between the government lack of techno-
logical path and the CIs lack of security path and contributes to better assess
future needs for CIs. The outcomes of these initiatives could directly impact the
risk factors: elaborating the secure design of new ICS leads to reduce the techni-
cal vulnerabilities. On the other hand, the implementation of trusted products,
as the detection sensors, generates more countermeasures and a broader view of
frequency and gravity of cyber attacks.

In that sense, the process launched in 2010 is a first important step to organize
the public-private dialogue. However, a more in-depth analysis reveals impor-
tant tensions that might be potentially damaging the implementation of the
dialogue. On the private side, increasing critics have been heard condemning the
regulatory-based approach without taking in account the market drivers. The
primary interest of CI operators is to employ solutions broadly adequate for
multinational plants. For security suppliers their concern is more for developing
solutions able to be sold on the international market. Here is where corporate
interests clash with national security and highlight the need of more interna-
tional cooperation: since CIIP is defined as matter of national sovereignty, public
powers are imposing new constraints to CIs and influencing the development of
national technologies which should fulfill national standards. The consequences
such as limitation of foreign investment and increasing cost to implement a mul-
titude of national standards are relevant for private sector.

In conclusion, these dynamics underscore the need to find the balance
between national sovereignty and global business interests. That leads to the
question of the right scale of international cooperation: how to define a good
partner? The European Union is the most appropriate level or it would be more
valuable to establish a trusted group of partners on the basis of mutual accep-
tance of national standards? The issue is complex, and the debate is still ongoing
in Europe.

4 Gaming the Future: Public-Private Debate and 3P
Strategy

The implementation of CIP is never going to be simple, but the French case out-
lines several important insights. Due to the complexity of the CI resilience issue,
the State needs to make a preliminary capability assessment (which capabilities
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are needed to be jointly developed with the private sector?), then various and
interdependent initiatives should be established with the private sector. PPP
and regulation, thus, are complementary measures of infrastructure resilience.
On the one hand, the government’s responsibility is to build the appropriate and
continuously updated framework, both at national and international level. On
the other hand, PPPs operate to address the missing bricks that need a coopera-
tive approach: training, situational awareness of attacks, technical solutions, etc.
As demonstrated by the evolution undertaken by ANSSI in 2009–2013, dealing
with CI resilience means to be adaptive: being the policeman (conducting the
inspection), the conventional rulemaker (helping CIs understand the measures
to be implemented) or the facilitator (to develop the technical solution). Given
that, the State takes on other important roles in enhancing the cyber resilience.

First of all, to open the debate on the balance between law enforcement,
security and offensive capabilities. Keeping secret vulnerabilities or cracking
encryption standards means increasing technical vulnerabilities for everyone. In
that way, the State schizophrenia (promoting and implementing defenses while
actively attacking) is no longer sustainable with the concept of resilience. How-
ever, the schizophrenia is also on the citizen’s side: we accept that the State
needs pre-emptive intelligence in order to anticipate the major threats to CIs.
This situation pushes States to openly explain their activities - without revealing
security recipes - to the citizens [5,6]. In addition, public power should establish
a strategy of PPPs that will evolve as the risk evolves. The real question is not
about what exactly is the role of government and private sector, but rather how
the different pieces of public-private cooperation fit together in order to mitigate
the risk. CIIP is neither a state nor a solution but a continuous process based on
dialogue and demanding different levels of intervention from public and private.
Therefore, a large and trusted spectrum of PPPs can act directly as a mitigation
tool able to improve the national resilience.

With this new ethos of PPP, State and private sector can play an increasing
role in reducing the overall impact of the cyber risk and improve the ability of
organizations to defend itself against cyber threats. At this stage more detailed
studies should follow on specific cases and since the CIIP topic includes transna-
tional issues, further research on regional and international level of PPP should
be encouraged.
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Abstract. A holistic approach to security can be introduced by using a
model that binds security measures with costs and security metrics. We
describe exercises based on the graded security model, and supported by
an expert system that are used for training both general managers and
security experts. Trainees have to solve a number of problems under con-
ditions that correspond to a realistic critical information infrastructure
security planning situation, with the level of details depending on the
expertise of trainees.
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1 Introduction

We present an approach to teaching managers, where first a small number of
basic concepts is explicitly introduced by defining a security model that includes
cost considerations as an essential part of the model. These concepts are then
used, based on the presented model, in a process that is close to real-life security
design situations for making decisions and aided by an expert system. This
process includes an abstract analysis section, followed by hands-on training that
is usually the favorite usage of the model for the trainees. Performing the analysis
of a security model that covers all the essential aspects of cybersecurity in a
generalized way helps trainees to get a general picture of the enterprise security.

An expert system for teaching cybersecurity for trainees with different exper-
tise levels was developed, and this expert system was based on a graded security
model [4]. It has been used since 2010 in the courses Information and Cyber
Security Assurance in Organizations and Foundations and Management of Cyber
Security of the international masters program in cybersecurity at Tallinn Uni-
versity of Technology [9].

This paper summarises the basics of rational security design and the graded
security model in Sects. 2 and 3, respectively. The security expert system used
in the training process is introduced in Sect. 4, followed by the description of the
training process in Sect. 5. References to related work are given in Sect. 6.

c© Springer International Publishing Switzerland 2016
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2 Rational Security Design

Security planning for an enterprise is aimed at finding a distribution of resources
for security measures to achieve the best security solution under given conditions.
This is called rational security design. Inputs for the rational security design are:
total amount of available money (maximal allowed costs), characterization of the
secured system, security requirements.

Finding a security solution assumes using a security metric that offers a pos-
sibility of comparing different solutions, and the possibility to express the quality
of the solution by a numeric value. We use an integrated security confidence for
this purpose that takes into account effects of taken security measures (see the
following section). Although security planning will be performed as an optimiza-
tion process, one can use mainly empirical data and expert knowledge. Therefore
we call the result a rational and not necessarily an optimal solution.

Security planning may require solving several partial problems: evaluat-
ing costs required for implementing a selected solution, estimating the relative
importance of any taken security solution, detecting similar security measures
and collecting them in security measures groups, etc. The present set of exercises
is intended to offer hands-on experience for solving these partial problems, as
well as for constructing the complete solution.

3 Graded Security Policy and Model

The graded security policy uses a small number of security levels for character-
izing each security aspect. As another approximation of reality in the model,
we use a small number of security measures groups (about ten), instead of a
large number of security measures (hundreds). These simplifications are useful
in training, because they make the model comprehensible.

The security model describes how security measures are related to security
goals, what are the costs to apply security measures, and what is the confidence
for guaranteeing the respective security level. The concepts used in the graded
security model are the following.

3.1 Security Goals

There are three common security goals (or security aspects) that must be
achieved: Confidentiality (C), Integrity (I), Availability (A).

Confidentiality guarantees that secured information will be accessible only
to actors with the rights for using the information. Integrity means that secured
information remains intact (can not be corrupted). Availability means that infor-
mation can be accessed/used at any time when needed. It is possible to utilize
more security goals—for example, in our expert system, one can use Mission
criticality as an additional goal.
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3.2 Security Class

A security goal can be achieved only to some level, and can practically never
reach 100%. Therefore each security goal has a security level that describes how
strict the measures that are applied for achieving the goal must be. We use four
security levels: no requirements (0), low security level (1), medium security level
(2), high security level (3). Security class is a tuple of security goals with respec-
tive security levels, e.g., C0I3A3 denotes a security class with confidentiality (C)
equal to 0, integrity (I) 3 and availability (A) 3.

3.3 Security Measures Group

A key component of the graded security model is the security measures group
(SMG). It unites security measures with similar effects and is described by the
parameters: security level l, cost of the security measures c, set of security mea-
sures to be taken m and security confidence p. The security level of SMG deter-
mines the values of other parameters of the group.

The four parameters l, c, m, p of a group are bound by the four tabulated
functions: c = f1(l), l = f2(c), m = f3(l), p = f4(l) that are different for each
group. These functions are given by the expert system, and they depend also on
the environment (on a situation) where the security is applied. In our system,
SMG as a component of the security model can be used as a black box, because
the functions binding its parameters are hidden in the expert system.

A number of security measures groups may vary from one version of a model
to another. In the present training environment we have the following groups:
personnel training, firewalls, encryption, antivirus software, segmentation, redun-
dancy, backup, access control, and intrusion detection.

The concepts presented here: security goals, security class, security metrics
and security measures group constitute the basis of the security education for
managers and experts. The security experts, but not the managers, should under-
stand security groups in detail, including functional dependences between their
parameters.

3.4 Security Metrics

When security measures are applied, each security measures group i gets a value
pi of security confidence that is a percent to which the security is guaranteed
by measures of the group (practically always less than 100%). Overall security
(integral security confidence) s is a security metric that describes all security
aspects of the secured system by means of one single value. This value is calcu-
lated as a weighted mean of security confidences of security measures groups:

s =
∑
i

wipi, where
∑
i

wi = 1.
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The weights wi characterize importance of each group i in the overall security
of system. They depend on a concrete situation and should be assigned by an
expert before the usage of the model. Our expert system has also functionality
for automatically assigning the weights wi depending on the type and properties
of the secured system.

There are other and more precise ways to define integral security metrics. In
particular, the integral security can be calculated analogously to reliability of a
system depending on structure of the system [3].

3.5 Security Model

A security model includes a component for each group, and shows also a security
class and formulas for calculating costs. Figure 1 in the following section shows
a model for 9 security measures groups.

4 Security Expert System

We apply an expert system developed in an earlier work [4] for building and
using graded security models based on empirical data from banking practice.
Two banks operating in Estonia, Swedbank and SEB, have been interested in
this development and have cooperated with us in the development. The expert
system is intended for building security models and solving security design prob-
lems: calculating the best distribution of given resources, checking reachability
of security goals, planning the evolving security for several years, etc. Solving
these problems in a training process will be discussed in the next section.

The expert system has been built on an open source visual programming
platform CoCoViLa that provides advanced visual interface for applications [8].
Figure 1 shows a window of the expert system for specifying security models. A
model is specified by selecting its components from the palette, putting them
in the scheme of the model, and adjusting their parameters. Components have
default values of parameters, but each of them has a popup window that can be
used for adjusting properties of the component. A popup window “Properties”
for the security class component is shown on the right side of the figure. It
includes a string C2I1A1M2 that is the security class value.

We can see nine components representing SMGs. Only two of them: Encryp-
tion and User training are presented in the extended way, so that the relation
between their costs and confidences is visible. Components for security class and
optimizer are also visible in the window. The latter is a control component for
calculations, it includes also calculation of total costs and overall security.

There is a component for visualisation of the results, and it is bound with
three SMGs: Antivirus software, User training and Antivirus software. Their
security levels will be visualised in a results window as it is shown below. Stan-
dard connections between the components of the security model (between each
group and the security class etc.) are established automatically, and are not visi-
ble. The scheme includes also two more components that are needed for adjusting



204 A. Ojamaa and E. Tyugu

Fig. 1. Visual representation of security model is input for the expert system

the weights wi for calculating the overall security: Weights expert and Weights
slider.

The scheme in Fig. 1 describes a graded security model of a bank. It is easy to
specify different security models, e.g., adding new security measures groups. As
we know, the largest model developed so far contains 40 groups [3]. A library of
models can be developed for different training situations that can cover essential
situations.

The expert system provides full automation of calculations on the speci-
fied model. The results created by the visualization component are shown in a
window shown in Fig. 2. This window can be viewed as an graphical dashboard
representing the whole security situation of an enterprise. It shows the following:

– an overall security curve: the Pareto set of pairs (costs, overall security);
– security levels of the SMGs connected to the visualizer component for each

value of costs;
– whether the specified security class can be achieved for given costs.

The main result is the topmost curve in the window. It represents a Pareto set
consisting of best achievable overall security values for different values of costs.
An optimization problem is solved for each point of the curve. This problem is
finding a distribution of costs between the SMGs that gives the best value of the
overall security for given costs.

The window shown in Fig. 2 includes more curves besides the overall security
curve. These curves show the calculated security levels for three SMGs: Antivirus
software, Redundancy and User training. To show security levels for some mea-
sures group, one has to connect the respective measures group with the levels
port of the graph object in the scheme as it is shown in Fig. 1.

Colour of the topmost curve gives additional information for each value of
costs: red—the requirements of the security class are unsatisfied, yellow—the
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Fig. 2. A results window of the expert system (Color figure online)

requirements of the security class are partially satisfied, and blue—all require-
ments of the security class are satisfied, i.e., all security goals are achieved at
the required levels.

5 Training Process

Trainees are expected to solve a number of security design problems in the con-
ditions that are close to a realistic security planning situation. A suggested order
of training steps for these problems is shown in Fig. 3. The first two are introduc-
tory steps. The third step—analysis of SMGs is an activity for experts. So are
the following two steps of adjustment of parameters. Default parameters given in
the expert system can be used in training of general managers. Calculating the
best distribution of resources is the main training activity. It is possible to con-
centrate on this activity immediately after introductory steps. Calculating the
evolving security continues the previous step and considers security as a process
continuing for several years. Checking the reachability of security goals is an
independent problem, but it can be solved by the same means as calculating the
best distribution of resources.

If a scheme from the scheme library is used, then the first five training steps
can be omitted, and one can immediately start solving the last three problems
that are training steps for managers as well as for security experts. Below are
described some steps of using the expert system.

The model-based security analysis is suitable for security training of people
with different level of experience. It relies on analytic capabilities of a person,
and it introduces the basics of security in the form of a security model. The
hands-on part of the training is performed using an expert system. The aim of
the presented security model and of set of exercises is to help the trainee to
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Fig. 3. Order of training steps

build his/her mental model of cybersecurity by combining (1) analytical app-
roach where basic concepts and an explicit security mode are introduced, and
(2) hands-on experience by solving security design problems with the help of an
expert system.

6 Related Work

Graded security policy is the basis for security protection programs of nuclear
security and anti-terrorist security of US Department of Energy [7,12], as well
as for several European information assurance standards. In particular, German
BSI-Standard 100-2 [2] and Estonian ISKE standard [1] are both based on the
graded security policy. We adopt this policy in our expert system, and use the
respective security model. Evolving security analysis that we use here has been
investigated by Kivimaa et al. [5].

A popular way to teach security concepts is to give some hands-on experi-
ence by targeted video games like CyberSiege [10] from the Naval Postgraduate
School, or using games from the DISA online training catalogue, e.g., the well-
known game CyberProtect [11]. These tools are intended for teaching security
concepts for people with varied backgrounds and different levels of expertise.
They introduce essential security measures by means of exercises in a more or
less realistic situation, but give trainees only implicitly a partial security model.
There are also more advanced and complex cyber security learning systems, such
as CyberNEXS [6] from Leidos (SAIC). The latter is aimed at development of
skills on expert level. CyberNEXS is probably the most advanced of the cyber-
security training systems. It provides games for four scenarios: network defense,
forensics, penetration testing (attacks) and capture the flag. We presented here a
complementary approach to war games for teaching cybersecurity that is based
on the analysis and usage of a security model.
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7 Conclusion

We have proposed a model-based technique and software of security training.
It relies on analytic capabilities of a person, and it introduces the basics of
security in the form of a security model. The hands-on part of the training is
performed using an expert system. The aim of the presented security model
and of set of exercises is to help the trainee to build his/her mental model of
cybersecurity by combining (1) analytical approach where basic concepts and an
explicit security mode are introduced, and (2) hands-on experience by solving
security design problems with the help of the expert system. Our four years
teaching experience on masters level at Tallinn University of Technology [9] has
validated the methodology.
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cation and Research, the European Regional Development Fund (ERDF) through
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Abstract. Critical infrastructures must be better protected against chal-
lenges to their data communications in the face of increasing numbers of
emerging challenges, complexity and society’s demand and intolerance of
failures. In this paper, we present a set of challenges and their character-
istics by reviewing reported incidents. Using domain specific attributes
we discuss how these could be mitigated. We advocate the adoption of
the latest programmable networking approaches in critical infrastructure
networks and we present our proposed modular architecture with con-
figurable monitoring and security components. Lastly, we show results
from a network challenge simulation which highlights the benefits of our
approach in providing rapid, precise and effective challenge detection and
mitigation.

Keywords: Resilience · Security · Critical systems

1 Introduction

Data communication networks are playing an increasingly pivotal role in critical
infrastructures. Society is becoming ever more reliant on critical infrastructures
to manage a range of services including communications, power and
transportation. It is therefore necessary that the underlying data networks of
such infrastructures remain highly resilient and available in the face of emerg-
ing challenges. Data networks worldwide are becoming progressively intercon-
nected and explicitly, critical infrastructures are becoming less isolated, e.g., EU
Air Transportation systems are increasing their interconnectivity through an
international Airport Collaborative Decision Making (A-CDM) system [2]. In
this paper, we argue that critical infrastructure data networks are encountering
a series of emerging challenges. We discuss the motivation for increasing data
communication resilience and the domain specific attributes of critical infrastruc-
tures we can exploit, in Sect. 2. In Sect. 3, we review reported incidents within
our focussed context of mission-critical Air Traffic Management (ATM) systems.
By analysing these incidents and considering other possible scenarios, we have
characterised a taxonomy of emerging challenges and their features. In order to
c© Springer International Publishing Switzerland 2016
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best take advantage of the attributes of critical network infrastructures (CNI),
we argue for the introduction of the latest programmable networking approaches,
specifically Software Defined Networking (SDN). SDN allows centralised, logical
control of data traffic routing. This offers unique opportunities as event based
code can be executed in response to real-time network behaviour, e.g. allowing
the controller to enforce different policies depending on the traffic type. Using our
domain specific knowledge and familiarity with SDN, we argue that the typical
qualities of many CNIs can be exploited using tailored algorithms on SDN-based
architectures that will allow them to better mitigate such challenges than would
be possible in other data networks. We then present our vision of a modular
architecture in Sect. 4 and discuss how it can be utilised to improve resilience.
Our final contribution, in Sect. 5, is an initial experiment which highlights the
benefits of our architecture, and SDN, when detecting and remediating against
a flooding challenge, before concluding the paper.

2 Characteristics of Critical Network Infrastructures

Data networks within critical infrastructures have certain characteristics that
hold true more predominately than for data networks in general. Firstly, they
should be highly redundant with respect to both topology and services. Secondly,
any changes are perceived as high risk. Finally, high availability and low latency
are required. These three attributes converge neatly. To achieve high availability,
there should be significant redundancy. Low latency requires over-provisioning
and considerate routing strategies for queuing and congestion. To make changes
to a system undermines the experienced reliability to date as unknown conse-
quences can occur. Leaving the system unchanged is therefore perceived as the
best means to maintain achieved levels of high availability. This means traf-
fic patterns and topologies are relatively static in comparison with the ad-hoc,
ever-changing behaviour of the legacy Internet. As technology is advancing and
some changes are being made, such as reducing the relative isolation of critical
infrastructures, it is now time to make further, protective, changes to safeguard
critical infrastructure data network’s resilience. As evidence for the increasing
interdependency of systems we refer to the new EU networked system to directly
share collaborative flight planning data among different systems and countries [2]
and for a comprehensive overview of CNI’s interdependencies in general, see [13].

The complexity of critical infrastructure communication networks is rising
as they age. Current data networks are moving larger bandwidths of data traffic
and systems are processing ever greater volumes of data. This trend continues
as capacity improves and as demand increases for more knowledge of the sys-
tem with more intelligent data correlations. Modern critical infrastructures often
have diverse technologies integrated into the overall system. This has come from
building improvements onto legacy components and adapting new technology to
interface with existing protocols.
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Fig. 1. Depiction of the layers of dependency in critical infrastructure systems

2.1 Energy and Communication Resilience

Critical infrastructures rely on power and communications in order to main-
tain mission-critical services. These two components are often interconnected
with energy required to power communications and a communications network
required to manage, monitor and control the power systems. Nearly all elements
of critical infrastructures require both power and communications to perform
their function. In Fig. 1, we present our view of the functional hierarchy of
components required to effectively provide the services which comprise criti-
cal infrastructures. The pyramid requires the underlying components to be in
place to offer the services at higher layers. We differentiate between energy the
CI national grid supply, and the power required for an individual CI to func-
tion internally. Capacity, safety, security, automation and resilience engineering
fall between basic needs and advancing current research. Systems integration,
real-time processing and optimisation form the pinnacle of current CI research.

Given the relationship discussed above, power and communications can be
categorised together. However, as we discuss in previous work [19], the chal-
lenges faced in communications resilience are greater. Power supplies are source-
independent, with energy needs being met from mains, back-up generators and
even fail-safe battery power in the worst case. Voltage spikes or brown outs can
be mitigated using standard techniques such as Diesel Rotary Uninterruptible
Power Supplies which convert the power to a steady, clean stream in terms of
phase, harmonic distortion and consistent voltage. Communications resilience
is a more sophisticated problem as it is time-critical for real-time applications
and the content is source-dependent. Communication payloads are a complex,
non-Poisson process of traffic load and arrivals. This implies high variability and
unpredictable dynamics over long timescales. Traffic peaks can also be significant
in terms of utilisation, even with substantial over-provisioning. Data packets are
also susceptible to corruption, loss and delay. We therefore argue there is strong
motivation to place a greater emphasis on communications resilience to ensure
the same levels of reliability and availability as are present in power resilience.

3 Examples of CNI Challenges

Numerous challenges threaten the failure of critical infrastructures. We have
defined a generalised taxonomy of characteristics for a series of accidental
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failures and malicious attacks which can be categorised together. We base this
categorisation on the behaviour of the challenge in the data network, the char-
acteristics of CNIs can be exploited to defend against such challenges and the
existence of past incidents which are an instance of such a challenge or allude
to the scenario being a possible, legitimate threat. The challenges in this partial
taxonomy are representative because they have a similar manifestation but with
different implications. There are also common attributes we can use to detect
these challenges which we review after presenting our taxonomy. We consider:

– Flooding:
• Distributed Flood
• Centralised Flood

– Disconnectivity
– Oscillation
– Network Scan

Flooding: Network flooding is where a large amount of data overwhelms the
available capacity of the network resources, e.g., in terms of physical bandwidth.
Other types of flooding exist such as SYN flooding, where a large number of TCP
flows are simultaneously sent to a remote server initiating the connection proto-
col. The server sends TCP SYN-ACK and awaits ACK replies for each of these
flows, before running out of memory, thus stopping new connections being made.
We distinguish between two types of flooding: distributed and centralised. Dis-
tributed floods are well-known for causing Distributed Denial of Service (DDoS)
attacks, Flashcrowds and Botnets. These challenges have a distributed source
address space and a concentrated destination address space. Centralised floods
begin from a focussed point in the network and can have a single root cause.
They may however propagate, such as a case of a broadcast storm, where network
devices forward data packets to all connected devices, as instructed, resulting in
an endless flow of traffic. Characteristics of this type of flooding are a concen-
trated source address space and a concentrated destination address space. These
are well known challenges and many solutions exist to mitigate them in generic
network environments [10].

Disconnectivity: Disconnectivity is where part of the network infrastructure is
no longer available. This may be due to hardware, e.g., a physical link or switch
going down or software misconfiguration of a firewall or routing table errors.
The threat of failure from a disconnectivity challenge is independent of its cause.
While it is important to rapidly diagnose and isolate the cause of the problem,
in terms of overall system availability, it is more important to understand the
impact of the challenge. Depending on where the disconnectivity arises, this may
mean an alternative path between parts of the network experiences higher traffic
levels as data is rerouted around the problem area or it may mean parts of the
network are entirely isolated. Characteristics of this challenge will likely be a
significant drop in traffic in some parts of the infrastructure, a similarly signifi-
cant rise in traffic in other parts, as well as the potential creation of additional
routing paths throughout the network.

Oscillation: Link redundancy is a core feature of mission-critical networks. Even
in simple topologies, persistent routing oscillations can occur. This challenge
makes understanding normal behaviour complex and is bad for stability, load
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balancing, reliability, predictability and fault detection [4]. It also degrades
router performance and makes monitoring data harder to interpret. Finally,
anomaly detection methodologies are also hampered since many rely on trends
or sampling [1], and the characteristics of oscillation are bursty traffic conditions
and routing table variability.

Network Scan: Network scans and other distributed attacks such as Exploits
and Worms can be categorised together with common characteristics of a distrib-
uted destination address space, focussing on a limited set of destination ports.
These challenges exploit network vulnerabilities and are malicious attacks. In
traditional networks firewalls and network monitoring tools offer some protec-
tion against these attacks.

While distinct, there are common aspects to which can be used to optimally
detect these challenges, particularly when in an SDN environment. The key
aspect for this taxonomy is the desire to have both distributed and centralised
knowledge to detect and mitigate the challenge. Flooding incidents require rapid
identification of the source of the traffic. This can be achieved through a dis-
tributed alarms which recognise flood traffic, and centralised control which can
determine if the event is localised, distributed or propagating throughout the
network. Similarly, disconnectivity requires both distributed knowledge of local
behaviour as well as a global perspective to determine where the cause is and
whether any parts of the network are now completely isolated. Oscillation can
occur at various scales or across local domains making it necessary to examine
at both levels. Finally, network scans vary and depending on their nature may
be obscured at either a local or global level. If a network scan is mounted in
a distributed address space attacking the same port, this requires a centralised
detection algorithm. However, if a port scan is targeting a concentrated destina-
tion address space and examining each of its ports, this can be handled locally.

3.1 Review of CNI Incidents

To provide evidence for our claims of the challenges facing critical infrastructures
we explore recent incidents involving Air Traffic Transportation Systems. The
following four incidents highlight the severity of the impact faced when challenges
do undermine the resilience of ATM data networks and therefore the safety and
security of the service which relies upon them.

In 2007, the US Customs and Border Protection computer systems at LAX
suffered from a network outage [8]. The fault analysis concluded the single ini-
tial point of failure was caused by a malfunctioning Network Interface Card
(NIC). This in turn caused data to overload the system. This system is not
directly involved in ATM services however, the 10-hour-long issue caused delays
and congestion affecting up to 17,000 passengers with new arrivals not being
allowed to disembark, and international departure disruptions. Analysis sug-
gests this incident had similar characteristics to a centralised flooding challenge
which propagated throughout the network.

In 2008, a European airport ATM system experienced a similar incident
caused by an intermittent faulty NIC. This fault and the subsequent error of
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automated network software designed to mitigate anomalous issues ultimately
caused periods of complete airport closure due to safety concerns. The seven week
period over which problems persisted included times where ATM lost track of
planes or associated flight information [5]. This was a complex incident with
multiple factors involved, however, the root cause gives further evidence to the
threat faced from flooding challenges.

The FAA (Federal Aviation Administration) Telecommunications Infrastruc-
ture (FTI) experienced a four-hour outage in 2009 causing disruption for over
800 flights [3]. The incident was a series of cascading events which culminated in
failure. Earlier scheduled maintenance led to a routing table being programmed
incorrectly. This was inactive until it was restarted. Independently, alarms mon-
itoring router utilisation had been inadvertently disabled for all routers. The
lack of an alarm system compounded the routing error and a significant delay
occurred while network engineers manually probed the network to localise the
problem and eventually determine which router was at fault. Given a routing
failure scenario such as this and the potential for human error due to manual
programming, it is probable severe oscillation incidents can occur as well as sig-
nificant flooding, in order to have router utilisation exceeding alarm thresholds.

Most recently, a fire caused disconnectivity at a core FAA PoP (Point of
Presence) in Atlantic City in 2012 [12]. The building was evacuated and caused
some air traffic and flight planning systems in the U.S. to become temporarily
unavailable. The ATM service was significantly slowed. Back-up systems relied
on telephones for communications. This incident was well-managed but high-
lights that despite high levels of redundancy, disconnectivity is a very real threat
and the challenge of continuing operations seamlessly in the face of disrupted
infrastructure connectivity cannot be guaranteed.

Fig. 2. Modular SDN architecture with distributed, configurable monitoring & security
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4 Proposed CNI Architecture

In order to better tackle the threat of failure that the emerging challenges we
have outlined present, we argue that the latest networking technologies should
be introduced into ATM data networks. By applying SDN as the foundations
for our proposed architecture, numerous advantages can be gained. We believe
that by augmenting SDN functionality with our specific architecture, distributed
algorithms can be tailored to exploit critical infrastructure attributes to better
defend against a wide array of future challenges including those in our taxonomy.
To begin, we will introduce the benefits of an SDN approach alone and then we
will discuss our proposed additions which further increase resilience.

4.1 SDN for Critical Infrastructures

SDN is a networking approach which separates the data and control planes.
The data plane handles the forwarding of network traffic to the correct desti-
nation space while the control plane handles the decision on how traffic should
be routed. There is a single logical controller, which may be physically dis-
tributed, which sets control plane rules in the flow tables of switches. These
rules match packets which arrive at the switch. If the information in the packet
header matches a rule, the switch performs the associated action, e.g., forwards
the packet on the data plane. If there is no match, the packet is sent to the con-
troller which can decide to establish a new rule and install it on the switch. The
controller can modify existing rules and actions can be set to discard, forward
packets to their destination or send them to the controller to handle. There has
been a great deal of work on various related aspects of network functionality in
an SDN environment including anomaly detection techniques [9,20], integrating
different approaches to monitoring and security services [16,17], network verifi-
cation [6] and automatic failure recovery [7]. OpenFlow, a protocol specification
which is layered on top of TCP, is the first standard communications interface
defined between the control and forwarding layers of an SDN architecture. It
relies on Open vSwitches with routing flow tables. The POX OpenFlow con-
troller and others [14], allow operators to specify event-based functionality.

Of the many advantages SDN brings to a network operator, those of most spe-
cific interest to critical infrastructures include: vendor-independent centralised
management and control; centralised and automated management of network
devices allowing uniform policy enforcement thus reducing configuration errors
and increasing network reliability and security; fine-grained control of varying
services, users, devices and application policies; improved automation and man-
agement by using common APIs to manipulate the underlying network behaviour
for provisioning systems and applications [11].

Crucially, SDN is vendor-independent and can therefore be used on a variety
of different devices. This is advantageous since, as we discussed earlier, many of
the CNIs comprise a mixture of legacy systems, conversion networking devices
and differing manufacturer equipment. Further related work [15], which sepa-
rates a physical network infrastructure into different logical networks could be
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of significant interest to critical infrastructures when it matures. SDN technol-
ogy could allow changes to be test-deployed alongside operational CNIs in the
same environment as a final safeguard before migration from the testbed to live
deployment.

4.2 An SDN Architecture for ATM

While OpenFlow offers an excellent environment to explore some of the advan-
tages of SDN we believe more can be achieved to aid safety and security through
an SDN approach. With increasing bandwidths and data processing, anomaly
detection is requiring faster processing in order to be effective in a real-time
context. We propose that to achieve truly optimised, efficient anomaly detection
for critical infrastructures, the processing of detection methodologies should be
distributed. To achieve this, switches would require more resources, however we
argue this is a realistic proposition for two reasons: the costs of computing com-
ponents are reducing and with the separation of control and data planes through
SDN there are far greater possibilities for distributing anomaly detection algo-
rithms. We therefore believe the cost-benefit trade-off for this architecture is now
in favour of distributed anomaly detection, particularly to exploit the environ-
ment of CNIs. In Fig. 2 we show our modular approach to an SDN architecture
for critical infrastructures, which has centralised knowledge and distributed intel-
ligence. Open vSwitches are configured by an SDN controller as standard. Hosts
are connected to Open vSwitches by 2-fold physically redundant links: Links A
& B. The novelty of our architecture comes from the configurable monitoring
and security modules. These are pre-tested modules which can be deployed on-
demand by network operators to perform a task given the current status of the
network. This distributed approach allows network operators to have the free-
dom and control over their resources to respond to challenges as they emerge.
When an incident unfolds, operators want to learn more in real time. This archi-
tecture offers them the ability to do that rapidly. If a given threat is presumed
to be causing a problem in the network, security detection or defence modules
specific to that threat can be deployed to a given switch to gain further infor-
mation and attempt to self-heal. Similarly, if detailed performance information
is desired prior to, for example, network upgrades, a suite of monitoring tools
can be deployed throughout the network to learn about the localised behaviour
in that part of the infrastructure. Figure 2, also details an SDN-trap. We define
this as an asynchronous message from the switch to the controller which could
be used to alert the controller that anomalous behaviour has been identified.

5 Flood Detection and Remediation Experiment

To prove the merits of our architecture we implemented a flooding detection
and remediation experiment based on challenge characteristics and our domain
specific knowledge. This experiment is designed to show the advantages and
potential which can be leveraged for critical infrastructures using our SDN-
based architecture and early feasibility results. We simulated a scale version of
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a major European Air Navigation Service Provider’s (ASNP) secondary radar
surveillance network. In Fig. 3, we show our experimental topology. The core of
the network is a ring connecting switches S1, S2 and S3. These switches represent
the primary ATM locations throughout the country. H1, H2 and H3 represent the
subscribers to the surveillance data to, for example, display where aircraft are
located on Air Traffic Controller displays. In reality these hosts are in fact large
Local Area Networks (LANs) with their own layers of redundancy. In Fig. 3, the
core ring network connecting switches S1, S2 and S3 has a high bandwidth and
shares the captured radar data from the distributed radar locations, represented
here as H4, H5 and H6. Each radar dish has a local switch which sends dual
copies of the output data on the Red and Green links which represent the 2-fold
physical redundancy in the network. Each switch is configurable through the
centralised SDN controller.

Fig. 3. Flooding experiment on scaled ANSP radar surveillance network topology

5.1 Methodology

To begin, standard operational traffic was initiated in the network with H4, H5

and H6 sending their continual radar data to the core ring via the Red and
Green links to S1 and S3, respectively. The operational traffic was modelled
from recordings of live data which we analysed in our previous work [19]. As
the standard traffic began, the POX controller performed its default behaviour,
establishing flow table entries for the switches on the core ring, allowing their
associated hosts to directly route traffic to each other. Flow table rules were also
installed on the radar switches S4, S5 and S6 to allow them to send traffic from
their hosts to H1 and H3.
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In our controller, we implemented a traffic metric polling for each switch to
provide the number of flows, the number of bytes and the number of packets
sent from that switch to each destination address. This polling was triggered by
a timer event every five seconds. From our knowledge of surveillance networks
and following the static characteristics of critical infrastructure data networks,
we determined that new connections between pairs of devices which had never
previously exchanged data is a relatively rare event in this domain. Once the
network is established and the controller has installed flow table entries for stan-
dard operational traffic patterns, new connections to send data from e.g. H4

to H5, are unlikely. We exploited this characteristic to better detect a flooding
challenge in the network. Every time a packet is sent to the controller and a new
flow table entry is installed on a switch, we add this forwarding rule into a list
of the latest added routes. Each time a timer event is called, we examine the
number of new routes which are added in the network. If this number exceeds
a given threshold for new connections made, this indicates abnormal behaviour
within the network. Such behaviour could be representative of a network scan,
centralised flood or disconnectivity challenges. By then checking for a significant
increase in the volume of data sent from this switch via the polled traffic metrics,
we can determine a centralised flooding incident. The algorithm used is:

On Timer Event:

for each Switch in Latest Route Entries:

if number of new routes for this Switch > MAX_NEW_ROUTES_THRESHOLD:

if significant traffic volume increase:

Throw Flood Characteristics Alert

else: Throw Generic Alert

On completion of checking the latest route entries we archive them. Any new
flow table entries created in the next time period will be evaluated independently
of archived results. This is based on the profile of a flooding event typically being
a rapid process in which a malfunction or misconfiguration rapidly causes data
to be sent from a constrained set of sources to a large set destinations. When
our system throws a flood characteristic event, we pass the details of the switch,
its latest routes and the traffic volumes. The controller then exposes these alerts
which can be collected by a network monitoring system and reviewed through
e.g. a web based user interface such as KSWatch [18]. Network operators could
then act using our modular architecture to block flows from this switch, increase
detection in other parts of the network and perhaps deploy further monitoring
in the affected areas of the infrastructure to ensure normal behaviour is restored.

5.2 Results and Discussion

With typical operational data flowing in our simulated experiment, we intro-
duced a flooding incident from H6 as seen in Fig. 4. This was performed using
iperf in UDP mode for a prolonged 60 s burst at 5x operational traffic levels to
all hosts on the network: H1 to H5. Our experiment parameters were set with
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Fig. 4. Results of flooding and detection time plotted against normal operational traffic

MAX NEW ROUTES THRESHOLD=2. As the UDP flows began, the con-
troller added new routes from H6 to H2, H4 and H5 (routes to H1 and H3 are
already present). This took place within a five second timer event. After the flood
had initiated, the next time the timer event was triggered, a Flood Character-
istic Alert was successfully thrown to the network monitoring at the controller.
Considering the lengthy outages which have occurred through flooding events
in the past, we believe that this prototype experiment and our architecture
shows strong potential for better securing and increasing reliability of critical
infrastructures in the future.

Other techniques to detect flooding incidents exist of course. Preventative
approaches such as VLAN isolation or another means of blocking access between
hosts could be implemented, e.g., firewalls. However, flooding is one challenge
from many in the set we have identified. While other techniques exist, the imple-
mentation of these can involve manually distributed hard-coding of policies
which can be overly restrictive and unresponsive. Our architecture places the
network operators in greater direct, responsive control of their network since
they have the ability to deploy distributed modules tailored to the scenarios
they perceive unfolding. We argue, our approach allows for greater flexibility
and security with faster results than typical monitoring provides. In our expe-
rience, many network operators rely upon Simple Network Monitoring Protocol
(SNMP) based network monitoring applications which typically poll network
devices once every 15 min. While there is always a trade-off amongst the fre-
quency of monitoring, the traffic this monitoring produces and the desire not to
interfere with operational traffic, we believe our architecture presents an opti-
mal solution. If additional monitoring is temporarily desired, with more granu-
lar frequency or reviewing a wider set of parameters, this can be deployed and
processed at distributed points throughout the infrastructure, on-demand. By
exploiting the decoupled control plane approach we recognised a flooding event
within a few seconds and presented an alert detailing the switch at the root
cause. The operator then has detailed information and can act rapidly.

6 Conclusions and Future Work

In this paper, we presented the case for adopting the latest programmable net-
work technologies, specifically SDN, for the control and management of CNI.
We reviewed a series of incidents which affected Air Transportation systems
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and distilled a set of applicable challenges and their characteristics. We pre-
sented a novel, modular SDN-based architecture and discussed the results of our
simulated challenge on a scaled network topology, accurately modelled on an
EU radar surveillance network using representative traffic, typical of operational
flows. Our results showed our approach is viable, and coupled with programmable
networking principles, has strong potential for use in critical infrastructure data
networks to detect challenges and abnormal behaviour. Future work will add to
our simulated environment, creating a scaled version of our complete modular
architecture and we will look at how to deploy security and monitoring com-
ponents over the network on-demand. We intend to explore anomaly detection
algorithms which we can distribute and tailor to exploit the characteristics of the
challenges we present in this paper as well as attributes of critical infrastructures.
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Abstract. The security stress is a synthetic evaluation of how an ICT
infrastructure resists to attacks. We define the security stress and show
how it is approximated through the Haruspex suite. Then, we show how it
supports the comparison of three versions of an industrial control system.
Haruspex is a suite of tools that apply a Monte Carlo method and support
a scenario-based assessment where in each scenario intelligent agents
compose attacks to reach some predefined goals.

Keywords: Risk assessment · Intelligent agent · Robustness

1 Introduction

We consider the risk assessment of an ICT infrastructure under attack by intel-
ligent agents that achieve some predefined goals through complex attacks, e.g.
sequences of attacks. A complex attack escalates the privileges, e.g. access rights,
of an agent till it owns all the privileges in one of its goals.

The security stress is a synthetic evaluation of how an infrastructure resists to
the agents. This measure can assess an infrastructure or support the comparison
of alternative infrastructures from a robustness perspective. Given an agent and
a goal, the security stress plots, for each time t, the probability that the agent
reaches the goal within t. We refer to the curve as a stress one because it shows
how the infrastructure resists to the force due to an agent for increasing times.
After discussing the security stress and its approximation through the Haruspex
suite, we generalize it to any number of agents and of goals.

This paper is structured as follows. Section 2 briefly reviews the Haruspex
suite and security metrics. Section 3 introduces the stress curve and shows how it
supports the comparison of distinct systems. Section 4 use the stress to compare
three versions of an industrial control system. Lastly, we draw some conclusions.

2 Related Works

We briefly recall the Haruspex suite and related works on metrics to evaluate
the robustness of an infrastructure.
c© Springer International Publishing Switzerland 2016
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The tools in the Haruspex suite support the risk assessment of an ICT system
by applying a Monte Carlo method to simulate a scenario where some intelligent,
goal oriented agents attack the system. [1,2] outline the tools of the suite to build
the models of interest and apply the Monte Carlo method. Three tools are the
kernel of the suite: the builder, the descriptor and the engine. The first two
tools build models of, respectively, the system and an agent. The engine uses
these models to simulate the agent attacks. This tool builds a statistical sample
to support an assessment by applying a Monte Carlo method and collecting a
sample in each simulation.

The metrics in [3–5] evaluate the robustness of an ICT infrastructure under
attack without integrating the proposed metrics with the simulation of the
attacks. The metric in [6] is focused on the discovery of zero-day vulnerabili-
ties. [7–9] review alternative security metrics. [12] is similar to security stress as
it considers the amount of work to attack a system.

3 Security Stress of an ICT Infrastructure

The stress StrSag,g(t) at t of an infrastructure S is the cumulative probability
distribution that the agent ag reaches g within t. Being a probability distribution,
StrSag,g(t) is monotone non decreasing in t and StrSag,g(0) = 0.

To justify the adopted definition, let us denote by t0 the lowest time where
StrSag,g(t) is larger than zero and by t1 the time, if it exists, where it is equal to
1. If we consider ag as a force aiming to change the shape of S, then this force is
ineffective till t0. Then the shape of S changes due the attacks of ag and S cracks
after t1, because ag is always successful for larger times. t1 − t0 evaluates how
long an infrastructure can, partially, resist to the attacks of ag before cracking.

We believe StrSag,g is a proper synthetic evaluation of the robustness of S
because its shape is related to several attributes of S. t0 depends upon both
the time to execute an attack and the length of the shortest complex attacks
to reach g. For each attack at in the sequences to achieve g, t1 depends upon
succ(at) that determines the average number of executions of at. t1− t0 depends
upon both the standard deviation of the number of attacks to reach ag and
their success probabilities. Because of these relations, StrSag,g(t) returns a more
accurate evaluation of the robustness of S than metrics that consider just one
value, such as the average time or the average number of attacks to reach g.

A lower bound on t0 is the minimum of the set produced by mapping each
complex attack ag can implement to reach g into the sum of the execution times
of its attacks. This is the best case for ag where no attack fails. Computing this
bound is not trivial because the size of the set increases exponentially in the
number of the components of S [2].

To evaluate the robustness of S in a predefined time interval, we plot
StrSag,g(t) in the considered interval. Obviously, StrSag,g(t) may be lower than
1 in the interval.

To generalize StrSag,g to a set of goal Sg, we assume that ag stops its attacks
after reaching any goal in Sg. Under this assumption, StrSag,Sg(t) is the proba-
bility that ag is idle after t. To generalize to a set of agents Sag, we consider
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the most dangerous agent in Sag. This is the agent, if it exists, with the highest
stress curve. As an alternative, StrSag,g(t) is the weighted sum of the stress due
to each agent in Sag where the weigh of an agent evaluates its contribution to
the overall impact. Further generalizations are possible but, in this paper, we
focus on one agent aiming to achieve any goal in a predefined set.

StrSag,g is the inverse of a survival function [10] as it plots the probability of
a success of ag instead than the one that S survives ag attacks.

We approximate PercSag,g(t) as the percentage of samples collected in an
engine experiment where ag reaches g before t. The experiment simulates ag for
the time interval of interest.

3.1 Supporting a Comparison

To evaluate the relative fragility of two infrastructures, S1 and S2, with respect
to an agent ag trying to achieve a goal we analyze StrS1

ag,g1(t) and StrS2
ag,g2(t).

g1, the goal of ag in S1, may differ from g2, the goal in S2, because the same
high level goal, e.g. read an information, may involve distinct rights in the two
infrastructures.

The two stress curves show the time interval when an infrastructure better
resists to the attack of ag, e.g. it has a lower stress. We say that S1 is more robust,
or less fragile, than S2 if StrS1

ag,g1 is always lower than or equal to StrS2
ag,g2(t), e.g.

StrS1
ag,g1 lies in the space bounded by StrS2

ag,g2. This implies that, at any time,
the amount of deformation in S1 is always lower than in S2. This condition
is violated if 0 < StrS1

ag,g1(tx) = StrS2
ag,g2(tx) < 1 for some tx. However, even

this comparison may return useful information. Suppose that, initially, StrS1
ag,g1

is lower than StrS2
ag,g2 but then two curves cross. In other words, initially, the

deformation in S1 is lower than in S2 but, for values of t larger than tx, the
situation changes. This happens when ag can reach its goal in S1 only through
complex attacks that require a long time either because they compose a large
number of elementary attacks and/or because the time of to implement these
elementary attacks is large. Hence, the lowest time to successfully attack S1
is larger than for S2 but, if all the success probabilities of the attacks against
S1 are close to 1, the difference t1 − t0 will be small and S1 will quickly crack
provided that ag has enough time available. The slower increase of Str2 may be
due to the lower success probabilities of attacks against S2.

4 Comparing Distinct Version of an Infrastructure

This section applies the stress to compare three versions of a system to supervise
and control power generation that is segmented into four types of subnets: Cen-
tral, Power Context, Process and Control. Users of the intranet run the business
processes of power generation through the nodes in a Central subnet. The plant
operators interact with the SCADA servers through the nodes in a Power Con-
text subnet. The SCADA servers and the systems to control power production
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Fig. 1. First version of the infrastructure

belongs to a Process network. Finally, the PLCs in a Control subnet control the
devices in the plant.

Figure 1 shows the first system version [11] with 49 nodes segmented into
six subnet. The Central subnet includes 24 nodes, the Power Context includes
7 nodes. Then, Process subnet 1 and 2 include, respectively, 9 and 7 nodes.
Each Process subnet is connected to a Control subnet with a PLC device. Three
nodes of the Central subnet have a connection with the Power Context subnet.
Two pairs of nodes in the Power Context network are connected to nodes in one
Process subnet, Lastly, two nodes in each Process subnet are connected to the
corresponding Control subnet.

We compare this version against two other ones. In the first one, we double
the number of nodes by replicating each node without altering the number of
connections between subnets. Also the third version includes 98 nodes as the
second one, but the Central subnet is segmented into two subnets with 24 nodes
each. Furthermore, all the nodes connected to the Power Context subnets belong
to just one of the resulting subnets, as in Fig. 1. We consider four classes of agents
and assume that any agent initially owns some rights on a node in the Central
subnet and it aims to control the PLC devices. In particular, agent in the first
class, T1, aim to control both devices and those in the second class, T2, aims
to control any of the devices. Agents in the two last classes, T3 and T4, aim
to control a distinct PLC device. Agents need to scan each node to discover its
vulnerabilities. To cover alternative strategies to select the complex attack to a
goal, each class includes seven agents. For each version, Figs. 2, 3, and 4 show
the stress curves of the most dangerous agent in each class. The figures show
that in the first version, the most dangerous agent in the T2 class reaches its
goal in about twelve hours while an agent of another class reaches its goal in
about fourteen hours, i.e. about two hours later. In the second version, the most
dangerous agent belongs to the T2 class and it reaches its goal in about 21 h.
Other agents take one more hour. Then, in the third version of the infrastructure,
the time to reach the goal is a bit larger than in the second one. Indeed, the
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Fig. 2. First version: stress curve of the most dangerous agents

Fig. 3. Second version: stress curve of the most dangerous agents

Fig. 4. Third version: stress curve of the most dangerous agents

Fig. 5. Robustness of the three versions

class T2 agent reaches the goal only 20 min later than in the second version but
the remaining agents reach their goal after more than two hours. Lastly, Fig. 5
compares the robustness of the three versions. Each curve refers to the most
dangerous agent for the considered version. As expected, the first version is the
most fragile one because its number of nodes reduces the number of attacks to
reach a goal. The number of nodes in the second version confuses the agents and
increases the time to reach their goal. Finally, the third version is the least fragile
one because the larger numbers of nodes and of subnets increase the number of
attacks and the time to reach a goal.
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5 Conclusion

The stress curve is a synthetic evaluation of the robustness of an infrastructure
with respect of complex attacks by intelligent agent. It simplifies the comparison
of distinct infrastructures or of alternative versions of the same one and it is
approximated through the Haruspex suite. We have applied this measure to
compare three versions of an infrastructure and discussed how the stress curve
changes according to the number of nodes or of subnets.
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Abstract. In this paper we report recent results on modelling the
impact of cyber-attacks on the resilience of complex industrial systems.
We use a hybrid model of the system under study, in which both acci-
dental network failures and the malicious behaviour of an Adversary are
modelled stochastically, while the consequences of failures and attacks are
modelled in detail using deterministic models. This modelling approach
is demonstrated on a complex case study - a reference power transmission
network (NORDIC 32), enhanced with a detailed model of the computer
and communication network used for monitoring, protection and control
compliant with the international standard IEC 61850. We studied the
resilience of the modelled system under different scenarios: (i) a base-
line scenario in which the modelled system operates in the presence of
accidental failures without cyber-attacks; (ii) several different scenarios
of cyberattacks. We discuss the usefulness of the modelling approach, of
the findings, and outline directions for further work.

Keywords: Critical infrastructures · Power transmission network · IEC
61850 · Stochastic modelling

1 Introduction

Security of industrial control systems (ICS) used to control critical infrastruc-
tures (CI) has attracted the attention of researchers and practitioners. The evi-
dence is overwhelming that, the services offered by CI are somewhat robust with
respect to single component failures of the underlying network. The reaction to
multiple and cascade failures, however, is much more difficult to understand and
to predict, especially when cyber attacks are taken into consideration. Depen-
dencies and interdependencies between the elements of CIs are an important
source of risk and risk uncertainty.

Although there are similarities between the ICS and the information and com-
munication technology (ICT) systems, important differences between the two
exist [1]. High availability and real-time response to events in industrial systems
make some defenses against cyber-attacks, widely used in ICT (e.g. patching),
inadequate for ICS. The literature rarely acknowledges other differences between
the ICT and ICS, which make the detection of failures/cyber-attacks in the ICS
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easier to achieve than in the ICT. The processes that an ICS controls are gener-
ally either directly observable or reliable methods for indirect measurement exist.
For instance, whether a power generator is connected to the power grid or not,
is either directly observable or can be established reliably using sophisticated
software tools such as state estimators.

The paper is organized as follows: In Sect. 2 we state the problem of quanti-
tative model-based risk assessment studied in the paper. In Sect. 3 we provide a
description of the modeling approach we take to model cyber-attacks on ICS. A
brief description of the case study used in the paper to illustrate the approach is
also provided. Section 4 summarizes our findings, Sect. 5 - the related research.
Finally, Sect. 6 concludes the paper and outlines directions for future research.

2 Problem Statement

In the past we developed a method for quantifying the impact of interdepen-
dencies between CI [2], which we called Preliminary Interdependency Analysis
(PIA). PIA starts by a systematic search for CI interdependencies at a fairly high
level of abstraction; interdependencies which might otherwise be overlooked. In a
separate study [3] we demonstrated that, although using a high level of abstrac-
tion is useful, the risk assessment results are, in general, quite sensitive to the
chosen level of abstraction. PIA allows the modeller to create hybrid models of
the modelled infrastructures and choose the level of detail that suits the spe-
cific study. The software tools developed to support the PIA method allow the
modeller to quickly build complex hybrid models which combine: (i) stochastic
models of a system and its constituent elements, accounting for functional, spa-
tial and other stochastic dependencies between these elements, and (ii) domain
specific deterministic models, necessary in case a high fidelity analysis is sought,
e.g. flow models that, typically, operate on a subset of modelled elements.

Cyber security of ICS has become a topic of active research (important con-
tributions are summarised in the Related Research section). Its practical impor-
tance and the difficulties with these, have been widely recognised.

A common problem with cyber security research is that it concentrates on
security incidents in the ICT/ICS, while the real impact of successful attacks is
rarely quantified. As a result, quantitative risk assessment is difficult. While such
an approach is, to some extent, justified in the ICT systems (for instance, how
one assesses the impact of information theft is an open debate), with industrial
systems the real impact of a cyber incident may be relatively easy to quantify.
For instance, the impact of losing a generator in a power system as a result of a
cyber-attack will vary between 0, in case other generators can compensate fully
for the lost generator, to losses due to not supplying power to some consumers,
in case the spare power generation capacity of the other generators in the net-
work is insufficient to meet the current power demand. PIA models are well
suited for quantitative risk assessment, as they model, stochastically, both the
controlled plant and the ICS. Until recently, however, PIA had not been used to
explicitly address cyber security concerns. In [6] we extended the PIA method
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by adding an Adversary model and building on the recent work by others in this
direction, e.g. the ADVISE formalism [4]. The focus of this paper is to study the
impact on network service of different attack strategies - where such strategies
might be employed by naive or more sophisticated attackers - and to highlight
the effectiveness of some precautionary measures that a network operator could
undertake.

3 Solution

3.1 The System Under Study

We use a non-trivial case study of a power transmission network to demonstrate
the analysis one can undertake with the extended PIA and to evaluate how well
the method scales to realistically complex industrial systems.

Fig. 1. NORDIC 32 power system topology.

The system model was developed by the FP7 EU project AFTER (http://
www.after-project.eu/Layout/after/). It is based on a reference power trans-
mission network, NORDIC 32, enhanced with an industrial distributed control
system (IDCS) compliant with the international standard IEC 61850 “Commu-
nication networks and subsystems in sub-stations”. Illustrations of NORDIC 32
and of the architecture of a sub-station are shown in Fig. 1. A detailed descrip-
tion of the case study is beyond the scope of this paper, but a short summary is
provided below.

The transmission network (Fig. 1, diagram on the left) consists of a large
number of transmission lines which connect 19 power generators and 19 loads. All
connections of lines, generators and links are done in 32 sub-stations. Each sub-
station is arranged in a number of bays. Each bay is responsible for connecting
a single element - a line, a generator or a load - to the transmission network.

The sub-stations are assumed compliant with IEC 61850. Figure 1 (the dia-
gram on the right) shows an example of a sub-station. The other sub-stations

http://www.after-project.eu/Layout/after/
http://www.after-project.eu/Layout/after/
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have similar architecture but may contain different numbers and types of bays.
Some sub-stations may have generators and/or loads, and all sub-stations con-
nect transmission lines.

The sub-stations are connected via a sophisticated ICT infrastructure (not
shown for lack of space), which includes a number of control centres, communi-
cation channels and data centres.

Each bay is responsible for (dis)connecting one element from the transmission
network. This is achieved by a set of elements - relays and electronic devices1.
In this case study the electronic devices can be one of the following two types -
either a protection device or a control device. The function of the protection
devices is to disconnect power elements from the transmission network, e.g. as a
result of overloading of a line or of a generator. The control devices, on the other
hand, are used to connect or disconnect power elements from the network and
are typically used by either the operators in the respective control centres or by
“special purpose software” (SPS) designed to undertake some of the operators’
functions automatically.

Each sub-station has a Local Area Network (LAN), which allows the local
devices to communicate with each other. The LAN is protected from the rest of
the world by a firewall. Legitimate traffic in and out the sub-station is allowed,
of course.

Each of the protection or control functions (with respect to the individual
bays) is available whenever there exists a minimal cut set of available equipment
supporting the function. In the absence of a minimal cut set the respective
function itself becomes unavailable. A predicate defining the minimal cut sets
is provided with each function: some functions are achieved using functionally
redundant components, others are not.

We model the entire system probabilistically, by building a stochastic state
machine for each element included in the system description. Each state machine
has three states - “OK”, “Fail” and “Disconnected”. Depending on the element
type, its model, in addition to a state machine, may include specific additional
non-stochastic properties. For instance, the model of a generator will have a
property defining the maximum output power; the model of a load - an addi-
tional property defining the power consumed, etc. The interested reader may
find further details in [2].

3.2 Modelling Cyber-Attacks

Now we describe an Adversary model, added to the model of the system.
For the system under study we assumed that each sub-station will have a

dedicated firewall (indicated by the “brick wall” in Fig. 1) which isolates the
sub-station from the rest of the world. We also assumed that an intrusion detec-
tion/prevention system (IDS/IPS) would monitor the traffic in the sub-station’s

1 IEC 61850 distinguishes between Intelligent Electronic Devices (IED), functions and
nodes. Nodes are responsible for implementing a specific function (i.e. protection or
control) and can involve several IED.
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LAN. When the IDS/IPS detects illegitimate traffic it blocks the Adversary from
accessing the assets located at the sub-station.

Our study is limited to the effect of a single type of attack on system
behavior: a cyber-attack via the firewall of a sub-station. The Adversary model
we developed is adapted from a recent publication [5]. The model is shown in
Fig. 2 using the Stochastic Activity Networks (SAN) formalism.

This model assumes that the Adversary is initially idle (represented by the
SAN place labeled “Idle”).

With some regularity, defined by the activity Attack interval, the Adversary
launches a cyber-attack on the system by trying to penetrate the Firewall (mod-
eled in Fig. 2 by the activity Firewall attack) of one of the 32 sub-stations defined
in NORDIC-32 model.

Fig. 2. Model of Adversary applied to NORDIC 32.

The selection of the sub-station to attack is driven by either a uniform dis-
tribution, defined over the 32 sub-stations (“Indiscriminate attacker profile”) or
by a non-uniform distribution defined in a way to capture the preferences of
the Adversary. We discussed elsewhere [6] the difference between the cases of
an indiscriminate Adversary and an Adversary with preferences. In this paper,
we limit the study to an indiscriminate Adversary. Under the current model we
also assume that the firewalls of all sub-stations are equally easy/difficult to
penetrate. In fact, the SAN model in Fig. 2 is incomplete: it does not show how
the Adversary chooses a sub-station. This model shows the steps that follow the
Adversary’s initial selection of a sub-station to attack:

– The Adversary may target each of the firewall configuration rules. The deci-
sion of which rule to attack is modeled by the activity Firewall attack. In
Fig. 2 we assume that there are 4 rules to choose between, which is just an
example. The model assumes that the rules are equally likely to be chosen
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by an attacker - the probabilities associated with the outputs of the Fire-
wall attack activity are all set to 0.25.

– Once a rule is selected (modeled by the places Rule 1 - Rule 4), the Adver-
sary spends time trying to break the selected rule, which is modeled by the
activities Attack 1 - Attack 4, respectively. This effort may be successful or
unsuccessful. In the case of a failed attempt, the Adversary returns to an
idle state and may launch another attack later, likely to be on a different
sub-station.

– In the case of a successful penetration through the firewall, the state “Pene-
trated” is entered, which has three alternative options for the Adversary to
proceed2:
• to switch off a generator (in case a bay exists in the sub-station, via which

a generator is connected to the grid),
• to switch off a load (in case a bay exists in the sub-station via which a

consumer is connected to the grid) or
• to either disconnect a line from the grid (selecting at random one of those

controlled by the sub-station) or to tamper with the line breaker device
associated with the line by changing the threshold of power at which the
breaker will trip the particular line.

– If the Adversary succeeds, she leaves the sub-station. In other words, the
Adversary under this model affects at most one bay per attack. This choice is
modeled by the instantaneous activity Next step, which returns the Adversary
to the state “Idle”.

– IDS/IPS is modeled by the activity IDS detection, which is enabled if the
model state is “Penetrated”. This activity competes with the activities select-
ing which bay will be targeted by the Adversary. The Adversary may be
detected before she switches off a bay. As soon as the activity IDS detection
fires, the attack is aborted and the Adversary is returned to “Idle”.

A successful attack may trigger further activities in the system. For instance,
any malicious switching-off of a bay may be “detected” when a new power flow
calculations is run. If so, via the respective control function, an attempt is made
to reconnect those bays which have been disconnected by the Adversary.

In the presented Adversary model we assume that all timed activities are
exponentially distributed. We studied the effect of the rates of some of these
distributions on the selected utility function (which is discussed next).

4 Findings

4.1 Rewards

We were interested in measuring the effect of cyber-attacks on the service pro-
vided by the system under study. We chose to compare the behavior of a base-
line model, i.e. a model without cyber-attacks, with the behavior of the models
2 The actions that an Adversary can undertake are not modeled in detail in Fig. 2.

The specific logic of successful attacks, however, is implemented by the plug-ins to
the PIA simulator.



Resilience of Critical Infrastructures 237

in which cyberattacks are enabled (“system under attack”). The comparison is
based on specific rewards (utility function). We selected, somewhat arbitrarily,
the length of a simulation run to be the equivalent of 10 years of operation. We
use different rewards all linked to the supplied power - supplied power, in par-
ticular, has been used in the analysis of power systems by others [5]. Clearly, for
each simulation run, the supplied power varies over time to form a continuous-
time stochastic process. We study the following three statistics of this process,
each capturing a different aspect of interest:

– The average power supplied during a simulation run. This would be lower than
the nominal power of 10,940 MW. The average will vary between simulated
runs, and we look at the distribution of this average over a number of runs.

– Similarly, we compute the standard deviations per run and then look at the
distribution of this statistic over the runs,

– We also estimate the distribution over the simulation runs of the minimum
supplied power and use the percentiles of this distribution as an indication of
how large the outage/blackout can be.

4.2 Studies

The studied system is non-trivial. It consists of more than 1500 state machines.
With the chosen parameterization, based on input from domain experts, we
observed a significant number (∼ 4000 . . . 40, 000) of events over a single sim-
ulation run. Many of these events require power flow calculations, which take
considerable time to complete. Similarly, following overloads or generator fail-
ures, active “control” is required to find a new stable system state. Searching for
a stable state is another time consuming algorithm. As a result, a single simu-
lation run takes approximately 5 min to complete. Obtaining results with high
confidence would require a large number of simulation runs. All our results are
based on 200 simulation runs with each of the scenarios3. In a recent paper [6]
we presented the results related to attacks targeted at switching off a single
bay - a generator, load or a line - by an Adversary who selects the substations
indiscriminately or who targets, with high probability, the important assets such
as large generators large loads. In this paper, instead, we concentrate on attacks
which do not lead to immediate visible consequences. An example of such attacks
is changing the tripping threshold of a line breaker. More specifically, we assume
that an Adversary can tamper with an intelligent protection device by setting
the value of tripping the respective line to 110 % of the line load at the time of
the attack. Clearly, a successful attack will have no immediate effect, but any
subsequent accidental failures, which lead to power flow changes, may trigger
a trip of the respective lines unnecessarily. A number of successful attacks over
time may lead to multiple protection devices being tampered with, which in turn
may lead to large cascades. In addition we introduce a model of inspections of

3 We obtained Relative Standard Errors (RSE) for the statistics. The essential con-
clusions of the paper are based on statistically significant observations.
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the modeled system. An inspection checks if the tripping values of the protec-
tion devices are set correctly. If a deviation from these is detected the respective
thresholds are restored to correct values.

We completed several simulation campaigns which are summarized as follows:

– A base-line scenario. This represents the NORDIC 32 with only accidental
failures of network components possible and no cyber-attacks.

– A scenario of attacks with immediately visible effect. The base line scenario
is extended by adding cyber-attacks which, if successful, lead to a switch-off
of a single bay (i.e. a transformer, or a load) in a substation. We model an
intelligent adversary, who targets only the 5 largest loads and the 5 largest
generators. The frequency of the attacks is varied: yearly, monthly, weekly
and daily.

– Scenarios of attacks with no immediately visible effects. The base-line scenario
is extended with attacks which, if successful, lead to a change of the tripping
threshold of a single line in the bay selected by the Adversary. We distinguish
between two groups of such scenarios:
• A scenario without inspections. The tripping thresholds are never checked

by the network operator and restored to their correct values.
• Scenarios with periodic inspections. The intervals between inspections are

assumed exponentially distributed, and the rate of inspections is varied:
yearly, monthly, weekly and daily.

4.3 Results

Each of the scenarios described above for a particular parameterization (rates of
attacks and inspections, if applicable) was simulated 200 times. We summarize
our findings below.

Base Line vs. Attacks with an Immediately Visible Effect. Successful
attacks of this type lead to switching off either a generator or a load. The empir-
ical distributions characterizing the supplied power are shown in Fig. 3.

Fig. 3. Base line scenario vs. the scenario of attacks on the most important generators
and loads: empirical distributions of Mean and Standard Deviations of the supplied
power.
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Attacks with no Immediately Visible Effect. In this study the attacks, if
successful, lead to an alteration of the tripping levels of protection devices of a
single line in a bay chosen by an Adversary. Figure 4 illustrates the impact of
inspection frequency on the supplied power.

Fig. 4. The efficacy of inspection regimes for a system under weekly attacks: empirical
distributions of the Mean and Standard Deviation of the supplied power.

The plot shows quite clearly that unless inspections are applied, very signif-
icant amounts of power will be lost - the average of the supplied power varies
between 5000 and 8000 MW. The explanation is quite simple - unless the tripping
thresholds are restored to their correct values, they will be gradually reduced by
the successful attacks and many lines in the power network will operate with a
significantly reduced capacity. Losing such a large amount of power is unlikely
to remain unnoticed and some inspections, as a measure of protection against
attacks of this kind, are likely to be put in place. Not surprisingly, inspections
change the picture dramatically - the lost power is now significantly reduced
to levels comparable with those shown in Fig. 3. Increasing the frequency of
inspections results in ever greater average power supplied (i.e. the distributions
are accumulating towards the right in Fig. 4) and reducing variability in power
supplied (i.e. accumulating towards the left in Fig. 4).

Comparison of the Attacks. So far, we looked at the impact of different
attacks on the supplied power, by varying the attack frequencies. Now, we com-
pare the different attack scenarios.

The two attacks used are quite different in nature: one seeks an immediate
effect by switching either a load or a generator, while the other only creates
a potentiality for losses (i.e. hazards) which will manifest themselves only if a
disruption of power flow occurs, e.g. by a failure of an element in the power
system. They are also different in the way the Adversary chooses targets - with
the immediately visible effects, the Adversary concentrates on major targets
(the largest generators and loads). With the attacks with no visible effects, the
Adversary selects targets at random. In these circumstances one is tempted to
expect that the more intelligent Adversary (who targets the largest assets) is



240 O. Netkachov et al.

Fig. 5. Attacks with immediately visible effects vs. attacks without immediately visible
effects.

likely to create more significant disruption than the attacks by the less sophis-
ticated attacker. Is this so? We studied this problem and present our findings
in Fig. 5, using the distribution of the average supplied power and the distri-
bution of the minimum supplied power resulting from the attacks of the two
types. The distributions obtained for the base line scenario are also included in
the plot. In the plots of the “average supplied power” distributions, the base
line and the scenario with attacks by an intelligent attacker are indistinguish-
able (both overlap on the far right of Fig. 5). Under the attacks of the second
type, even with precautionary daily inspections carried out by the network oper-
ator, the average supplied power is lower. In other words, this type of attack,
undertaken by a non-discriminating attacker, leads to more serious losses than
the targeted attack with visible effects by an intelligent attacker. This ordering
was not obvious before the study. The right hand half of Fig. 5 further corrob-
orates this observation with another plot. The two right-hand-side curves, in
this plot, represent the base line scenario and the scenario of intelligent attacks
with visible effects, respectively. Quite clearly, the distributions of the minimum
supplied power under the attacks with no immediately visible consequences are
stochastically worse than under the targeted attacks with immediately visible
effects. In other words, for any given value of power supply, the chances for, at
most, this amount to be supplied by the system is greater under attacks with no
immediately visible effects, compared with the chances under targeted attacks
with visible effects.

5 Related Research

Different aspects of SCADA system security have been studied extensively.
Influential reports by both the Department of Homeland Security [7] and

the National Institute of Standards and Technology (NIST) [1] provide a com-
prehensive discussion of SCADA architectures and best practice approaches for
their security.

Stochastic models have been used in the past to address, specifically, the
cyber security of industrial control systems. For instance, Ten et al. [5] offer
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a model based on stochastic Petri nets, adapted for cyber security on power
transmission systems. The study is similar to ours, except that Ten et al. do
not provide a base line study and primarily concentrate on cyber-attacks under
a fixed model parameterisation. In our study we explore the space of plausi-
ble parameters (sensitivity analysis). Ten et al. also use an extreme model of
consequences of a successful attack, assuming that all bays of a compromised
sub-station will be disconnected.

The ADVISE formalism [4] offers an alternative approach to stochastic mod-
elling of a rational Adversary. The utility function used by ADVISE is computed
based on the preferences of an adversary and on the likelihood of an attack being
detected. The modelling approach allows for non-determinism - in terms of an
outcome of a particular step in an attack - but any decision that the adversary
would need to take during the attack is driven by her preferences, defined in
the model statically. As a result, the adversary would take the same decision
even if she is presented with the same choice multiple times during an attack.
The formalism allows one to study one attacker and attack-strategy at a time;
comparison of the impact of multiple, different attackers and attack-strategies
requires building separate models and studies. While the illustration of our app-
roach dealt with a single attack too, there is no constraint in our approach which
prevents us from combining simultaneous attacks by different adversaries. The
utility function used in ADVISE is normalised and is defined in the range [0,
1], which may require some effort to link the model with the specific context
of study in order to give domain experts - such as power engineers, as in the
example we studied - a clear interpretation of the findings from the modelling.
Our approach allows one the freedom to define the reward in a way that is most
suitable for the stakeholders.

An interesting approach to modelling an adaptive adversary is developed
by Martinelli et al. [8]. The key idea there is captured by a graph describing
the steps that an adversary could take, including “stepping back” in case of
unsuccessful attack.

Nash equilibrium has recently become popular in cyber security research,
e.g. [9], the key idea being that under fairly broad assumptions, the existence of
the worst consequences from cyber-attacks can be established without having to
define, in detail, the attacks in specific contexts. Such studies, however, operate
at a high level of abstraction and the findings from them may be difficult to
interpret in practice.

6 Conclusions

We described an approach to stochastic modelling of industrial control systems
in which both accidental failures and cyber-attacks are treated in a unified way:

– stochastic state machines are used to model the behaviour of the elements of
the ICS which allow the modeller to capture the accidental failures;

– malicious behaviour of an Adversary (i.e. cyber-attacks) are modelled by sto-
chastic state machines too, and these capture the behaviour of the Adversary
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(their knowledge/preferences about the assets under attack and the particular
actions they would take once access to the assets is acquired);

– the dependencies between the behaviour of the modelled elements - including
accidental failures and the effects of successful cyber-attacks - are captured
explicitly via a set of additional models: either deterministic - such as power
flows - or probabilistic - e.g. stochastic dependencies between the system
elements.

We illustrated our approach on a non-trivial case study and report on the
initial findings from a useful sensitivity analysis of system resilience on the para-
meters of different threats and defenses. We also compare two types of attacks
using as a criterion how they affect the amount of supplied power.

We chose relatively simple attacks to illustrate the approach. Extending the
work to more sophisticated scenarios of attacks is straightforward. Every new
attack type would require a new model of the Adversary, which would define the
steps an Adversary should take in launching an attack, a relatively simple task.

We envisage extending the work in a number of ways. Expanding the work
on modeling the adversaries at the same level of abstraction, i.e. ignoring the
specifics of the communication protocols used in the ICS. A number of attack
scenarios are of immediate interest. An obvious extension of the adversary model
used in this paper is one in which the adversary may attack more than one sub-
station, e.g. until she eventually gets caught. Scenarios of simultaneous and/or
coordinated attacks by multiple Adversaries (SWARM attacks) are important
in practice, too. Modelling such attacks will require more complex models of an
Adversary.

An interesting question is whether the observed stochastic ordering between
the loss distributions due to different attacks is a consequence of our chosen
network topology. Will our discerning attacker become more disruptive than our
nondiscriminating attacker if, for example, the network topology is changed to
one with more elements and a few, highly connected nodes or “hubs”?

Last but not least, the recent work to re-engineer the tools supporting the
PIA method makes it suitable to “study the future”, i.e. for studies, in which
the system under study evolves. The changes may concern the system topology
and the model parameters, as well as the impact of technological development
and various hypotheses about how cyber crime may evolve over time.
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Abstract. The security of critical infrastructures has gained a lot of
attention in the past few years with the growth of cyberthreats and the
diversity of cyberattacks. Although traditional IDS update frequently
their databases of known attacks, new complex attacks are generated
everyday to circumvent security systems and to make their detec-
tion nearly impossible. This paper outlines the importance of one-class
classification algorithms in detecting malicious cyberattacks in critical
infrastructures. The role of machine learning algorithms is complemen-
tary to IDS and firewalls, and the objective of this work is to detect
intentional intrusions once they have already bypassed these security sys-
tems. Two approaches are investigated, Support Vector Data Description
and Kernel Principal Component Analysis. The impact of the metric in
kernels is investigated, and a heuristic for choosing the bandwidth para-
meter is proposed. Tests are conducted on real data with several types
of cyberattacks.

Keywords: Critical infrastructures · Intrusion detection · One-class
classification · SCADA systems

1 Introduction

Nowadays, the control of the majority of critical infrastructures is accomplished
via Supervisory Control And Data Acquisition (SCADA) systems, which allow
remote monitoring and control to physical systems such as electrical power grids,
oil and natural gas pipelines, chemical processing plants, water distribution,
wastewater collection systems and nuclear power plants [1]. The principal com-
ponents of SCADA systems are: (a) The Human Machine Interface (HMI) allows
operators to monitor the state of the process under control and modify its con-
trol settings, (b) the Master Terminal Unit (MTU) stores and processes the
information from the field and transmits control signals, and (c) the Remote
Terminal Units (RTU) receive commands from the MTU to control the local
process, acquire data from the field and transmit it to the MTU. The common
protocols (ModBus, Profibus, DNP3) used in the communication between these
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 244–255, 2016.
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components present many vulnerabilities [2]. These protocols do not perform
any authentication mechanism between Master and Slave, do not check for the
integrity of the command packets and do not apply any anti-repudiation or anti-
replay mechanisms [3].

First generations of SCADA networks operate in isolated environments, with
no connectivity to any system outside the network. Nowadays, SCADA systems
use public network for system-to-system interconnection, which has introduced
numerous vulnerabilities and has exposed the critical infrastructures to new
sources of potential threats [4]. Many intentional cyberattacks against critical
infrastructures relying on SCADA networks occured in the past few years. In
2000, an ex-employee of Maroochy Water Services in Australia released one
million liters of untreated sewage into local parks and rivers [5]. In 2003, the
Slammer worm penetrated Ohios Davis-Besse nuclear power plant and disabled
a safety monitoring system for nearly five hours [6]. In 2006, a hacker penetrated
a water filtering plant in Pennsylvania (USA) and installed malicious software
capable of affecting the plants water treatment operations [7]. In 2009, cyberspies
penetrated the U.S. electrical grid and left behind software programs that could
be used to disrupt the system [8]. The most complex malware Stuxnet was
discovered 2010. It installs malicious programs replacing the PLCs original file
in a manner undetectable by the PLC operator [9]. The ultimate goal of Stuxnet
was to sabotage nuclear centrifuges used for enriching uranium [10].

The vulnerabilities in the communication protocols between SCADA com-
ponents and the intensive use of internet and communication technologies have
increased the cyberthreats and opened new ways for carrying out cyberattacks
against critical infrastructures relying on SCADA networks [11]. For these rea-
sons, securing the critical infrastructures has become the ultimate priority of
the researchers with the growth of cyberthreats and the diversity of aforemen-
tioned cyberattacks. Yang et al. proposed in [12] a signature-based approach
that matches signatures of known attacks with the network traffic, and a model-
based approach for detecting intrusions in SCADA systems. The first one cannot
detect new attacks not existing in their databases, and the second one needs the
existence of the exact system’s model which is not the case for the majority
of the critical infrastructures. A Bayesian network was implemented in [13] to
reduce the false positive rate, but this statistical model relies on the condi-
tional dependencies between the system’s variables. A collaborative intrusion
detection mechanism using a centralized server that dispatches activities coming
from suspicious IP addresses was proposed in [14]. This approach do not pro-
vide any specific technique for identifying high level and complex cyberattacks.
Carcano et al. presented in [15] a critical state-based IDS for a given industrial
installation, which can only detect a particular type of cyberattacks against
PLC systems. Morris et al. elaborated a SCADA testbed in [16,17], where false
commands and responses were injected into the SCADA network to investi-
gate the vulnerabilities of functional control systems. Cyberattacks studied in
their testbed include command injection, response injection and denial of service
(DOS) attacks. The complexity of the critical infrastructures and the diversity
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of cyberthreats restrict the use of model-based approaches, and emphasize the
potential role of non-parametric methods in detecting intrusions.

Real world data analysis problems require, most of the time, nonlinear meth-
ods for detecting patterns and interdependencies within the data [18]. Machine
learning techniques have become very popular in the past few years since they
provide a powerful way for detecting nonlinear relations using linear algorithms
in the feature space [19,20]. This paper outlines the complementary role of
machine learning algorithms to traditional IDS in detecting intrusions in critical
infrastructures. Two distinct approaches are investigated, the Support Vector
Data Description (SVDD) [21] and the Kernel Principal Component Analysis
(KPCA) [22]. This paper also studies the impact of varying the metric norm
in the kernel functions, and proposes a heuristic for choosing the bandwidth
parameter without any computational costs. The tests are conducted on real
data from the gas pipeline testbed [16,17]. The remainder of this paper is orga-
nized as follows. Section 2 provides an overview on kernel methods for one-class
classification, namely the SVDD and the KPCA. Section 3 discusses the met-
ric variation and the heuristic for choosing the bandwidth parameter. Section 4
describes the gas pipeline testbed and the results on the real datasets. Section 5
provides conclusion and future works.

2 Kernel Methods for One-Class Classification

kernel methods have been widely used in the past few years to discover hid-
den regularities in large volumes of data [18]. They use positive definite kernel
functions to map the data into a reproducing kernel Hilbert space (RKHS) via
the mapping function φ(·), and provide an elegant way to learn a nonlinear sys-
tem without the need of an exact physical model [23]. In industrial systems, the
majority of the available data designates the normal functional mode, and it
is very difficult to acquire data related to malfunctioning or critical states [24].
For this reason, the role of one-class classification has been growing in detecting
machine faults and intrusions, especially in critical infrastructures [25–27]. Each
training sample xi can represent measurements such as the gas pressure in a
specific time, the temperature, the water level, the pressure for three consecu-
tive instants, etc. One-class classification algorithms learn the normal behavior
of the system through the relations between these components, and a decision
function tests new samples to classify them as normal or outliers (suspicious
behavior).

2.1 Support Vector Data Description

Support Vector Data Description (SVDD) estimates a spherically shaped deci-
sion boundary with minimum radius that encloses most of the training data
φ(xi) in the feature space H [21]. The hypersphere is characterized by its center
a and its radius R > 0, and we minimize its volume by minimizing R2. The
presence of some outliers in the training set is allowed by introducing the slack
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variables ξi ≥ 0. Samples that lay outside this description are considered out-
liers, and they should be rejected. This boils down to the following constrained
optimization problem:

min
a,R,ξi

R2 +
1

νN

N∑
i=1

ξi (1)

subject to ‖φ(xi) − a‖2H ≤ R2 + ξi and ξi ≥ 0 ∀i = 1, ..., N . The predefined
parameter ν represents an upper bound on the fraction of outliers, and regulates
the trade-off between the volume of the hypersphere and the number of outliers.
Considering the Lagrangian of the above constrained optimization problem, and
incorporating the relations from its partial derivatives with respect to R, a and
ξi gives us the following objective functional to be maximized with respect to
the Lagrangian multipliers αi : L =

∑N
i=1 αik(xi,xi) − ∑N

i,j=1 αiαjk(xi,xj),
subject to

∑N
i=1 αi = 1 and 0 ≤ αi ≤ 1/νN . The solution of this quadratic

programming problem is found using any off-the-shelf optimization technique,
i.e., matlab’s function quadprog.

In order to evaluate a new sample z, we calculate the distance between the
center of the sphere a and φ(z) in the feature space. If this distance is smaller
than the radius, namely ‖φ(z) − a‖2H ≤ R2, z is accepted as a normal sample.
Otherwise, z is considered as an outlier and an intrusion is detected. The radius
of the optimal hypersphere is obtained with the distance in the feature space H
from the center a to any sample φ(xk) on the boundary:

R2 = k(xk,xk) − 2
N∑

i=1

αik(xk,xi) +
N∑

i,j=1

αiαjk(xi,xj).

2.2 Kernel Principal Component Analysis

Kernel Principal Component Analysis (KPCA) is a nonlinear application of
PCA in a kernel-defined feature space, where using k(x,y) = (x · y) is equiv-
alent to performing the original PCA [22]. Hoffmann proposed in [26] the use
the reconstruction error as a measure of novelty, since it takes into account the
heterogeneous variance of the distribution of the data in the feature space. The
first step in Hoffman’s algorithm is to find eigenvalues λ and eigenvectors v of
the covariance matrix C̃ in the feature space H, satisfying λv = C̃v. The sec-
ond step is to project the data into the subspace spanned by the most relevant
eigenvectors. Each v is a linear combination of the mapped data and takes the
following form: v =

∑N
i=1 αiφ(xi), and the coefficients αi are given by solving the

following eigen decomposition problem Nλα = K̃α. The centered kernel matrix
K̃ is used in the optimization problem without the need to compute directly C̃.

After projecting the data into the subspace spanned by the most relevant
eigenvectors, the distance between each sample and its projection is computed.
This distance is the reconstruction error, and it is used for novelty detection. Let
P be the projection operator, the reconstruction error is computed as follows:

‖φ̃(z) − Pφ̃(z)‖2H = 〈φ̃(z), φ̃(z)〉 − 2〈φ̃(z),Pφ̃(z)〉 + 〈Pφ̃(z),Pφ̃(z)〉. (2)
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Knowing in advance the number of outliers among the training dataset, an error
threshold is fixed. If the reconstruction error of a new sample is smaller than this
threshold, the corresponding sample is treated as a normal sample. Otherwise,
it is considered as an outlier and an intrusion is detected.

3 Metric Variation and Parameter Optimization

The Gaussian kernel is adopted in our simulations, since it is the most common
and suitable kernel for one-class classification problems [28]. The Gaussian kernel
is given as follows: k(xi,xj) = exp(−‖xi−xj‖2

2
2σ2 ), where xi and xj are input

samples, ‖ · ‖2 represents the l2-norm in the input space, and σ is the bandwidth
parameter of the kernel. The choice of the metric and σ has a great impact on
the decision function of the classifier. The variation of the norm and the heuristic
for choosing the bandwidth parameter are detailed in the next subsections.

3.1 Norm Variation

In order to understand the impact of lp-norm on the classifier, the variation in the
behavior of different norms in a 2-dimensional space is illustrated in Fig. 1. Each
sample has two characteristics, feature 1 and feature 2, and p takes one of the
values 3

4 , 1, 3
2 , 2, 3, 4, 7 and ∞. Each color represents equidistant contours with

reference to the origin O. The following example clarifies the different behavior
of several norms towards the same sample. The samples B and C are equidistant
from the origin O with the l2-norm, and D is much closer. However, for the l1-
norm, C and D are equidistant and much closer than B. Therefore, as p decreases,
the norms are more sensitive on simultaneous variations of multiple features
which become as important as large variation in a single one.
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Fig. 1. The variation in the behavior of different norms ranging from p = 0.75 to
p = ∞, where each color represents equidistant contours with reference to the origin
O. The norms become more sensitive on simultaneous variation of multiple features as
p decreases (Color figure online).
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In critical infrastructures and industrial processes, the value of each vari-
able is important to evaluate the state of the system, and to predict whether
the process is leading to a critical state. The diversity of the studied physical
processes requires more adapted kernels that depend on the behavior of the mea-
sured variables, i.e., the pressure inside a gas pipeline, the water level of a water
distribution system, the temperature of a boiling water reactor, etc. For this rea-
son, the choice of the norm in kernels affects the distribution of the data in the
feature space, and has a great impact on the decision function of the classifier.

3.2 Choice of the Bandwidth Parameter

The performance of classification algorithms is highly related to the choice of the
bandwidth parameter σ, as well as on the kernel’s norm. σ plays a crucial role in
defining the description boundary around the training data. With a large value
of σ, the classifier underfits the data and we obtain a loose description boundary,
where a small value of σ leads to overfitting. Several approaches were proposed
in the literature for computing this parameter, but they are time consuming and
do not always lead to an optimal choice [29–31].

The bandwidth parameter σ depends on multiple features, namely the spread
of the training dataset, the number of input samples and the fraction of samples
considered as outliers [32]. The estimation of σ should take into consideration
all these factors. Therefore, we propose to use in the one-class classification
algorithms the following expression for computing σ:

σ =
dmax√

2M
,

where dmax refers to the maximal distance between any two samples in the input
space, and M represents the upper bound on the number of outliers among
the training dataset. The metric of the distance used in the kernel function
is the same as the one in the expression of σ. The experiments showed that
this proposed heuristic gives remarkable results without the need for the time
consuming cross-validation step.

Fig. 2. Gas pipeline testbed
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4 Results on the Gas Pipeline Testbed

In this paper, one-class classification algorithms are applied on real data from
the gas pipeline testbed of the Mississippi State University SCADA Laboratory
[16,17]. The gas pipeline illustrated in Fig. 2 is used to move natural gas or
any other petroleum products to the market. Its control system contains an air
pump that pumps air into the pipeline, a pressure sensor which allows pressure
visibility at the pipeline and remotely on the HMI, a release valve and a solenoid
release valve to loose air pressure from the pipeline. This testbed represents a
typical SCADA system embracing a MTU, RTU and a HMI. Cyberattacks on
the gas pipeline monitoring system can cause a loss of control of the physical
process, and this may lead to huge financial and physical losses.

The pipeline operates in three principal modes; the first mode is character-
ized by a very low pressure maintained around 0.1 PSI, the second mode keeps it
around 10 PSI (9 to 11 PSI), while the third mode should maintain the pressure
around 20 PSI (18 to 22 PSI). The pressure greater than 22 PSI and the tran-
sitional states between different modes are considered as outliers. Several types
of false commands and responses are injected into the normal behavior zone
of the system to make its behavior abnormal. The fast change response attack
returns measurements that change very fast opposed to the normal behavior
of the pipeline. The burst response injection attack injects at high frequency a
single value equals to 20 PSI while the system is running in several modes. The
wave response injection attack injects pressure responses that vary in a wave
form around 9 PSI which imitates exactly the second normal mode, while the
real system is dealing with high pressures in the third mode. The primary objec-
tive of this paper is to detect these common and dangerous attacks that imitate
the normal behavior of the system, and hide the real functioning status.
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Fig. 3. Results on the gas pipeline real data with the KPCA approach. The decision
boundaries are given by the green lines, the outliers correspond to the red samples and
the normal samples are in blue. The l2-norm (left) gives a good description while the
infinite norm (right) underfits the data with a loose descriptions (Color figure online).



One-Class Classification for Detecting Cyberattacks in SCADA Systems 251

Table 1. Time computational cost of several approaches for computing the bandwidth
parameter.

approach 5-fold CV 11-value range for σ limited range (5 values) proposed heuristic

SVDD 8h 5min 2 h 58min 1 h 26min 14.78 s

KPCA 3h 47min 1 h 32min 34.6min 14.78 s
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Fig. 4. The error detection and the false alarm probabilities as a function of the band-
width parameter σ. The proposed heuristic leads to σ = 0.9427 with the highest error
detection and the lowest false alarm rates.

Let x(t) be the pressure in the pipeline at instant t. In normal functioning
modes, the pressure measurements of two consecutive instants must be close to
each other, and a gap between two consecutive instants may be a strong sign
of a cyberattack. Therefore, the time series is folded into 2-dimensional input
vectors composed of the pressure at instant t and the difference in the pressure
between instants t and t − 1, namely xt = [x(t) x(t) − x(t − 1)]. The training
phase is made on a train set of 2000 samples, and the tests are conducted on five
different test sets containing several types of cyberattacks. The outliers in the
test sets represent the simulated attacks that have to be detected by one-class
classification algorithms. The different types of attacks are shown in Fig. 5.

The results on real data from the gas pipeline testbed for the KPCA app-
roach are shown in Fig. 3. The decision boundary encloses the samples accepted
as normal data, while the samples considered as outliers are rejected outside
the boundary. The best results are obtained with the l2-norm and the l1-norm,
having a tight decision boundary enclosing the normal behavioral modes. For
small values of p, the norms become very sensitive to simultaneous variation of
multiple features, and this leads to overfitting the data. On the other hand, the
results for the values of p greater than p = 2 become worse as p increases, with a
loose decision boundary that underfits the data. We have similar results with the
SVDD approach. The prediction time for testing a new sample is 0.096 s with
SVDD and 0.049 s with KPCA, which is very interesting in monitoring criti-
cal infrastructures. The error probabilities of the different types of cyberattacks
are detailed in Table 2. The l1-norm outperforms the l2-norm in the wave and
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Fig. 5. Detection of outliers for several types of attacks with the SVDD approach using
the l1-norm. The blue samples refer to the data accepted as normal data while the red
samples are considered as outliers (Color figure online).

the slow response injection attacks, where the data contain small simultaneous
variation of its features. The best results are achieved with the slow and the
single attacks having error detection probabilities around 99.52 %. We note that
since these injections have already bypassed IDS and firewalls, the detection of
the malicious attacks by operators comes mostly far too late after some severe
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Table 2. The confusion matrix of several types of attacks with the KPCA approach.

l2-norm l1-norm

Normal Outlier Normal Outlier

Slow injection Normal 99.41 0.59 99.7 0.3

Outlier 0.95 99.05 0.48 99.52

Fast injection Normal 98.3 1.7 99.35 0.65

Outlier 11.6 88.4 11.6 88.4

Burst injection Normal 99.3 0.7 99.3 0.7

Outlier 27.9 72.1 31.33 68.67

Single injection Normal 98.37 1.63 99.2 0.8

Outlier 0.78 99.22 0.78 99.22

Wave injection Normal 98.8 1.2 98.09 1.91

Outlier 35.1 64.9 34.21 65.79

consequences on the industry. This is where machine learning techniques play a
crucial role to learn the industrial systems in order to detect all kinds of intru-
sions and avoid physical, financial and human lives losses.

The bandwidth parameter is computed as detailed in the previous section. We
compared the time computational cost of the proposed heuristic with three other
common methods existing in the literature as shown in Table 1. Our approach
is clearly hundreds of times faster than the other methods, and it takes exactly
the same time with SVDD and KPCA. In addition, the error detection and the
false alarm probabilities for several values of σ are computed, and the results
are illustrated in Fig. 4. The proposed heuristic leads to σ = 0.9427 having the
highest error detection rates and the lowest false alarm rates, which confirms its
relevance.

5 Conclusion

In this paper, we showed the importance of the complementary role of one-class
classification algorithms in detection malicious cyberattacks in critical infrastru-
cres relying on SCADA systems. The tests were conducted on real data contain-
ing several types of cyberattacks. We studied the impact of varying the norm in
the kernels on the decision function of the classifier. We also proposed a simple
heuristic for computing the bandwidth parameter of the Gaussian kernel, which
led to the highest error detection and the lowest false alarm rates with mini-
mum time computational cost. For future works, we are investigating a sparse
one-class classification approach that should fasten the learning phase of the
system. We are also working on increasing the performance of the algorithm by
decreasing the time to test new samples. Finally, online one-class classification
techniques should be integrated in the security systems critical infrastructures
to improve the live detection of cyberattacks and reduce their consequences.
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Abstract. Decentralized Critical infrastructure management systems
will play a key role in reducing costs and improving the quality of ser-
vice of industrial processes, such as electricity production. In this paper,
we focus on the security issues on the communication channel between
the main entities of a smart grid, like generators, consumers and trans-
mission/distribution operators and the energy market. We simulate the
energy (spot) market auctions and the power grid network, but we emu-
late the ICT information part which is the focus of our work. We set in
motion a well-known attack, Denial-of-Service (DoS), in Cyber-Physical
systems and we are able to identify the consequences not only in power
distribution network but also in financial area.

Keywords: Cyber physical ·Cyber security ·DoSattack ·Energymarket

1 Introduction

Information and Communication Technologies (ICT) is a key component of
the current Critical Infrastructures (CI), since their operation is dependent on
communication between the CI components. Moreover, ICT involvement in CI
management is being promoted by most regulators, since it can lead to cost
reduction, greater efficiency and interoperability between components. So the
time that the CIs were isolated environments has passed and we have reached a
state were most of them are interconnected and the lack of communication can
lead to serious problems. Moreover, the isolation of the CIs has many functional
limitations, e.g. higher installation, maintenance and operational costs coming
from not infrastructure sharing. Therefore the reliance of CIs on distributed Net-
worked Industrial Control Systems (NICS) brings a lot of positive attributes, but
it makes them vulnerable to significant cyber-threats [1,2].

The CIs interdependency [3,4] uncertainty in the Cyber-Physical environ-
mental and, as cyber attacks and errors in physical devices, make ensuring over-
all system robustness, security, and safety a critical challenge. A well-established
cyber threat is the Distributed Denial of Service (DDoS) attacks, which is one of
the most effective forms of attacks known today. By flooding a network element
of the NCIS from many different sources, DDoS attacks can make part of the
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 256–267, 2016.
DOI: 10.1007/978-3-319-31664-2 26
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Fig. 1. DoS attack overview.

ICT infrastructure to be separated from important information for the operation
of the CIs. This is depicted in Fig. 1, where either the control or the physical
equipment is not able to communicate with the other infrastructure element.

Nowadays, CIs are very familiar with DDoS attacks. A McAfee report in
November 2010 [15] shows energy providers are getting hit by some serious DDoS
attacks. Across 200 industry executives over 14 countries revealed that 8 in 10 CIs
had faced a significant DDoS attack in 2010. The full report have shown the sheer
scale of attacks, with 29 per cent of critical infrastructure providers surveyed
saying they were being hit by large scale DDoS attacks multiple times each
month. Stuxnet [16] was listed as the most significant threat affecting CIs to date,
which has been proven wrong about the possibilities of cyber attacks. Moreover,
the last report [13] of the European Network and Information Security Agency
(ENISA) shows clearly that a significant increase of Denial of Service attacks
has been detected. The main reason is the DNS reflection attacks, which target
poorly configured DNS servers. Additionally, there are tools which embrace DoS
attack capabilities and can be obtained without any extreme cost [12]. The
most destructive DDoS to date was not recorded against a CI but against the
Spamhaus in 2013. Thanks to many misconfigured DNS servers (Open resolver)
worldwide, the hosting service CyberBunker performed a DNS-amplified DDoS
on Spamhaus with bursts of up to 300 Gbps.

Fig. 2. Information and energy flow in smart grid infrastructure.
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An important communication channel for the smart grid is the exchanging
data between the power production elements and the power market, especially
when the power management system is centralized. The main feature of this
model is that at the physical layer, the grid is designed for a one-way flow of the
electricity. More precisely from the top (where the electricity is generated in large
power plants and transported to local substations) to the bottom (final stage in
the delivery of electricity to end users). An abstract view of the communication
between the main elements of the power grid is illustrated in Fig. 2 and it is
obvious that any communication interruption can lead to unexpected results.

In this paper we present the development of an infrastructure which is com-
posed of an IEEE simulated power grid, a simulated power market and the emu-
lated network connecting those elements. We experimentally show that there are
serious consequences on the power grid stability and on the market, by attacking
solely on the provided communication data between the SCADA systems, the
local Programmable Logic Controllers (PLCs) of the power grid nodes and the
market. This research work provides a preliminary effort to (a) integrate those
three smart grid elements (power, ICT infrastructure and power market) in a
real-time experimental platform and (b) indicate the lack of models/approaches
to reproduce the state of the network in extreme conditions such as DDoS attacks

Nevertheless, simple topology changes can have a significant impact on the
network’s resilience which is going to be presented in experimental section. Such
solutions can already be deployed using existing routing hardware and software
which can render DDoS attacks ineffective even with default configurations.

The paper is organized as follows: Sect. 2 describes the related work while in
Sect. 3 we present the main elements of our research work. In Sect. 4 we explain
the proposed the created experimental framework, which includes the emulated
and simulated elements of the infrastructure. Section 5 illustrates the impact
of the DDoS attacks onto a power grid and describes the experimental results.
Finally, Sect. 6 concludes this work and identifies some open subjects for future
work.

2 Related Work

In this section, we briefly survey some techniques and approaches, which focus
on the financial impact of cyber attacks on cyber-physical infrastructures.

Article [8] illustrates an able to be approximated the cyber-attack impact
in financial terms. The papers focus on integrity cyber attacks occurring on
electric power market operations. They focus on a different kind of attack which
is based on the knowledge of the system’s parameters. We propose a brute force
attack, which can target directly our infrastructure and affect it by limiting the
communication resources between the participating entities. Moreover, in [9] the
authors show the impact of integrity attacks, as well. The attack’s impact is
well illustrated but not only do they focus on a different kind of attack, they
concentrate mainly on attack detection and identification procedures.

The financial impact is studied via a game theoretical approach in [10]. The
effect of compromising measurements on the price of electricity is expressed as
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a zero-sum game between the attacker and the defender. The game identifies
the effectiveness as well as the properties of the participants’ strategy, justifies
them through a detailed simulation, but fails to reach an equilibrium that is the
best point for the operator/defender for designing a proper detection method.
This work is a nice approach for the operators in order to draw their financial
strategy but does not take into account any specific security issues.

3 ICT Infrastructure and Power/Spot Market

The main two elements for our implementation is the ICT infrastructure serving
the communication channel and the power market which is based on auction
algorithms for serving the optimal energy bids and offers equilibrium.

3.1 Networked Industrial Control Systems

In this section we provide a brief description of the NICS architecture used
in this work. We present the standardized architecture and subsequently our
implementation of the simulation/emulation framework.

The ICT infrastructure of a power grid system is consisted mainly by the
automation control. It includes of control centers, which supervise the operation
of the substations. The layers of the power grid controlling system are depicted
in Fig. 3 and they perform all the controlling procedures and data collection.

The physical layer is composed of field devices, like sensors, meters, phase
measuring units, which send raw information to the first layer. There we have
Remote Terminal Unit (also called a SCADA slave), Programmable Logical Con-
trollers (PLCs) and lower-level distributed controls. The higher layers contain
more advanced controlling processes as Supervisory Control and Data Acquisi-
tion (SCADA) server.

Moreover, in order to deliver electrical power from producers to consumers
in a cost-effective way, the central power grid operators have to exchange infor-
mation with various organization and devices, as Independent System Operators

Fig. 3. The layers of the ICT power grid controlling system.
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and Energy market. This data is collected at corporate and control center level
(remote control center). Even though the communication at an operation center
level is generally based on dedicated lines using ICCP (Inter Control Center Pro-
tocol), the link that is deployed between operation center and corporate/control
relies on IP-based (Internet Protocol) protocols.

Traditionally, power grid automation systems have been physically isolated
from the corporate network, often using proprietary protocols and legacy hard-
ware and software. However, this has been changing to public infrastructures
so as to reduce the operational cost [11]. From the financial point of view, it
seems like a reasonable choice, however one should be aware of the fact that
it definitely increases the vulnerability of power grids to cyber attacks and the
associated implications.

3.2 Power Market

Electricity is an essential good in our society. Since more than one decade, a polit-
ical change of mind has led to the liberalization of the power markets. Its goal:
the creation of an internal European market which achieves security of supply
and competitive prices and services for the customers. In this market, a grow-
ing variety of enterprises organizes the production, the trading, the marketing,
the transmission and the supply of electricity, respecting appropriate regulation.
Producers compete to sell energy at the best possible price. The suppliers which
deliver electricity to the final consumers buy the energy on the wholesale market
from the producers or the trading companies.

Power markets or spot markets offer trading platforms [18–20] to exchange
members submitting bids for buying and selling power. They organize markets
that are optional, anonymous and accessible to all participants satisfying admis-
sion requirements. The main objective of power exchanges is to ensure a trans-
parent and reliable wholesale price formation mechanism on the power market
by matching supply and demand at a fair price and ensure that the trades done
at the exchange are finally delivered and paid. Summarizing, for the cyber secu-
rity point of view the power market processes should guarantee fair and orderly
execution of the orders of the exchange members. Therefore a possible interrup-
tion between the communication of the power grid and the power market can
lead to financial disturbances and even to market/prices manipulation.

The main procedure of a power market, apart from the exchanging money and
anonymization, is the auction, which is any set of trading rules for exchanging
goods or services by offering them up for bid, taking bids, and then selling the
item to the highest bidder. The auction type we implement for our research work
is a one-sided auction, which is presented briefly in the next subsection.

One-Sided Auctions. In a one-sided auction bids only inserted only from
the producers, and are sorted in an ascending order based on the price per
KW (power grid). The consumers demand is unelastic, meaning they have to
absorb/consume the requested power. Offers are accepted beginning with the
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least expensive and continuing until the demand is satisfied. The uniform price
is then set equal to either the last accepted offer. The offers by the producers
are arranged by blocks which contain a certain amount of KW. Usually the last
block is partially accepted, except for the special case where the quantity clears
all the offed block. This block is taken as the last accepted block and its price
corresponds to the incremental cost of additional demand. Moreover, the distance
between the power grid buses (Sect. 4.2) are included in the prices adjustment,
which represents the cost of transmission between locations. Generalizing to a
network with possible losses and congestion results in nodal prices λp which
vary according to location. These λp values can be used to normalize all bids
and offers to a reference location by multiplying by a locational scale factor. For
bids and offers at bus i, this scale factor is λref

p/λi
p, where ref is the nodal price

at the reference bus. The desired uniform pricing rule can then be applied to the
adjusted offers and bids to get the appropriate uniform price at the reference
bus.For example, if the normalized uniform price at bus ref is uref

p, then the
uniform price at each bus k is

uk
p =

(
up
ref

λp
ref

)
λk

p

A simple example for clarity reasons: Potential buyers submit the quantity
desired and a price per unit in sealed bids. When all bids are collected, the seller
gives the desired quantity to the bidder who offered the highest price, then the
second highest, and so forth, until all available units are sold. All buyers pay
the price per unit of the lowest bid that was awarded units. More specifically,
suppose there are 1000 available units (KW) and three bidders. Bidder A offers
20 euros per unit and wants 600 units; Bidder B wants 400 units at 30 euros per
unit. Finally, Bidder C wants 300 units at 35 euros per unit. Under this scenario,
Bidders A and B both receive their desired units and they both pay 20 euros
per unit. The proposed offered prices include the distance cost between buses.

Therefore by affecting the communication of (a) a market’s seller the available
units may be affected, and (b) a bidder can manipulate the final uniform price.

4 Experimental Setup

In this section we briefly present the framework that was used for (a) simulating
the physical components of a smart grid and the power market, and (b) emulating
the cyber elements. An overview of the experimental setup is illustrated on Fig. 4.

4.1 Network Emulation

In our laboratory we have installed an infrastructure using the Emulab [17]
architecture and software, called EPIC [14]. The testbed of the NICS cyber part
(SCADA servers, corporate network etc.) facilitating the emulation of the ICT
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Fig. 4. The overall architecture of the simulation & emulation framework used in this
work.

infrastructure is based on Emulab. We can automatically and dynamically map
physical components, e.g., servers and switches, to a virtual topology and the
communication channels between them. In other words, the Emulab software
configures the physical topology in a way that it emulates the virtual topology
as transparently as possible. This way we gain significant advantages in terms of
repeatability, scalability and controllability of our experiments. Furthermore, the
software configures network switches in order to recreate the virtual topology by
connecting experimental nodes using multiple VLANs. Within the ICT network
we used the Open Shortest Path First (OSPF) for traffic routing purposes.

A summary of experimental resources employed for the present study are:

– 3 Routers (Cisco 6503), which have four Gigabit experimental interfaces and
one control interface (emulation).

– 14 virtual PCs (HP Proliant GL380p), which have Xeon(R) 4 CPUs @
2.40 GHz, 3 GB RAM, two Gigabit experimental interfaces and one control
interface. They were are used as experimental nodes (attackers and simulated
elements) and their operating system is FreeBSD8.2.

– 3 Switches(Cisco 3750G), which have 48 ports each. They were used for the
communication network (emulation).

Finally, a network measurement reveals an average Round Trip Time (RTT)
below 3 ms. This means that the implementation exhibits the operational behav-
ior of real communications systems where the delivery of high-speed messages
must be below the maximum limit of 10 ms, as stated by the IEEE 1646-2004
standard [21] on communications delays in substation automation.

4.2 Simulation Elements

The simulation elements constructed for our experimental environment are two:
the physical systems (power grid) and the power/smart market system.
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The main role of the simulation element (Sim) is to run the physical process
model in real-time. This is done by coupling the model time to the system time in
such a way to minimize the difference between the two. Models are constructed in
Matlab Simulink from where the corresponding C code is generated using Matlab
Real Time Workshop. These are then integrated using an XML configuration
file that is flexible enough so that researchers do not need to modify the code.
The generated code is then executed in real time and interacts with the real
components of our emulation testbed. From a technical point of view, real-time
simulation of IEEE grid models is implemented in AMICI [6], which is based on
Matlab open-source libraries, i.e. MatPower [5] and MatDyn [7]. The IEEE model
used for our experiments is the IEEE 9 buses, where 3 buses are the generators,
3 buses serve as connecting ones and the last three are the consumers.

The power market element is developed in Matlab simulink,as well, and
is based on the principles presented in Sect. 3.2. The communication channel
with the power grid is presented in Fig. 4 and it interacts real time based on
newly entered power demands from the consumers. Interaction with other sim-
ulation elements is enabled by implementing not only RPC (Remote Proce-
dure Call) server-side operations but client-side calls as well. By using only the
XML configuration file, the simulation element can be configured to read/write
inputs/outputs of models run by remote ones. In our testbed, the two commu-
nicating elements via the cyber-emulated topology, are power market and power
grid. Finally, the controller is based on the Matpower implemented functions.

4.3 DoS Attack Implementation

The DDoS attacks were implemented in the presence of an upto 100 Mbit/s
UDP-based background traffic, generated by either PathTest1 or Iperf2. We have
installed those tools in all the attacker nodes.

We are going to implement two kind of DDoS attacks:

– the first one is going to be against specific equipment, meaning PLC or router.
This is going to be implemented by bots sending large amount of network
traffic (flood) to a specific IP or network interface.

– the second one is going to aim to minimize the network bandwidth between
the physical equipment and the power market. Therefore there may be partial
loss of communication between those entities.

The impact of the DDoS attacks is going to be expressed by measuring the
Round Trip-Time (RTT). The RTT of a TCP segment is defined as the time
it takes for the segment to reach the receiver and for a segment carrying the
generated acknowledgment to return to the sender [22]. This technique expresses
the latency of TCP communications.

To summarize this section, the important characteristics of the proposed
framework are the following:
1 PathTest, Free Network Capacity Test tool, 2014.
2 Iperf: The TCP/UDP Bandwidth Measurement Tool, 2014.
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– The Matlab Simulink facilitates the integration of physical infrastruc-
tures/plants based on the a-priori known system’s analytical equations.

– The communication between the remote PLCs and the controlling units is
based on the Modbus over TCP protocol. However, another protocol can be
easily integrated due to the modularity provided by our implementation.

– There is a synchronization algorithm between the models execution time and
the system clocks ensuring reliable exchange of data.

– The tools used for the DDoS attacks are well-established for this kind of
experimentation.

5 Experimental Results

In this section we evaluate the various network setups against DDoS attacks. The
main scenario is that there is an emergent need for energy from the customers.
The producers (generators) place their bids and the consumers accept the offer
according to the power market rules Sect. 3.2. In all scenarios the consumers
need a fixed amount of energy load, which have been already auctioned through
power market (previous-day auction), but there is a sudden need for 10, 20 and
30 Mwh for each of three customers (1, 2 and 3 respectively) and the bidders (3
generators) offer 30, 40 and 50 e/MWh from generators 1, 2 and 3 respectively
(Fig. 5). We attacked always bus 1, because this provides the maximum financial
disturbance since generator 1 has the lowest price.

Moreover, the response strategy for the controller during a DDoS attack is
the last received data/signal as a current command:

c(t) =
{

cpast(t) ∈ TDoS

creal(t) /∈ TDoS ,

where c(t) is the values provided to the controller, TDoS is the time period of
the DDoS attack, cpast(t) is the last received value of the PLC (stack-at fault),

Fig. 5. The Emulab laboratory architecture for the experimental phase.
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Table 1. Topology and results against a DDoS attack

Topology Outcome description Loss (e) RTT (msec)

Public PLC No data reached the market 10.43/MWh 1.2 × 106

Public Dedicated
Router

Data reached the controller,
but critical situations
existed. The market did
not received adequate
information

10.43/MWh max(1.22 × 104)

Non-Public
Dedicated Router
- Priority policy

Data reached the controller
without issue. Data not
always reached the market
during repeatable
experiments

10.43/MWh max(3.45 × 102)

till a new value is received by the controller, and creal(t) is the real time values
provided to the controller.

The proposed ICT network topologies and the outcomes are depicted briefly
in Table 1. We sorted our results based on the network position of the PLC:

1. Public PLC: In this scenario we have a generator’s PLC to be reachable
through Internet. This mean that a DoS attack can aim directly to a PLC’s
port/interface. The attack duration was 20 min and the PLC was not able to
provide any data through this period. Having implemented an exact replica
of a PLC (memory-wise), we identified that the PLC crashed after only 2 min
because its computational resources were exhausted. The outcome was that the
market and the controller were unable to receive information. So when an urgent
demand for additional energy was introduced, the specific generator was not able
to verify its bid. Therefore there was a loss of 10.43 e/MWh and a large increase
to the voltage, where the connecting bus 2 reached its limit.

2. Public Dedicated Router: In this scenario we have a dedicated router con-
necting the main elements to be reachable through Internet. This means that a
DDoS attack can aim directly to the router. The attack duration was 20 min. The
outcome was that the controller received partially some data, but the market was
unable to retrieve the appropriate data from the generator. So when an urgent
demand for additional energy was introduced, the specific generator was not
able to verify its bid. Therefore, the requested power was bought from another
generator at a higher price and there was a loss of 10.43 e/MWh. Moreover, a
large increase to the voltage of the connecting bus 4 occurred (Fig. 6).

3. Non-Public Dedicated Router: In this scenario we have a dedicated router
connecting the main elements, which is not reachable through Internet, but is
used to pass communication for other services, as webservices, etc. This means
that a DDoS attack cannot aim directly to the router, but by attacking a specific
other service the network bandwidth is going to be limited. The attack duration
was 20 min. The outcome was that the controller received partially some data,
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Fig. 6. The voltages (in p.u.) of buses 1 and 4, where bus 1 is under DDoS attack.

meaning that there were a few voltage sudden increases but there was not a
extreme situation for the specific time period. The market was unable to retrieve
the appropriate data from the generator, unless there is a special router policy
giving priority to specific IP ranges. So when an urgent demand for additional
energy was introduced, the specific generator was not always able to verify its
bid. Therefore the loss was from 0 to 10.43 e/MWh.

6 Conclusions and Further Research

In this paper we presented the financial disturbance and the affect on the voltage
of a power grid due to a DDoS attack against the ICT communication system.
For all the intents and purposes, we used a well-defined testbed in order to
validate the outcome of these cyber attacks. We show that there are issues for
the control schemes, which use public infrastructure due to operational costs
without taking into consideration possible malicious implications. Even though
this architecture is advantageous, the stakeholders should think thoroughly how
to setup their interface and use the public infrastructure.

As future work we intend to perform a more detailed analysis of the behavior
of real networking devices under other attacks, as integrity attacks, and intro-
duce additional monitoring attributes, as frequency. We intend to develop a
novel approach by integrating real physical infrastructure like PLCs and energy
generators equipments (windmill and solar systems).
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Abstract. The tendency in cyber attacks has evolved from ones immedi-
ately causing abnormal operations to advanced attacks after information
extraction by traffic sniffing. In particular, the unchanging characteristics
of CIS networks are more susceptible to advanced attacks through infor-
mation extraction. In this paper, we suggest the concept of an obfuscation
method for CIS network traffic to interfere with information extraction.
We investigated the characteristics of CIS traffic as found from real data.
Based on our observations, we propose a method of creating fake com-
munication to make the best use of surplus network bandwidth. We show
that our method can vary the characteristics of a CIS network to prevent
information extraction by sniffing.

Keywords: Critical infrastructure network traffic protection · Fake
communication

1 Introduction

Motivation. The trend of cyber-attacks have evolved from ones immediately
causing abnormal operations to advanced attacks after extracting information
through traffic sniffing. Extracting information itself may not seem dangerous,
but it can be the beginning of a tremendous conspiracy. The A-IDS [1] used in
SCADA [2] cannot prevent the extraction of information through traffic sniffing;
rather, both can be rendered useless through the extracted information. To the
best of our knowledge, although there have not yet been any official reports of
Critical Infrastructure Systems (CISs) being defeated by extracting information
from SCADA traffic, the aim of this research is to preempt such attacks.

Challenge. The current SCADA system was designed several decades ago when
cyber-attacks were not fully considered. Hence, SCADA network traffic is not
encrypted, but in plaintext. Unfortunately, sometimes, this situation is over-
looked and thought to be safe through the belief that a few security devices will
provide sufficient protection. Even if SCADA network traffic is encrypted in the
next generation SCADA, there is still room for information extraction.

A previous version of the manuscript is published in Proc. of the 2013 the 29th
Annual Computer Security Applications Conference (ACSAC) as a poster paper.
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– Communication relationships, which represent who communicates with others,
are easily identified by a few days worth of sniffing. The identification means
that the ACL is revealed to attackers, thereby it renders firewalls based on
the ACL useless.

– The periodic characteristics are distinct characteristics of the SCADA net-
work. For example, solicited messages in the DNP3 protocol [3] are sent out
periodically to perform remote commands and monitor tasks. These char-
acteristics can be a useful feature on A-IDS, but they are easily identified
through sniffing.

– Only a few types of commands are actually used to manage devices operating
using the SCADA network protocol, and these commands have different tem-
plates for communication. Therefore, an attacker can infer a type of command
just through a communication template. This information can not only be a
useful feature on A-IDS, but it can also give clues to the regular reset time of
SCADA or the status that SCADA is under renovation.

Therefore, even if encryption is applied to SCADA traffic, important infor-
mation can be leaked from the traffic itself. To our knowledge, there have been
no studies on protection against information extraction on SCADA.

Threat Model. In our model, we assumed that the attacker has already invaded
the SCADA, but could not perform malicious activity because it had an A-IDS,
a firewall based on ACL. However, if an attacker has prior knowledge of A-IDS
on SCADA, then the attacker would know how the normal profile of A-IDS was
created and what features were used to detect an attack. Therefore, the attacker
could first try to reveal the normal profile of A-IDS. After getting an artificial
profile similar to the normal one, the attacker could bypass A-IDS on SCADA.

Contribution. We do not propose a completely implemented solution. We inves-
tigated the characteristics of SCADA traffic using real data. This provided us
with clues regarding the possibility of complex attacks using information extrac-
tion on SCADA even when encryption is applied. For this problem, we suggest
the concept of an obfuscation method for SCADA network traffic to interfere
with information extraction.

Our idea is to blend real SCADA traffic with fake communication. The system
in SCADA rarely changes; on the other hand, an advanced Ethernet device
upgrades the network environment continuously, replacing an outdated device, so
as not to cause a network problem. For this reason, the actual network bandwidth
used in SCADA is much smaller than the maximum value. Thus, our approach
is based on the idea of fully exploiting the surplus network bandwidth. Instead
of the additional overhead of system resources, we create fake communications
similar to the normal ones so that the attacker cannot identify them. Also, we
consider creating fake communication at the transaction level, which include
responses to requests and acknowledgements beyond the packet level, so as not
to be identified by the attacker. In summary, we propose the concept of this
framework to generate and filter fake communications.
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We evaluated our method by the implementing a fake generator simulator.
The fake generator simulator added fake communication to the original packet
file. We proved the effectiveness of our method by varying the “periodicity of
the Read function code”, “frequency distribution of the function code”, and
“frequency distribution of the DNP3 object on each master-outstation connec-
tion” to interfere with the information extraction.

2 Real Data Investigation

2.1 Data Description

We manually collected network traffic data on national critical infrastructures –
whose names and sites cannot be revealed for security reasons – using Wireshark,
a well-known packet capture program. We collected data for two weeks on two
different sites. We collected 995 GB on site A and 330 GB on site B; the network
bandwidth of these two sites is 100 Mbps. This means that the actual usage of
network bandwidth on the sites was just 3.8 Mbps and 1.2 Mbps, respectively, so
there was excess network bandwidth available on both sites. Next, we extracted
only DNP3 traffic from the original traffic data. The reason that the amount of
DNP3 traffic was so small compared to the total traffic was that only a small
portion of the connections used DNP3 on the entire network. There were 24
types of DNP3 function codes.

2.2 Well-Known Facts About SCADA Protocol

There were two major prior well-known facts to consider. First, the fact that most
communication in the SCADA network is related to “Read” and “Response”
function codes, which play the role of monitoring data reported from the RTU
device. In our observation, about 99.4 % of the DNP3 communication was related
to the “Read” and “Response” function codes. Second, “Read” function code
communication was raised periodically. In our data, there were notable periodic
characteristics in the “Read” function code communication depending on the
DNP3 object in the solicited response data, unlike in the unsolicited responses
(Tables 1)1.

2.3 Different Distribution of Object Type by Connection

Next, we investigated not only the distribution of the object types on the entire
network and based on each function code but also on each outstation-master
pair. Unlike the DNP3 function code, the distribution of the object type varied
by host. This means that each connection played a different role in SCADA, and
this information was easily identified based on the sniffing object ratio.

1 Object name is an alias for security reasons.
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Table 1. Mean and variance of inter-arrival time of “Read” Function Code, “Unso-
licited Response” for top 3 object and frequency distribution ratio

Function code Object name(alias) Mean(sec) Var(sec) Ratio(%)

Read Object1 8.75 1.48 77.74

Object2 0.05 0.06 10.74

Object3 58.22 8.62 7.02

Unsolicited response Object1 1838.01 8240.12 84.29

Object2 1390.41 6342.08 10.78

Object3 227.88 1073.86 2.44

2.4 DNP3 Communication Template

One of the reasons why information can be leaked even when encryption is
applied is that we can guess the function code just by sniffing the communica-
tion template. To validate this idea, we investigated the actual communication
template when each of the DNP3 function codes arrived. There were five types
of template. For example, when the “Read” function code arrived, acknowledge-
ment occurred and the “Response” with the object was outputted; finally, an
acknowledgement of the “Response” was sent. Usually, a fragmentation (Frag)
packet was used in this case. Some function codes did not need a DNP3 object,
such as “Confirm”, “Warm Restart”, and “Authenticate Request”. These com-
munications of the DNP3 function code were simply used without an object.
Even with the same function code, the template changed to a DNP3 object.
For example, there was at least one fragmentation packet in the “Read” func-
tion code with object 1, but this was not true in the “Read” function code with
object 2. In summary, few function codes or distinct templates with object types
that offered clues to identifying communication by sniffing were actually used,
even when the information was encrypted.

3 Fake Communication Generation

Inspired by our observation, we propose a method of interfering with the infor-
mation extraction process using fake communication to fully exploit the surplus
network bandwidth. In this section, we explain when we create and how we con-
trol the amount of fake traffic, and then introduce the process of creating fake
communication.

3.1 Fake Communication Algorithm

There are four steps employed to create fake communication in each master-
outstation connection: “Select fake function code,” “Select fake object,” “Make
fake template,” and “Notify fake communication”.
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First, we select a fake function code, followed by an object with a function
code selected at the previous step. After selecting the fake function code and
object, we create a fake transaction template which was obtained from our man-
ual study. An attacker who knows how to conduct packet sniffing could easily
identify the creation of a fake packet, so we have to create fake communication
not at the packet level, but at the transaction level, which includes an acknowl-
edgement and response.

3.2 Timing and Fake Traffic Control

When designing our method, we considered two important properties. First, our
approach has to be a probabilistic method to avoid generating a distinguishable
pattern. Also, generating fake communications at the first or last periodic time
is not effective in concealing the periodic time, because it could still provide
a clue which would enable this information to be approximated. Our intention
was to assign a high fake generation probability when the time was not near the
first and last periodic times and a low probability near the first and last periodic
times. To achieve our goal, we decided to assign fake generation probability using
the “Probability density function of a Normal distribution” with a mean value
of the periodic time divided by 2, then multiplied by 2 again, to increase the
probability.

The second important property of our method is that it was able to control
fake communication traffic. To accomplish this, we introduced a generating deci-
sion parameter (gd) that indicates whether fake traffic to be generated or not.
For example, if gd is 1 s, we consider generating fake traffic every second. Note
that, if gd is assigned a value that satisfies the periodic time modulo gd = 0,
then the fake generation probability is 0. Thus, gd is selected in comparison
with the periodic time whose value is obtained from the pre-processing stage.
By adjusting this parameter, we can control the fake communication traffic, as
well as the degree of protection. Additionally, the variance of the normal distri-
bution used in the fake generation probability plays the role of controlling the
fake traffic. In summary, for every gd time, our method considers generating fake
communication with a certain generation probability.

4 Evaluation

To verify the effectiveness of our method, we built a fake generator simulation in
Java. We changed the characteristics of the SCADA traffic, such as the “periodic
time of the Read function code”, “DNP3 function code frequency distribution”,
and “DNP3 object frequency distribution”. However, only result of “periodic
time of the Read function code” is explained in this section, because of length
problem. To create the fake communication, our fake generator required a few
pieces of information. We identified this necessary information in the preprocess-
ing stage; it only needs to be identified once, except in the case where there is a
system or network change in the SCADA network.
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Fig. 1. Inter-arrival time evaluation on site A: mean and variance with objects 1

We measured the inter-arrival time between the read function code with
the top three objects described in Table 1. Through experiments, we verified
that our method could destroy the periodic time characteristics of the read
function code communication. We report the inter-arrival time as a function
of two parameters: gd, which refers to the decision parameter introduced in
Sect. 3.2, and vndgp which means the variance of the normal distribution of the
fake generation probability. We conducted the experiments with gd 1 to 32 and
vndgp 1 to 8 as increased by two times with the top 3 DNP3 objects of the Read
function code (Fig. 1).

Changing gd influenced the mean of the inter-arrival time of the Read func-
tion code (Fig. (1a)) When gd was small, the mean of the inter-arrival time
was small because it offered more opportunities to create fake communication.
For this reason, the variance of the inter-arrival time was small when gd was
small (Fig. (1b)). vndgp hardly affected the mean value, but the same cannot
be said for the variance of the inter-arrival time. When vndgp was high, fake
communications were generated uniformly; hence, the variance was higher than
that with low vndgp. We noted that this effect seemed weak in our result graph,
because a large number of generated fake communications weakened this effect,
especially on site A. In this evaluation, the most important finding was that the
fake communications broke down the periodic characteristics. The variances of
the original inter-arrival time were 1.48, 0.06, and 8.62 with objects 1, 2, and
3, respectively; in contrast, the variances of the inter-arrival time with the fake
communications added were at least 112, 491, and 2187 with objects 1, 2, and
3, respectively.

To validate the generality of our method, we evaluated the mean and variance
of the inter-arrival time on the site B dataset. Unlike site A, the periodic time
of the Read function code was about 32 s, with a different DNP object distrib-
ution. Likewise, in the evaluation of the site A dataset, the addition of the fake
communication yielded a different variance and mean of the inter-arrival time
compared with the original value. Variance of the original inter-arrival time were
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1.48, 0.06, and 8.62, while those when fake communications were added were at
least 59, 23, and 201 with objects 1, 2, and 3, respectively.

5 Conclusion

We proposed a method to interfere with the information extraction on CIS, which
has not yet been proposed, and introduced the possibility of for information
extraction on a CIS through real data investigation. The encryption of the data
seems to be the simplest, most effective method of protection, but still leaves
room for significant information leaks. Our approach was based on the idea
of utilizing the surplus network bandwidth. We created fake communication
that was similar to the real communication, which could not be detected by
the attacker. In the simulation, our method changed the characteristics of the
SCADA network. We expect our study to be one of the starting points for
research into preventing information leakages through sniffing on a CIS.
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Abstract. Security is a major concern in the smart grid technology
extensively relying on Information and Communication Technologies
(ICT). New emerging attacks show the inadequacy of the conventional
defense tools that provision isolated uncooperative services to individual
grid components ignoring their real-time dependency and interaction.
In this article, we present a smart grid layering model and a matching
multi-layer security framework, CyNetPhy, towards enabling cross-layer
security of the grid.CyNetPhy tightly integrates and coordinates between
a set of interrelated, and highly cooperative real-time defense solutions
designed to address the grid security concerns. We advance a high-level
overview of CyNetPhy and present an attack scenario against the smart
grid supported by a qualitative analysis of the resolution motivating the
need to a cross-layer security framework such as CyNetPhy.

Keywords: Smart grid · Smart grid security · Pervasive monitoring
and analysis · Autonomic management · Elastic computing · Privacy-
preserving

1 Introduction

The smart grid is a cyber-physical system that tightly integrates control, compu-
tation, and communication technologies into the electrical power infrastructure.
Smart grid has emerged as the next generation power grid aiming at enhancing
the efficiency, reliability, and resilience of legacy power systems by employing
information and communication technologies (ICT) [7]. To establish the smart
grid global vision, widespread sensing and communication between all grid com-
ponents are established via communication networks and managed by cyber
systems. Extensive deployment of and reliance on ICT inevitably exposes the
smart grid to cyber security threats increasing the risk of compromising relia-
bility and security of the electrical power infrastructure [6]. Scale and complex-
ity of the smart grid network create several vulnerabilities providing numerous
attack entry points. Inadvertent infiltration through infected devices, network-
based intrusion, and a compromised supply chain are examples of such attacks.
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Liu et al. presented a detailed overview of relevant cyber security and privacy
issues in smart grids [5]. Authors showed that every aspect related to cyber tech-
nology in the smart grid has potential vulnerabilities due to inherent security
risks in the classical cyber environment.

The proliferation of increasingly sophisticated cyber threats with massive
destructive effects, necessitates that smart grid security systems must systemat-
ically evolve their detection, understanding, attribution, and mitigation capabil-
ities. Unfortunately, most of the current security systems fall short to adequately
provision security services while maintaining operational continuity and stability
of the targeted applications especially in presence of advanced persistent attacks.
Most of these security systems use uncoordinated combinations of disparate tools
to provision security services for the cyber and physical domains. Such isolation
and lack of awareness of and cooperation between security tools may lead to mas-
sive resource waste due to unnecessary redundancy, and potential conflicts that
can be utilized by a resourceful attacker to penetrate the system. Recent attacks
against the power infrastructures such as Stuxnet have highlighted vulnerabilities
and inadequacy of existing security systems. The Stuxnet worm infects the cyber
domain (computers and workstations), spreads via networks and removable stor-
age devices, and exploits four zero-day attacks to manipulate the physical equip-
ment. The primary target is believed to be an Iranian nuclear power plant, and
likely caused a 15 % drop in production of highly enriched uranium [3]. Defense
against complex cyber threats such as Stuxnet, requires coordination between
various security domains to address strict security concerns.

Fig. 1. Smart grid hierarchical model and
layers interaction with CyNetPhy

Figure 1 depicts a hierarchical model
of the smart grid as a set of correlated
interacting layers where each layer has
a complete hierarchical layering model.
At the top of the model is the grid users
and system operators with direct access
to the physical domain of the grid. The
next layer represents the physical sys-
tems and components participating in
the generation, transmission, distrib-
ution, and consumption sectors. The
physical domain is managed and con-
trolled by a cyber-base that provides
the needed computation and communi-
cation services facilitating local control
and processing operations and inter-
and intra-communication between the
physical and the cyber domains. The
physical domain is tightly coupled to
the cyber domain via a cyber-network
represented by a network layer encap-
sulating both data and control traffics.
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The cyber domain is represented by two sub-layers, the cyber or the application
sub-layer where the management and control logic resides, and the hardware sub-
layer hosting such logic and providing the needed interfaces for data exchange.
The high-level system management resides in the upper two layers, the Cyber
layer where the management and control application and software are running
on top of a hardware layer and operated by a set of operators and administrators.

Each layer in the presented model denotes a broad hierarchical model encap-
sulating interrelated sub-layers. For example the network layer in the smart grid
model is a representation of the hierarchical OSI model. Most security systems
addresses security of a single layer or sub-layer neglecting security concerns of
other layers and interaction between interrelated layers. The smart grid with
its large scale, complexity, and importance is an easy target for such at-tacks
exploiting the lack of collaboration between security tools at different layers.

We advance an integrated security framework, termed CyNetPhy, supported
by three main pillars namely, the Cyber Security Layer (CSL), the Behavior
Estimation Layer (BEL), and the Physical Security Layer (PSL) collaborating
towards enhanced smart grid security. Figure 2 illustrates The CyNetPhy multi-
layer architecture.

In this article, we present a high-level description of the CyNetPhy security
framework and introduce an attack scenario supported by a qualitative analysis
showing the need to the CyNetPhy cross-layer security framework. For further
details about the CSL,BEL, and PSL please refer to [1,2,4,8]. The remaining of
this paper is organized as follows: Sect. 2 provides a brief overview of the CyNet-
Phy framework. An attack scenario and a qualitative analysis of the resolution
is introduced in Sect. 3. Conclusions and future work are portrayed in Sect. 4.

Fig. 2. The CyNetPhy architecture
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2 CyNetPhy Framework Overview

The BEL monitors, analyzes and learns patterns of grid data and control flows
independently extracting semantic feedback about the behavior of each grid
component. The independent feedback by the BEL relies on deploying distrib-
uted dynamic reasoning models in order to fine-granulate semantics extraction
processes to build efficient dynamic behavior models regarding normal/abnormal
behavior of various grid components. Data profiling and dimensionality reduc-
tion techniques are used to enable efficient data storage and pattern learning.
Analyzing the data flow independently from the control flow enables the BEL
to spot accidental/deliberate human errors. The BEL is the intelligent part of
CyNetPhy with the ability to read between the lines and initiate proactive mea-
sures to counter potential cyber threats in collaboration with the PSL and CSL.

The CSL is responsible for monitoring the cyber layer using a set of smart
distributed mobile agents, pervasively crawling the systems cyber and physical
domains searching for possible attack indications. In addition to the smart uti-
lization of the agents in provisioning on-demand conventional defense services
to the cyber hosts, the CSL collects host-oriented real-time feedback from its
agents investigating various aspects that might to be an indication for a mali-
cious behavior not detectable by regular techniques. The CSL is a responsible
for information sharing between the three CyNetPhy security layers.

The PSL is responsible for monitoring and securing individual cyber systems
with direct access to the physical domain. The cyber layer comprises a set of
application-specific embedded systems and devices with clearly defined function-
ality and objectives. Usually cyber-attacks against this layer aim at misleading
the upper layers of the grid or disrupting the underlying physical systems by com-
promising the operation of the cyber components. Clarity of objectives for both
cyber systems and associated threats facilitates deriving security policies and
specifications to protect cyber systems in the physical domain. Security policies
are derived from the system physical characteristics and component operational
specifications, and translated into security monitors and components that can be
implemented in either hardware- or software-based platforms. Hardware-based
security is preferred due to the hardware immunity against software attacks and
high-performance offered by hardware [4]. The PSL collaborates with the BEL
and CSL by exchanging relevant data, delivering accurate measurements about
particular systems, and applying adequate measures in the physical domain.

The inter layer interaction is established through a set of circulating CSL
mobile agents collecting high-level feedback from the three layers and feeding it
to the data exchange servers. These servers are considered as the memory for the
BEL. Patterns of maintained data in those servers are learned by the BEL for
behavior estimation and semantics extraction. The security framework has three
phases of operation: real-time monitoring, anomalous event investigation, and
proactive actuation. In the monitoring phase the three security systems monitor
and analyze real-time data and operation of the under-lying protected layers and
pass abstract reports to the BEL to be analyzed at a higher abstraction level.
Upon detecting anomalous or malicious behavior, the concerned layer initiates
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the investigation phase where the three security layers exchange relevant data
to ascertain about the event and initiate the resolution procedures. In the actu-
ation phase the concerned layer applies a set of actions and measures to resolve
detected attacks. Countermeasures include raising alarms to system operators
and isolating and finding suitable alternatives for infected systems.

3 Attack Scenario

To further motivate our research and to illustrate the effectiveness of CyNet-
Phy in achieving its mission we utilize the following working scenario depict-
ing a hypothetical Smart Grid attack named the BlackWidow (BW) attack.
The main players are a resourceful malicious organization XYZ trying to
sabotage infrastructure assets for a neighbor country. The victim in this attack
is the country’s smart grid, namely the power distribution section. The BW is
designed to split into a set of code parts and spread in different directions and
locations to decrease the probability of detection. The distribution of parts and
the interconnection between them in different hosts weave a large web. This web
is bi-directionally traversed to send any harvested data from the attacked target
and to update the malware with new tools and missions. The BW is designed
to be as generic as possible; it is not oriented to any specific application. By
constructing the BW web the attacker can start to task the BW towards its
designated mission based on the attackers target. BW tasks might be remotely
assigned through internet or preprogrammed in internet-inaccessible locations.

The attack is designed to be stealthy by hiding from the security system sen-
sors searching for attack signatures. The attack will target an intermediate host
machine that shall host the BW command and control channel communications.
In order to do so, the BW is designed to not harm the host or change any of its
settings that might raise the anti-malware alerts. The malware will use minimal
resources and will work in a very slow fashion not to alert the security systems
of its existence. The BW uses stolen digital certificates to authenticate its exis-
tence in the host machine in the form of drivers. The only way to detect this
malware is through deep analysis and investigation for the entire system com-
ponent behavior, this includes both Cyber and physical components. Current
oblivious defense tools that shares the same host resources with its targets can-
not realize such level of awareness. Additionally, most of the physical components
are always assumed to be secured by perimeter defenses with no/limited con-
sideration to the other security measures. The attacker utilizes these limitations
to his advantage as illustrated later. The malware is intended to be targeted,
but due to the intentionally random deployment method, the code works in two
modes as follows: (1) Benign mode where the malware infects other machines
that do not belong to the target space. Those machines might be used later in
case of target change, or as a base for future attacks; and (2) Malicious mode,
where the BW works only on the target host systems.
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3.1 Attacker Assumptions

1. The security and management system shares the same network or host
with the target of attack/security system. [Note: security system might be
exposed to attack by compromising the Target of Security (ToS). Additionally,
stolen passwords can simply be used to modify rules of IDS, routers,firewalls,
proxies, etc].

2. The ToS or major parts of it uses COTS and signature based security
products.

3. The system is computationally incapable of being fully situation aware of all
its components in a massive-scale network, in real-time.

4. Cyber security is oblivious of and is not coordinated with physical security
to protect the target cyber- physical system.

3.2 Attack Procedures (in Air-Gapped Target)

The attacker uses phishing attack or an insider to inject the malware seed into
the grid computers. The BW is programmed to search the network for connected
computers then it starts using one of the zero days exploits to clone itself into
these computers. The attack victims will receive parts of the malware. Each
of these parts will contain a fraction of the designated mission and a simple
communication module. The communications module will be used to open a
direct channel with the attacker and to search and establish communication with
other parts. Directions to other parts locations might be sent by the attacker to
minimize the search time.

The attacker uses malware fractions to construct logical executable entities
in the form of mobile software agents targeting different objectives. The first
objective will be to search and infiltrate the network for data stores. The malware
will sniff the network traffic searching for predetermined signatures for such
locations. The second objective will be to attack such data stores using the
zero day exploits and the stolen certificates to locate the power distribution
planer and the RTU command and configuration credentials. The malware will
frequently update the attacker of its findings based on a predetermined update
methodology. After successful reception of this data, the attacker will use it
to transfer the BW to the grid Command and Control Center (CCC) using a
compromised RTU hocked on the grid. The CCC controls the entire grid by
real-time configuration of the distributed RTUs managing the operation of the
distribution centers.

The drastic effect of the attack begins when the BW use the stolen con-
figuration credentials to reprogram the RTUs to include a set of programmed
blackouts across the nation among a series set of power overloads on the trans-
mition lines causing them to breakdown. The attacker can launch data injection
attacks that propagates through the network and send fake power shortage and
network overload indications. Such attacks cause imbalance between the gener-
ation and demand power which can directly result in a major financial lose.
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4 Conclusions

We have presented a multi-layer model of the smart grid and a matching cross-
layer remote defense and management framework, termed CyNetPhy. CyNetPhy
integrates and coordinates between three interrelated and highly cooperative
real-time defense systems crossing section various layers of the smart grid cyber
and physical domains. We presented a complex synthetic attack scenario to illus-
trate the limitations and challenges of the current SG defenses. In this section,
we shall discuss how CyNetPhy invalidates the attacker assumptions, the pillars
that supports that attack. The first two assumptions assumed that the defense
platform shares the same host with the ToS and uses a signature based COTS
defense products giving the attacker the chance of disabling or even tricking
the defense system. CyNetPhy presents a smart isolation of defense and control
concerns into a set of stacked self-managed interconnected layers of hierarchical
distributed management. CyNetPhy operates from a remote secure cloud-like
platform isolating the computational needs of the defense platform from the
resource constrained grid hosts. CyNetPhy delivers its monitoring and defense
services through a circulating mobile agents hiding the platform heterogeneity
from the defense and control. It delivers tailored defense services to each host
when needed and where needed. These features invalidates the first two assump-
tions. CyNetPhy Layers are highly cooperative, each layer exchange its defense
related feedback with the other layers through CyNetPhy brain that process such
feedback and provide directed guidelines to each layer taking into consideration
the current state to the other layers. Such level of global awareness invalidates
the last two assumptions and the entire attack. Our future work includes build-
ing network and security threat models for CyNetPhy. These models can be
used to construct a complex large-scale simulation scenario for various smart
grid cyber and cyber-physical attacks, showing the effectiveness of the compre-
hensive CyNetPhy’s subsystems in detecting and mitigating such attacks.
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Abstract. In this paper we study the case of Critical Infrastructures
(CIs), and especially power grid systems, which nowadays rely on com-
puters and the Internet for their operation. We propose a combinatorial
method for automatic detection and classification of faults and cyber-
attacks, when there is limited data from the power grid nodes due to
cyber implications. We design an experimental platform consisting of a
power grid simulator and a cyber network emulator in order to demon-
strate the efficiency of the proposed method.

Keywords: Critical infrastructures · Cyber security · Fault diagnosis ·
LTI modeling

1 Introduction

Nowadays, CIs and more specifically Distributed Control Systems (DCS) are
exposed to significant cyber-threats, a fact that has been highlighted by many
studies [1]. In this paper we propose a method able to automatically detect and
classify faults and/or cyber-attacks based solely on the provided communication
data between the SCADA systems and the local Programmable Logic Controllers
(PLCs) of power grid CIs. This article comprises a preliminary effort towards
identifying failures in interdependent CIs [2,3].

Cyber attacks or faults occurring on the cyber layer comprise the main impli-
cation of an interdependent cyber-physical system. In [4,5] is clearly illustrated
that the existing techniques are not adequate to address the series of new security
challenges posed by highly complex environments. Even though, they present the
significance of the cyber infrastructure security, they do not propose a detection
or mitigation process. Fault detection systems usually operate on data com-
ing from sensor networks. Approaches using multiple sensors detect faults by
exploiting potential redundancies and/or correlations existing within the data.
Here we find two lines of thought: (a) the first one exploits physical redundancy,
i.e. redundant sensors [6], and (b) the second one takes advantage of analytical
redundancy based on the functional relationships existing among different, but
correlated, quantities [7].
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 283–289, 2016.
DOI: 10.1007/978-3-319-31664-2 29
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The paper is organized as follows: Sect. 2 we explain the proposed detection
and classification method. Section 3 illustrates the main elements of our imple-
mentation framework, our method’s application onto a power grid, presents the
examined cyber-physical implications and describes the experimental results.
Finally, Sect. 4 concludes this work and identifies further research subjects.

2 The Fault Detection Method

The fault detection method is comprised of two algorithms running concurrently.
It detects a fault only when both methods detect one for specific data (Fig. 1).

Let us consider an energy monitoring framework comprised of N buses and
K generators each of which provides a time-series datastream. Denote by Xi :
N → R the stream of data acquired by the i-th bus and Xj : K → R the
stream of data acquired by the j-th generator. Let Oi,T0 = {Xi(t), t = 1, . . . , T0}
and Oj,T0 = {Xj(t), t = 1, . . . , T0} be the data sequence of the i-th bus and
the j-th generator respectively. Finally, let us assume that at an unknown time
instant T ∗ > T0 a fault occurs in the datastreams while no assumption is made
about its magnitude or time profile. Specifically for the IEEE network model Xi

corresponds to the Vt output per bus and Xj to the real power demand.
We designed two methods trying to detect a fault appearing the data

sequence:

Limit Checking : This method checks whether the datastream of interest is withing
a bandwidth specified by a maximum and a minimum value: [Ubound, Lbound]. In
case an incoming datum Ot, t > T0 is out of the bandwidth determined during the
training phase, it is marked as faulty (explained in Algorithm 1).

LTI Modeling : This method models the relationships between the datastreams
belonging to physical variables of the CI under study. The underlying assump-
tion here is that the pattern of the relationship remains consistent when the
system operates in a certain state (nominal, faulty, etc.). The proposed fault
detection technique assumes that the relationship between two generic corre-
lated datastreams i and j, j used to infer i, can be described through an input-
output dynamic model of the form Xi(k) = fθ

(
Xi(k − 1),Xi(k − 2), . . . , Xi(k −

ki),Xj(k),Xj(k −1), . . . , Xj(k −kj)
)
, where f is a linear function of autoregres-

sive model with exogenous input (ARX) type in its parameters θ and ki and kj

Linear time invariant 
modeling 

(ARX, ARMAX)

Network variable X
(Input)

Network variable Y
(Output)

Fault detection via 
thresholding

detection stream
[0,0,1,1,1,...]

training

Model trained on fault -
free data

Limit determination Limit checking

testing

Y

Y

Fig. 1. The block diagram of the proposed fault detection method. The algorithm
detects faulty data coming from variable Y (1 stands for detection and 0 for nominal
data). Y corresponds to the Vt output per bus and X to the real power demand.
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are the orders of the model. The model with the lowest reconstruction error is
chosen. This process is given in Algorithm 2.

1. Identify the maximum and
lower values of the training
sequence
Oi,T0 = {Xj(t), t = 1, . . . , T0} as
Ubound = max(Oi,1...T0), Lbound =
min(Oi,1...T0) ;
repeat

2. t=1;
3. if O(j,t) > Ubound ∨ O(j,t) <
Lbound then

O(j,t) contains data
associated with a fault;

else
O(j,t) contains data
coming from the normally
operating network;

end
4. t = t + 1;

until (1);

Algorithm 1. The limit checking
fault detection algorithm.

1. Find the model M explaining
the relationship between Xi(k)
and Xj(k) with the lowest
reconstruction error ;
2. Apply M on
Oi,T0 = {Xi(t), t = 1, . . . , T0} and
compute the estimated data
values
Ōj,T0 = {X̄i(t), t = 1, . . . , T0};
3. Th = max(|Ōj,T0 − Oj,T0 |);
repeat

2. t=1;
3. if |Ōj,T0 −Oj,T0 | > Th then

O(j,t) contains data
associated with a fault;

else
O(j,t) contains data
coming from the normally
operating network;

end
4. t = t + 1;

until (1);

Algorithm 2. The model-based fault
detection algorithm.

With respect to isolation and classification of a detection into fault, integrity
attack or DDoS we rely on a distance matrix D including all the discrepancies
which are observed between the actual data and the values predicted from the
ARX model. More precisely, for each state we produce a distance matrix D,
where dij = |Ōj,T0 −Oj,T0 | given a fault on BUS i. Each line is associated with a
fault occurring on a BUS, e.g. element d21 includes the discrepancy observed on
the Voltage of BUS 1 when a fault on BUS 2 has occurred. The buses presenting
faults comprise the column elements.

3 Experimental Setup and Results

Firstly, in this section we provide a brief description of the DCS architecture
(simulation/emulation framework) used in this work. The used implementa-
tion framework (a) simulates the physical components of a power grid and
(b) emulates the cyber elements. The real-time simulation of IEEE grid models
is implemented in the Assessment platform for Multiple Interdependent Criti-
cal Infrastructures (AMICI) [8], which is based on Matlab open-source libraries,
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Fig. 2. Training session data graph (DoS attack on bus 9, fault on Bus 8 & load
increase-decrease)

Fig. 3. The overall architecture of the simulation & emulation framework.

i.e. MatPower and MatDyn. The power grid employed in this experiment is the
well-known IEEE 9-bus model (Fig. 3). Finally, the sampling rate of the simu-
lated model is 20ms which it the time to calculate its parameters including the
interaction with the emulated environment. The testbed of the DCS cyber part
facilitating the emulation of the ICT infrastructure is based on Emulab, which
is a well-established network emulator, and developed in our laboratory [9].

Our evaluation procedures follows three distinct steps. First we create a
detailed case study of the virtual network topology and physical simulated power
grid as described above. We should state that the simulation step is 20 ms. Sec-
ondly, the experiments are then initiated in order to collect data and train the
detector. Finally, experimental scenarios are executed in order to evaluate our
system’s performance.

The cyber physical infrastructures implications we took into consideration
are: (a) Distributed Denial of Service Attacks: During a DDoS attack only sparse
data reach the controller, which keeps the last received value till a new one
arrives. More specifically, Vi(t) = Vi(t0), t0 < t < t1, where t0 is the time that
the last datum was received and t1 is the time that the new datum may arrive
(Fig. 2), (b) Integrity & replay attacks: These can be implemented either by
affecting the power grid component/equipments, which are responsible for dis-
tribution systems, or by manipulating the exchanging protocol messages in order
for the attacker to send malicious data to the field device or the control center
operator, and (c) Fault: We take into account sudden losses of connectivity affect-
ing one bus for a short period of time (fault supported by MatPower software).

During the training process a set of scenarios on the aforementioned experi-
mental environment were simulated. The produced dataset was provided to the
detection mechanism for creating a schema of the possible experimental environ-
ment states. The experimental scenarios executed for the training are (Table 1).



Faults and Cyber Attacks Detection in Critical Infrastructures 287

Table 1. Training scenarios

Scenarios Values (V in p.u.) Description

Normal conditions 0.9 <= Vbusi <= 1.1 The power grid operates
smoothly

Sudden load increase and
decrease

Loadalteration >250 MW The power grid reaches
marginal state

Bus fault to i node Vbusi � 0 Bus is down for 0.2 s

DDoS attack to i node Vbusi � VbusiLastreceived Bus data partially reaches
central control

DDoS attack & bus fault to
i node

Vbusi � VbusiLastreceived Fault during a DDoS attack

Fig. 4. DDoS attack on Bus 1: Bus 1 stops providing data and afterwards a fault occurs
to it. We detect a fault on Bus 1, by consulting the distance matrix D on neighbor
Buses 4 and 9.

Moreover, in Fig. 2 three specific scenario outcomes, in terms of bus voltages,
are illustrated: (a) a scenario where either excessive additional consumed load
is needed or a sudden consumed load drop occurs, (b) a scenario about physi-
cal faults, and (c) a scenario where a DDoS attack against a node’s PLC for a
limited period of time occurs.

3.1 Detection Results

The detection framework is trained on data coming from the normal modality
of total length of 10000 samples. The limit checking method uses the entire
length for bound estimation [Ubound, Lbound]. The model-based method uses the
scenarios in Sect. 3 for training. The input is the exchanging data and the current
state of the smart grid. The needed samples for the model training for each
state are less 8000, meaning less than 2.5 min of sampling data. The model order
is determined by minimizing a robustified quadratic prediction error criterion
which serves the computation of the ARX parameters. Finally, the model which
provided the best performances was the following ARX(2,2): Xi(t) = a1Xi(t −
1) + a2Xi(t − 2) + b1Xj(t − 1) + b2Xj(t − 2), where a1 = 0.5, a2 = 0.2, b1 = 0.1,
b2 = 0.3. The figures of merit are computed both on data coming from the
nominal and faulty states. They are tabulated in Table 2.

The first experiment was a two events scenario: we initiated a DDoS against
a node and in a few seconds we injected a fault to the same node. Even though
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Fig. 5. Integrity attack on Bus 9: The method detects the attack since the data coming
from Bus 9 is not consistent with the data provided by the rest of the buses.

Table 2. The detection results of the proposed method.

Test data type FP (%) FN (%) Detection Delay

(# of samples)

Nominal 0 - -

Overload (fault-free) 0.2 - -

Underload (fault-free) 0.5 - -

Fault 6.1 2.7 12

DDoS 7.1 1 4.2

Integrity 10.1 2.3 5.75

the information is extremely limited from the faulty node, we have to find a
way to identify that the fault was initiated from the specific node. In Fig. 4 we
illustrate the method to identify the fault to one node by analyzing the input
from its neighbor ones. The second scenario was an integrity attack against a
single node. The integrity attack compromised the node’s PLC and force the
sending of false logical data to the central control. For example, the attacker
has previously implemented a Man-in-the-Middle attack, copied the transmitted
data and now is able to replicate it. In Fig. 5 we demonstrate the operation of
the proposed fault diagnosis system when an integrity attack takes place.

We conducted experiments with most of the nodes and we claim that our
method is able to predict the malicious state close to 98% (Table 2). In addition
Table 2 provides the FPs, FNs and delays with respect to every faulty/attack
situation.

4 Conclusions and Further Research

In this paper, we provided an automatic method for detecting and classifying
cyber implications and physical faults affecting a power grid infrastructure for
enhancing the overall resilience. The method is able to identify the power grid
node state even when the node is unreachable or off-line or exchanging data is
malformed. The method was evaluated not only on theoretical level but also in
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practice, by combining a simulated power grid and an emulated ICT network.
Further research includes: (a) evaluate the method on real-world datasets, and
(b) identify the state of larger networks based on narrow incoming information.
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Abstract. Large-scale distributed control systems such as those encoun-
tered in electric power networks or industrial control systems must be
assumed to be vulnerable to attacks in which adversaries can take over
control over at least part of the control network by compromising a sub-
set of nodes. In this paper we study structural controllability properties
of the control graph in LTI systems, addressing the question of how to
efficiently re-construct a control graph as far as possible in the presence
of such compromised nodes.

We study the case of sparse Erdős-Rényi Graphs with directed con-
trol edges and seek to provide an approximation of an efficient recon-
structed control graph by minimising control graph diameter. As the
underlying Power Dominating Set problem does not permit efficient
re-computation, we propose to reduce the average-case complexity of the
recovery algorithm by re-using remaining fragments of the original, effi-
cient control graph where possible and identifying previously un-used
edges to re-join these fragments to a complete control graph, validating
that all constraints are satisfied in the process. Whilst the worst-case
complexity is not improved, we obtain an enhanced average-case com-
plexity that offers a substantial improvement where sufficiently many
fragments of the original control graph remain, as would be the case
where an adversary can only take over regions of the network and thereby
control graph.

Keywords: Structural controllability · Control systems resilience ·
Power Dominating Set

1 Introduction

Controllability and observability form core concepts in the study of control sys-
tems and networks, as it determines the ability to monitor or force the state of a
system. As the computational complexity of determining Kalman controllability
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makes this problematic for time-critical large networks such as electric power net-
works, more general properties are of particular interest. The problem of struc-
tural controllability originally defined by Lin [1] offers such a graph-theoretical
interpretation of controllability, which is particularly suitable for studying sets
of nodes able to control an entire system as represented by a control graph (the
reader is referred to [1–3]); the identification of minimum Driver Nodes (DN )
via maximum matchings was proposed by Liu et al. [2] as a powerful mechanism,
but also offering full control over the network for possible attackers seeking to
take over or disrupt these relations. Both attackers and defenders can hence
identify nodes of particular interest, thereby strongly motivating the develop-
ment of algorithms for identifying such sets of DN, particularly after an attack
or reconfiguration of the underlying network. This offers a strong motivation
to study the ability of such systems to recover from deliberate attacks. Infor-
mally, controllability requires that a desired configuration can be forced from an
arbitrary configuration in a finite number of steps; for a time-dependent linear
dynamical system:

ẋ(t) = Ax(t) + Bu(t), x(t0) = x0 (1)

with x(t) = (x1(t), . . . , xn(t))T the current state of a system with n nodes at
time t, a n × n adjacency matrix A representing the network topology of inter-
actions among nodes, and B the n×m input matrix (m ≤ n), identifying the set
of nodes controlled by a time-dependent input vector u(t) = (u1(t), . . . , um(t))
which forces the desired state. The system in Eq. 1 is controllable if and only if
rank[B,AB,A2B, . . . ,An−1B] = n (Kalman rank criterion), giving the mathe-
matical condition for controllability, where the rank of the controllability matrix
provides the dimension of the controllable subspace of the system (A,B). As
verifying the criterion is prohibitively expensive [2,3], efficient ways to achieve
structural controllability of LTI systems has been extensively studied in recent
years, also regarding robustness [4–6].

We study structural controllability via the Power Dominating Set (PDS)
problem introduced by Haynes [7], for more details we refer the reader to [8–10],
and in this paper propose an algorthim for solving PDS in directed Erdős-Rényi
graphs. For this we assume that parts of an existing PDS for the original graph,
such as after an attack, and rely on a Depth-First Search and articulation points
(cut-vertices), allowing faster re-construction of PDS, and ultimately the re-
gaining of control for operators of control systems.

2 Preliminary Definitions and Notation

Let G = (V,E) be a directed graph. A vertex u is called an out-neighbour of a
vertex v if there is a directed edge from v to u in G. Similarly, u is called an
in-neighbour of v if the directed edge (u, v) is present. The neighbourhood of a
vertex v in the graph G, denoted NG(v), is the set NG(v) = u ∈ V : uv ∈ E. The
members of NG(v) are called the open neighbours of v. The closed neighbourhood
of a vertex v, denoted NG[v], is the set NG[v] = NG(v)∪v. The degree of a vertex
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v is denoted by dG(v). The number of out-neighbours of v is called the out-degree
of v and is denoted by d+G(v), the in-degree d−

G(v) is defined as the number in-
degree of v. Let Tv denote the subtree of T rooted at T-node v. A path in G from
a vertex u to a vertex v is a sequence of distinct vertices u = v0, v1, . . . , vt = v
so that (vi, vi+1), i = 0, . . . , t−1, are in E(G). A path from u to v together with
the edge (vu) is called a cycle. We denote {Et, Ef , Ec, Eb} tree, forward, cross
and back edges respectively.

3 Related Work

Non-trivial control systems and controlled networks are necessarily sparse, and
direct control of all nodes in such a network is not feasible as direct edges to
these would typically result in too high costs as well as an out-degree of the
controller node that would be difficult to realise in larger networks. Instead, the
general case to be considered is for control to be indirect. However, as control
systems will seek to minimise parameters such as latency, the formulation of
PDS by Haynes et al. [7] extended the classic Dominating Set (DS) problem
to seek a minimal Power Dominating Set where the covering rule is the same
as in DS with a propagation rule. Here we consider a straightforward extension
to directed graphs in Definition 1.

Definition 1 (Directed PDS). Let G be a directed graph. Given a set of ver-
tices S ⊆ V (G), the set of vertices power-dominated by S, denoted by P (S), is
obtained as:

D1 If a vertex v is in S, then v and all of its out-neighbors are in P (S);
D2 (Propagation) if a vertex v is in P (S), one of its out-neighbors denoted by

w is not in P (S), and all other out-neighbors of v are in P (S), then w is
inserted into P (S).

One problem immediately arising from vertex removal from a minimal power
dominating set is the reconstruction and recovery of control. However, even the
basic minimal DS problem is known to be NP-complete with a polynomial-time
approximation factor of Θ(log n) as shown by Feige [11]. The approach by Feige
gives a polynomial-time solution for graphs with maximum out-degree 2, oth-
erwise the best currently known approach gives exponential time in PSPACE,
as shown recently for cubic graphs by Binkele-Raible and Fernau [12], requiring
a trade-off in the complexity against the achievable approximation factor. Guo
et al. [10] proposed a linear dynamic programming (DP) algorithm based on
valid orientations for optimally solving PDS on graphs of bounded tree-width,
introducing the notion of valid orientations for a new formulation of PDS (over
undirected graphs). Computational complexity is dominated by determination
of the mapping Ai for a join node, where for each bag state s we need to consider
all pairs of compatible bag states of its two children, yielding O(nck

2
) complexity

with n the tree node set size. Subsequently, Aazami and Stilp [13] reformulated
Directed PDS (DPDS) as valid colourings of edges and proposed a DP algorithm
for DPDS where the underlying undirected graph has bounded tree-width.
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In earlier work, we proposed a reconstruction algorithm for the partition
elements of (directed) control graphs of bounded tree width embedded in Erdős-
Rényi random graphs arising after attacks [14] yielding a best-case complexity
(where uncovered vertices W of Hi are not join nodes) is O(nck), a worst-case
complexity of O(nck

2
), and an average complexity of O(log nck

2
).

3.1 The Physical Concept of a Graph-Theoretical Interpretation
for Electrical Power Networks

We motivate our study by the real-time monitoring and control of electrical
power networks as defined by a set of state variables. The PDS problem allows
us to minimise the number of sensors such as phasor measurement units (PMU)
and hence cost whilst still maintaining observability and controllability. Roughly,
a system is said to be observable if all state variables can be determined from a
given set of variables.

Let G = (V,E) be a graph representing a power network, where vertices repre-
sent nodes (a bus where transmission lines, loads, and generators are connected)
and an edge represents a transmission line joining nodes. The problem of locating
a smallest set of sensors to monitor the entire system is a graph theory problem
introduced by Haynes et al. as a model for studying electric power networks and
their efficient monitoring as an extension to the well-known Dominating Set
(DS) problem; one of the classic decision problems [7–9].

4 Problem and Approach

We seek to reduce the average-case complexity through partial re-use of PDS
fragments retaining after a graph has been modified e.g. by and attack on a
control system, and apply the valid colouring proposed in [13]. This re-use allows
the reduction of average-case computational complexity through

1. Finding articulation points (cut-vertices) of degree ≥ 2, as the sub-tree Tv of
a cut-vertex v are connected by tree edges (no back, forward, and cross edges
are incident to vertices in Tv) and downstream of v, then v power-dominates
vertices in Tv,

2. The algorithm only computes the red edges forming flow of control and does
not need to consider other edge colours as originally proposed by Aazami and
Stilp [13],

3. Minimising checks for dependency cycles as the DFS approach does not
require colouring of back edges,

4. Minimising a PDS by using forward and cross edges, where there are at most
2N(v) states of colouring the neighbours of v ∈ PDS, and

5. Relying on existing PDS and a DFS allows to consider only uncovered vertices
Hi(V un

i ), where the total time is O(|V un
i +

{
Et

i ∪Ef
i

[
N(v)

]∪Ec
i

[
N(v)

]}\Eb
i |)

time, where v ∈ PDS, with 2N(v) states of colouring the neighbours
of v ∈ PDS. However, the worst-case complexity of the algorithm is
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O(|Vi+
{

Et
i ∪Ef

i

[
N(v)

]∪Ec
i

[
N(v)

]}\Eb
i |) through computing the all vertices

in the partition elements.

4.1 Assumptions

We rely on a number of assumptions:

1. Given a directed graph G = (V,E), constructed as ER(n, p). Any ordered
pair of vertices u, v ∈ V (G) is connected with the edge probability p by a
directed edge, such that there is a directed edge e = {u, v} ∈ E(G) from u
to v. For the resulting instances of G, we consider the directed graphs where
the underlying undirected graph has bounded tree-width and have no self-
loops nor parallel edges, but may have two edges with different directions on
the same two end vertices (called antiparallel edges) and may have directed
cycles. We assume that an instance of PDS for G is given, and is generated
by our algorithm in [14] in terms of the valid colouring, where a set of vertices
S ⊆ V (G), denoted by P (S), power dominates G if P (S) = V (G).

2. The resulting graph G is partitioned into k subgraphs H1,H2, . . . Hk, where
1 ≤ i ≤ k, such that the partition of G satisfies:
– ∀Hi : Vi �= ∅
– ∀(i, j) ∈ {1, . . . k}, i �= j, Vi ∩ Vj = ∅
– The union of Vi is equal to V (G), where

⋃
1≤i≤k Vi = V (G)

Each subgraph Hi = (Vi, Ei) is weakly connected (i.e., the underlying undi-
rected subgraph is connected). All subgraphs Hi are assumed to contain a
tree-embedding,

3. For a set of subgraphs of G, there exists a set of vertices u, v ∈ Vi, Vj ,
respectively, where 1 ≤ i, j ≤ k, such that ∀i, j: ∃ u ∈ Vi, v ∈ Vj :(
(u, v) ∈ E(G)

)∧(
(u, v) �∈ Ei

)∧(
(v, u) �∈ Ej

)
.

4. Given arbitrary partition elements Hi = (Vi, Ei) of a directed graph G, where
a PDS of the partition elements may be different of the remaining of G’s PDS.
This requires (re-)construction of PDS for partition elements Hi.

5 Reconstructing DPDS via DFS

Depth-first search (DFS) can be used to seek edges of the partition elements
of Hi, identifying articulation points and constructing the Hi as a tree-like
structure, which gives equivalent characterisations of trees. DFS separates edges
into groups revealing information on partition elements, and articulation points
(cut-vertices) giving an equivalent formulation for identifying PDS in undirected
graphs as shown by [8] for block graphs. An articulation point is a vertex whose
removal (together with the removal of any incident edges) results in a discon-
nected graph. There are several well-known efficient algorithms; for a construc-
tion relying on DFS, this is O(V + E). Based on this we identify articulation
points on DPDS:
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Definition 2 (Observations on Articulation Point and PDS). Given the
partition elements Hi = (Vi, Ei) of a digraph G constructed by DFS, an articu-
lation point u is said to be u ∈ PDS if it satisfies

1. The root r of the DFS tree is an articulation if d+(r) ≥ 2 is connected by a
tree edge, and no cross edges between the subtrees of the root,

2. Any other internal vertex v in the DFS tree (other than the root), if it has a
subtrees rooted at a child of v such that there is no back edge from any vertex
in this subtrees connected to a higher level vertex than v and d+(v) ≥ 2, is
an articulation point,

3. A vertex v is ∈ PDS if d+(v) ≥ 2 connected by a tree edge, and there exists
a cross edge that is incident from the subtrees of v to neither an ancestor
or descendant of v (or inversely), or a back edge connected to a higher level
vertex than v,

4. If a vertex v has only one child (i.e., d+(v) ≥ 1 and d−(v) = 0), then
v ∈ PDS,

5. A leaf vertex is not an articulation point as its removal from a tree does not
affect the rest of the tree, thus the tree remains connected.

We now can define four edge types produced by DFS on the partition elements
of a digraph Hi = (Vi, Ei):

Definition 3 (DFS Edge Classification). During executing DFS on graph
G, edges can be classified by type:

– If v is visited for the first time as we traverse the edge (u, v), then the edge
is a tree edge. A tree edge always describes a relation between a vertex and
one of its direct descendants

– If v has already been visited:
1. If v is an ancestor of u, then edge (u, v) is a back edge (i.e. connecting

a vertex u to an ancestor v in DFS tree (self-loop), which may occur in
directed graphs)

2. If v is a descendant of u, then edge (u, v) is a forward edge (i.e., non-tree
edges (u, v) connecting a vertex u to a descendant v in DFS tree)

3. If v is neither an ancestor or descendant of u, then edge (u, v) is a
cross edge

When drawing diagrams, we represent edges by line types {t, b, f, c}, where a
solid line (t) represents a tree edge , a dotted line (b) a back edge ,
a dashed line (f) a forward edge , and a dash-dotted line (c) a cross edge

, respectively.

Theorem 1. Given the partition elements Hi = (Vi, Ei) of a directed graph G,
v ∈ PDS is said to be an articulation point (cut-vertex) if it satisfies

1. v has more than one child connected through a tree edge where d+
Et

i
(v) ≥ 2,

2. there is no back edge that is incident from any child x in the subtrees of v
such that x is connected to a higher level vertex than v (Fig. 1a),
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x1

x2x3

x5x4 x6

(a) Back edge

x1

x2x3

x5x4 x6

(b) Forward edge

x1

x2x3

x5x4 x6

(c) Cross edge

Fig. 1. Articulation points with different edge types

3. there is no forward edge that is incident from an ancestor of v to any child
in the subtrees of v (Fig. 1b), and

4. there is no cross edge that is incident from the subtrees of v to neither an
ancestor or descendant of v (or vice versa), (Fig. 1c).

Proof. Assume that DFS contains {x1, x2, . . . , xn} rooted at x1, and suppose
that there exists a vertex x3 with more than one child, where d+(x3) ≥ 2, and
one of its children is connected to the ancestor of x3 by a back edge (x4, x1)
(Fig. 1a). Proof is by contradiction in three cases (using Fig. 1 to demonstrate
the construction):

1. If one of the subtrees (here: x4) of x3 are connected to an ancestor of x3 by
a back edge (Fig. 1a), then a vertex x4 is still connected to an ancestor of x3

by a back edge after omitting x3. Therefore, x3 is not an articulation point.
2. If there exists a vertex x6 of the subtrees of x3 connected to the ancestor of

x3 by a forward edge (Fig. 1b), then x6 is still connected to G after omitting
x3, thus x3 is not an articulation point.

3. If there exists a vertex x6 of the subtrees of x3 connected to neither an
ancestor or descendant of x3 by a cross edge (Fig. 1c), then after removing
x3, x6 will be connected to G, thus x3 is not an articulation point.

We can now reformulate PDS of the partition elements of directed graph in
terms of valid colourings of (similar to the formulation by [10], where blue and
red edges play the same role as unoriented and oriented edges, respectively) to
obtain DPDS. Our approach applies to the partition elements of a directed graph
such partition elements are structured by DFS:

Definition 4 (Colouring of the Partition Elements of a Directed
Graph). A colouring of the partition elements Hi = (Vi, Ei) of a directed graph
G is colouring the edges in Hi in red. We denote the colouring by C = (Vi, E

r
i )

where Er
i is the set of red edges.

Definition 5 (Origin of Valid Colouring). We refer to a vertex as an origin
of the colouring of the partition elements Hi = (Vi, Ei) of a directed graph G if
it satisfies one of:
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1. It is an articulation point (a cut-vertex).
2. It has no in-edge in Hi, where v ∈ Hi : d−(v) = 0
3. It has no in-red edges in Hr

i , where v ∈ Hr
i : d−(v) = 0.

Definition 6 (Dependency Path in Valid Colouring of DFS). A
dependency path in a valid colouring of the partition elements Hi, P =
v1, e1, v2, e2, . . . , ei−1, vi is a sequence of red edges such that P has no a back
edge coloured red (i.e. all red edges are directed away from the start vertex (v1)
of P and ends in a vertex (vi)). The length of a dependency path is defined as
the number of red edges in the path. A dependency cycle in a directed graph is
a sequence of directed edges whose underlying undirected graph forms a cycle
such that all the red edges are in one direction, and a red back edge in the other
direction.

Definition 7 (Valid Colouring of Partition Elements). A valid colour-
ing of edges of the partition elements Hi = (Vi, Ei) of a directed graph G is a
colouring of Hi satisfying

1. An origin of the colouring of the partition elements in Hr
i = (Vi, E

r
i ) satisfies:

(a) The root of DFS may exist a cut-vertex, denoted by (vRct
), with out-degree

at least 2 and no in-edge incident to (vRct
) with no cross edge between the

subtrees of (vRct
), has at least 2 out-red edges:

∃v ∈ V (Hi) :
((

d−
Hi

(vRct
) = 0

)∧(
d+Hi

(vRct
) ≥ 2

)∧(∀ child x of (vRct
) :

Ec
i (x) = ∅))

=⇒ d+Hr
i
(vRct

) ≥ 2

(b) The root of DFS, denoted by vR, with out-degree at least 2 and no in-edge
incident to vR and there is at least one cross edge between the subtrees of
vR, has at least 2 out-red edges (i.e., vR is not cut-vertex):

∃v ∈ V (Hi) :
((

d−
Hi

(vR) = 0
)∧(

d+Hi
(vR) ≥ 2

)∧(∃ child x of vR :

Ec
i (x) ≥ 1

))
=⇒ d+Hr

i
(vR) ≥ 2

(c) There may exist a cut-vertex, denoted by vct, with out-degree at least 2
and no in-red edge incident to EHr

i
(vct) and no cross edges between the

subtrees of vct and no back edge incident to an ancestor of vct, has at
least 2 out-red edges:

∃v ∈ V (Hi) :
((

d−
Hr

i
(vct) = 0

)∧(
d+Hi

(vct) ≥ 2
)∧(∀ child x of vct :

Ec
i (x) = ∅ ∧ Eb

i (x) = 0
))

=⇒ d+Hr
i
(vct) ≥ 2
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(d) There may exist a domination vertex, denoted by vD, with out-degree at
least 2 and no in-red edge incident to EHr

i
(vD) and there is at least one

cross edge between the subtrees of vD or back edge incident to an ancestor
of vD, has at least 2 out-red edges (i.e. VD is no cut-vertex):

∃v ∈ V (Hi) :
((

d−
Hr

i
(vD) = 0

)∧(
d+Hi

(vD) ≥ 2
)∧(∃ child x ∈ vD :

Ec
i (x) ≥ 1 ∨ Eb

i (x)geq1
))

=⇒ d+Hr
i
(vD) ≥ 2

(e) There may exist a simple vertex, denoted by vS, with no in-degree and at
least out-degree of exactly one, has at least one out-red edge:

∃v ∈ V (Hi) :
((

d−
Hi

(vS) = 0
)∧(

d+Hi
(vS) ≥ 1

))
=⇒ d+Hr

i
(vS) ≥ 1

2. The remaining vertices in {Hi \ (vRct
∪ vR ∪ vct ∪ vD ∪ vS)} covered by the

red edges in Hr
i = (Vi, E

r
i ) have the following properties:

(a) ∀v ∈ Hi : d−
Hr

i
(v) ≤ 1 , and

(b) ∀v ∈ Hi : d−
Hr

i
(v) = 1 =⇒ d+Hr

i
(v) ≤ 1.

3. Hi has no dependency cycle

Note that a vertex with d−
Hr

i
(v) = 0 in Hr

i = (Vi, E
r
i ) is an origin, denoted by

Φ, of C.
We can now define the colouring of neighbours of PDS vertices:

Definition 8 (Colouring of a PDS Vertex’ Neighbours). In order to
obtain an optimal PDS in Hi, we define two colours for N(v) where v ∈ PDS
depending on forward and cross edges which are incident from u ∈ PDS to N(v),
such that a colouring of the neighbours of PDS in Hi = (Vi, Ei) of a digraph G
is a colouring of N(v) satisfying:

– A gray colour is assigned to each neighbour VHi
(w) of v ∈ PDS that has a

forward edge incident from v to w ∈ N(u) where u ∈ PDS, (Fig. 2a):

∃v, u ∈ PDS :
(
∃w ∈ N(u) : Ef

i (v, w)
)

– An orange colour is assigned to each neighbour VHi
(w) of v ∈ PDS with a

cross edge satisfying:
1. there exists a cross edge (v, w) that is incident from v ∈ PDS to w ∈ N(u)

where u ∈ PDS, (Fig. 2b):

∃(v, w) ∈ Ec :
(
(v, u ∈ PDS) ∧ (w ∈ N(u))

)

2. there exists a cross edge (u,w) between the subtrees of an ancestor v ∈
PDS incident from u ∈ N(v) to w ∈ N(v) and the vertex u is a leaf or
has no out-red edge (Fig. 2c):

∃(u,w) ∈ Ec
i :

(
(v ∈ PDS) ∧ (u,w ∈ N(v)) ∧ (d+Ei

(u) = 0 ∨ d+Er
i
(u) = 0)

)
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x1

x2x3

x4 x5

(a) Forward edge

x1

x2

x6x7

x3

x4 x5

(b) Cross edge (1)

x1

x2x3

x5x4

(c) Cross edge (2)

x1

x2x3

x4 x6

(d) Cross edge (3)

x1

x2

x6

x7x8

x3

x4 x5

(e) Cross edge (4)

Fig. 2. Case enumeration for colouring PDS vertex neighbours

3. there exists a cross edge (v, w) incident from a leaf vertex v such that
E+

t (v) = 0 to w ∈ N(u) where u ∈ PDS, (Fig. 2d):

∃(v, w) ∈ Ec :
(
(u ∈ PDS) ∧ (w ∈ N(u)) ∧ (E+

t (v) = 0)
)

4. there exists a cross edge (v, w) incident from a vertex v with no out-
red edge such that d+Hr

i
(v) = 0 to a vertex w ∈ N(u) where u ∈ PDS,

(Fig. 2e):

∃(v, w) ∈ Ec :
(
(u ∈ PDS) ∧ (d+Hr

i
(v) = 0) ∧ (w ∈ N(u))

)
.

We observe that we have at most 2N(v) colouring states for the neighbours of
the v ∈ PDS. We therefore seek to employ the valid coloring of N(v) to reduce
the state space by utilising forward and cross edges drawing on the following
lemma due to Guo [10]:

Lemma 1 (Guo et al. [10]). Let C = (Vi, E
r
i ) denote a valid colouring of a

directed graph G with origin Φ ⊆ Vi:

1. For each v ∈ Vi \ Φ, there is exactly one directed path from the vertices in Φ
to v.

2. Two directed paths from Φ to distinc vertices in Vi \Φ are vertex-disjoint with
the possible exception of their tail endpoints in Φ.

Together with Lemma 1, we prove the next lemma:

Lemma 2. Given power dominating set S ⊆ Vi in Hi(Vi), the number of depen-
dency paths of v ∈ S is equal to the number of neighbours of v.
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Proof. Assume that v ∈ S, by applying rule D1 for PDS, all v’s neighbours
are power dominated such that for each vertex u ∈ N(v), there is exactly one
directed edge from the vertex v to u. For instance, if v ∈ S has the out-degree
of 3 (i.e., d+(v) = 3), then the number of dependency paths that are incident
from v is also 3.

Let assume that there exists w ∈ N(v) that is not covered yet. In the case,
w should be covered in two ways:

1. there exists en edge (z, w) that is incident from z ∈ S to w. Since there is no
another edge that is incident to w excpet the one coming from v, w is still
not covered, or

2. there exists a vertex x ∈ Vi \ S, where x is already covered, that has an edge
(e = xw) to w, and that would imply d+(x) > 1 which is not allowed by
Definition 7.

Thus, all the neighbours of v should be power dominated by v, meaning the
number of directed paths that are incident from v is the same as the number
of v’s neighbours. As a result, the minimisation of the covered neighbours by
v results in the reduction of dependency paths and, therefore, leads to reduce
PDS in Hi.

Definition 9. (Minimising PDS by Colouring Forward and Cross
Edges). Edges (u,w) are coloured red if and only if:

1. It is a forward edge (u,w) incident from u ∈ PDS to w ∈ N(v) where
v ∈ PDS, (Fig. 2a):

∃e = (u,w) ∈ Ef
i :

(
(u, v ∈ PDS) ∧ (w ∈ N(v))

)

2. It is a cross edge (u,w) incident from u ∈ PDS to w ∈ N(v) where v ∈ PDS,
(Fig. 2b):

∃e = (u,w) ∈ Ec
i :

(
(u, v ∈ PDS) ∧ (w ∈ N(v))

)

3. It is a cross edge (u,w) between the subtrees of an ancestor v ∈ PDS incident
from u ∈ N(v) to w ∈ N(v), and the vertex u is a leaf or has no out-red edge
(Fig. 2c):

∃(u,w) ∈ Ec
i :

(
(v ∈ PDS) ∧ (u,w ∈ N(v)) ∧ (d+Ei

(u) = 0 ∨ d+Er
i
(u) = 0)

)

4. It is a cross edge (u,w) incident from a leaf vertex (E+
t (u) = 0) to w ∈ N(v),

where v ∈ PDS, (Fig. 2d):

∃e = (u,w) ∈ Ec
i :

(
(E+

t (u) = 0) ∧ (v ∈ PDS) ∧ (w ∈ N(v))
)
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5. There exists a cross edge (u,w) incident from a vertex u with no out-red edge
such that d+Hr

i
(u) = 0 to a vertex w ∈ N(v) where v ∈ PDS, (Fig. 2e):

∃(u,w) ∈ Ec
i :

(
(v ∈ PDS) ∧ (d+Hr

i
(u) = 0) ∧ (w ∈ N(v))

)
.

We can now formulate the relationship between the DFS tree and PDS:

Theorem 2. Given a digraph G structured by DFS, colouring the neighbours of
v ∈ PDS depending on the forward and cross edges will give a PDS in G.

Proof. Suppose that given digraph G matching the Fig. 2a, by applying the rules
of PDS, regardless of forward and cross edges, then {x1, x3} are PDS in G. Since
there is a forward edge that is incident from x1 ∈ PDS to a neighbour x6 of x3,
then one can take an advantage of the edge to minimise the number of PDS to
become one. Thus, x6 should be coloured to achieve a minimum PDS in G. Now,
let assume that there exists a cross edge in G. According to Definition 9, there
are four cases of colouring a cross edge. Consider only the first case matching
Fig. 2b, by applying the same argument above, the number of PDS in G can be
{x1, x2, x3}. Becuase of the cross edge (x2, x5), the vertices in PDS are reduced
to two {x1, x2}, hence in the case, a vertex x5 that a cross edge is incident to
it should be coloured. We observe that a directed graph has a cycle if and only
if DFS finds a back edge, as a result, it can form a dependency cycle in the
partition elements of G. Thus, a back edge is not considered in valid colourings
of Hi (consider Fig. 2a, colouring the back edge (x4, x1) can lead to a dependency
cycle in Hi). A valid colouring of partition elements hence has no dependency
cycle (Definition 7).

We may now formulate a bottom-up DP algorithm generating PDS for par-
tition elements Hi based on earlier results [10,13,14] and the following theorem:

Theorem 3. (Partition Colouring). Given the partition elements Hi =
(Vi, Ei) of a digraph G constructed by DFS and S ⊆ V (Hi), S power domi-
nates Hi if and only if there is a valid colouring of Hi with S as the set of
origins.

Proof. Assume S ∈ V (Hi) is a PDS of partition elements Hi; thus, P (S) =
V (Hi). We apply a valid colouring C with S as the set of sources by colouring the
edges in Hi according to the degree constraints in Definition 7. We colour an edge
(u, v) red from u toward v if either u is a domination vertex and v is covered by
applying D1 on u, or vertex v is covered by applying the propagation rule D2 on
u. Note that all possible domination and the propagation rules to S should be in
order. Moreover, we do not apply D1 or D2 to cover previously covered vertices.
It is easy to check that with this colouring the degree constraints of Definition 7
are satisfied. We can now show by contradiction that there is no dependency
cycle in the valid colouring. Let u → v denote a vertex v power dominated by a
vertex u, assume further that C = u1, u2, . . . , um is a dependency cycle and all
red edges in C are in the same (i.e. forward) direction. Red edges (ui, ui+1) imply
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Algorithm 1. Generation of DPDS
Input: Given partition elements Hi = (Vi, Ei) of a digraph G constructed by

DFS, with DFS traversal resulting in tree T based on tree edges
Output: An minimum PDS of Hi

1 Let the inner vertices of T be sorted as L based on tree edges in post-order
traversal of T , where r is a root of T and bottom-up DP from leaves to root.

2 Let P ← ∅
3 while L �= r do
4 v ← the first vertex in L;
5 L ← L \ {v}
6 if d+(v) ≥ 2 are uncovered children then
7 if (v) is a cut-vertex then
8 P ← P ∪ {vct};
9 Apply valid colouring for all vertices downstream of v;

10 else
11 P ← P ∪ {v};
12 Apply valid colouring;

13 forall the v ∈ PDS do
14 if w ∈ N(v) then
15 Minimising P by colouring w and its forward and cross edges;

16 if r is uncovered then

17 while r has e ∈ Ef
i or e ∈ Ec

i that is incident to N(P ) do
18 Applying the valid colouring and the degree constraints
19 Minimising P ;

20 P ← P ∪ {r};

21 return P

that ui → ui+1 for all i = 1, 2, . . . ,m − 1; then we obtain u1 → u2 → · · · → um,
but this is a contradiction since the last red edge from um back to u1 implies
that um → u1. Moreover, back edges are not considered in the valid colouring of
DFS, therefore, those edge are not coloured red. Hence, there is no dependency
cycle with all edges coloured red. The final result is that elements Hi of a graph
G have a valid colouring C = (Vi, E

r
i ) with S ⊆ V (Hi) as the set of origins.

Together with Theorem 3, we immediately obtain our main result:

Lemma 3. Given the partition elements Hi of a digraph G constructed by DFS,
one can solve PDS in O(|Vi +

{
Et

i ∪ Ef
i

[
N(v)

] ∪ Ec
i

[
N(v)

]} \ Eb
i |) time, where

v ∈ PDS.

We give this result also in constructive form in Algorithm 1.
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6 Conclusions

The timely recovery of control as represented by structural controllability (for
LTI systems) after a control graph has been damaged such as following an attack
is an important problem in control systems. If control can be recovered entirely or
to the largest extent possible, the potential service degradation or damage caused
by an attacker can be reduced substantially, or attackers can be kept from taking
over a network and control over it entirely. This, however, requires the ability to
recover controllability as fast as possible since adversaries may — particularly
where such attacks occur after a substantial period of intelligence-gathering —
repeatedly attack even while recovery operations are still in progress. In this
paper we have therefore proposed a novel algorithm based on re-using as much
as possible of a remaining PDS structure offering controllability after an event
or attack leading to the partitioning of the original control network. This DFS-
based approach yields improved average-case complexity over previous [14] and
related work.

Future work will seek to improve the approximation of the resulting PDS of
a number of network topologies over a wholly re-computed PDS for the graph
after attack, and to study the approximation characteristics of resulting PDS
graphs after subgraph removal in particular.
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Abstract. A crucial feature in implementing the next generation of
smart grids is how to introduce self-healing capabilities allowing to ensure
a high quality of service to the users. We show how distributed commu-
nication protocols can enrich complex networks with self-healing capa-
bilities; an obvious field of applications are infrastructural networks. In
particular, we consider the case where the presence of redundant links
allows to recover the connectivity of the system. We then analyse the
interplay between redundancies and topology in improving the resilience
of networked infrastructures to multiple failures; in particular, we
measure the fraction of nodes still served for increasing levels of net-
work damages. Hence, we consider healing performances respect to dif-
ferent network topologies (planar, small-world, scale-free) corresponding
to various degree of realism. We find that the most balanced strategy
to enhances networks’ resilience to multiple failures while avoiding large
economic expenses is to introduce a finite fraction of long-range connec-
tions.

Keywords: Critical infrastructures · Distributed protocols · Complex
networks · Self-healing

1 Introduction

Nowadays, one of the most pressing and interesting scientific challenges deals
with the analysis and the understanding of processes occurring on complex net-
works; one of the most important target for applying the results of such a field
are real infrastructural networks. Our society critically depends on the conti-
nuity of functioning of Physical Networked Infrastructures (PNIs) like power,
gas or water distribution; securing such critical infrastructures against acciden-
tal or intentional malfunctioning is a key issue both in Europe and in the US.
c© Springer International Publishing Switzerland 2016
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While most studies have been focused on how to improve the robustness (i.e.
the capability of surviving intentional and/or random failures) of existing net-
works, much less has been done regarding the resilience (i.e. the capability of
recovering failures). In fact, the implementation of smart (as well as economic)
strategies aimed at maintaining high level of performances is a crucial issue yet
to be solved.

Self-healing can be introduced as a constrained mechanism in which only
a limited amount of resources is available; such strategy is alternative to the
standard approach of ensuring of the continuity of a system by introducing
redundancy in the interconnectivity of its components.

2 Methods

Model. In this paper we introduce a model targeted to study and analyse
abstract, general cases; going to more concrete case studies will require consid-
ering non-random trees, performance metrics and realistic network topologies.

In our scenario we consider network systems distributing some utility; for
sake of simplicity, we will consider a single node to be the source of the quantity
to be distributed on the network. Examples of such network utilities are water,
power, gas or oil pipelines or electric power distribution. At each instant of time,
the topology of the network distributing the utility (the active tree) is assumed
to be a tree; this assumption is partially verified in the above mentioned system;
in particular, it is mostly verified in the case of electric power distribution [6]. In
fact, such a structure meets the infrastructures’ managers needs – i.e., to measure
(for billing purposes) in an easy and precise way how much of a given quantity
is served to any single node of the network. Finally, as a further simplification
we will not take into account the magnitudes of flows – i.e., all links and sources
are assumed to have infinite capacity – but we will focus on maximizing the
connectedness of the system in order to serve as many nodes as possible.

In order to implement our strategy and its self-healing capabilities, we con-
sider the presence of dormant backup links – i.e., a set of links that can be
switched on. Nodes are assumed to be able to communicate with their neighbours
by means of a suitable distributed interaction protocol with a limited amount
of knowledge: the set of neighbouring nodes connected either via active or via
dormant links. Then, when either a node or a link failure occurs, all the nodes
below the failure will disconnect from the active tree and become unserved. Such
unserved nodes can now try to reconnect the active tree by waking up through
the protocol some dormant backup links. Such a process will reconstruct a new
active-tree that can restore totally or partially the flow, i.e. heal the system.

In order to identify the system’s properties that are able to maximize the
fraction of service (FoS) – i.e., the fraction of served nodes – we study the effects
of the backup links (redundancy) disposed according to different connectivity
patterns – i.e., different underlying networks on top of which the active tree is
build – with respect to multiple random failures. We start our investigation by
focusing on the case which best resembles the actual situation of PNIs – i.e.
nodes disposed over a grid. Then, we stress the role of the networks’ connectivity



310 A. Scala et al.

patterns by using small-world and scale free networks as underlying topology. A
more formal description of the model is provided in [7].

Network Topologies. In general, when dealing with technological networks
one should consider distance-dependent constraints [2] or even more sophisti-
cated ones like the spectrum of the adjacency matrix of the network [10]. For
the sake of this study, we will instead consider more abstract classes of net-
work structures that allow to concentrate on particular structural properties. In
particular, we generate three different classes of graphs generated by using the
IGRAPH library [4]: planar square grids (SQ), Barabasi-Albert scale-free (SF )
networks [1] and Watts-Strogatz small world (SW ) networks [11]. We then apply
Wilson’s algorithm [12] to generate a random spanning trees associated with a
network: such spanning trees are our model for the initial distribution networks
in absence of redundant links. The source node is chosen at random within all
the nodes of the underlying network for SQ and SW topologies. In the case of
the SF topologies we use the natural choice of having the node with the highest
number of neighbours (the central hub) as the source. The set of all possible
backup links is given by the links of the network not belonging to the initial
spanning tree. We parametrise with r the fraction of dormant links that can be
used to heal the system; such links are chosen at random among all the possible
backup links.

Random Failures and Self-Healing. We consider uncorrelated multiple link
failures; notice a node failure is equivalent to the simultaneous failure of all
the links insisting on that nodes. To simulate the occurrence of such failures,
we delete at random a fraction f of links in the initial spanning tree. We then
apply the routing protocol of [7] to implement self-healing, i.e. to reconstruct
the maximum tree connected to the source after the occurrence of the failure; to
achieve such a scope, we use both the survived links of the initial tree and the
dormant links. We then parametrise the effectiveness of the recovery by FoS,
the fraction of nodes connected to the source after the recovery.

2.1 Self-Healing Protocol

The self healing protocol of [7] starts from a configuration of a grid after a
failure. In such configuration there is a single non-spanning tree of active links
containing the source; all the nodes in such a tree are in the served state S, while
all the other nodes in the unserved state. At this point, any routing protocol
reconstructing a spanning tree could be used [8]. For simplicity, we will employ
the following synchronous algorithm: all served nodes broadcast their state to
their neighbours; when an unserved node receives a message of a served node
through a link, it activates such link, switches in the served state and start
broadcasting. If a node has more than one possibility of activating a link, it just
chooses one at random. Such algorithm re-links all the nodes reachable from the
source in a number of steps at most equal to the number of nodes. Notice that to
implement such procedure, nodes must have a backup power source that allows
their functioning for the finite time necessary to rewire the network.
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3 Results

Effects of Redundancy. We start our study by addressing planar square grid
(SQ) networks since, among our synthetic topologiess, they are the most simi-
lar to the real physical networked infrastructures. We then analyse small-world
(SW ) networks [11]. Small world networks are important since they can show the
effects of introducing long-range links in the planar topologies common to many
technological networks. We start from an initial planar square grid and rewire a
fraction p of links with randomly selected nodes; thus, we can interpolate from
the case of SQ networks (p = 0) to the case of a random graph (p = 1).

In both cases, we generate spanning trees on a square grids and study the
variation of the FoS restored by our self-healing algorithm respect to the fraction
f of failures at different redundancies rs. In the case of square grids, we do not
observe any relevance of the redundancy on the FoS; this means that a very
small fraction backup links already suffices to attain the maximum resilience;
on the other hand, for SW networks increasing the number of redundant links
increases the robustness.

Such behaviour is due to the local nature of back-up links in planar networks:
in fact, imagine isolating a region of size N on the plane by random link failures.
The number of possible dormant links among nodes in this region scales as the
area (∼ N) of such region, while the number of possible dormant links connecting
this region to the remaining part of the system scales as the perimeter (∼ √

N)
of such region. Hence, he probability that a dormant link allows to re-connect
such region with the remaining of the system is proportional to the ratio among
the perimeter and the area of the region, i.e. to 1/

√
N independently from the

fraction r of backup links. On the other hand, for SW topologies the probability
that a backup link connects an isolated region with the remaining of the system
is proportional to p and hence the probability that a region can reconnect with
the system is proportional to the product r ∗ p. We show in Fig. 1 that such is
the case.

0 0.01 0.02
f

0

0.2

0.4

0.6

0.8

Fo
S 

/ r

SW r=0.2

SW r=0.4

SW r=0.6

Fig. 1. Simple scaling arguments predict that for SW networks the FoS restored by
the self-healing algorithm is proportional to the fraction r of backup links. We show
that such behaviour is verified in the case of p = 0.1 SW networks.
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4 Discussion

In this paper we have discussed the resilience of networks upon a minimal self-
healing procedure that exploits the presence of redundant edges to recover the
connectivity of the system. Our scenario is inspired by real-world distribution
networks that are, often for economic reasons, tree-like and are also often pro-
vided with alternative backup links that can be activated in case of malfunction-
ing; as an example, this is the case for low-voltage distribution networks.

Our model, albeit schematic, is realistic in the sense that it could be readily
and easily implemented with the current technologies. In fact, routing protocols
represent a vast available source of distributed algorithms able to maintain the
connectivity of a system. Therefore, our scheme could be implemented using
an ICT network to augment current infrastructures with the needed distributed
capabilities of communicating and self-reconfiguring according to the routing
protocol. Our case is an example in which interdependencies can enhance the
resilience instead of introducing catastrophic breakdowns [3].

We have studied the performances of our self-healing protocol varying the
redundancy on different network substrates – i.e., planar square grid, scale-free
and small-world networks. Within our model, we find that distribution networks
akin to real world ones - i.e., based on SQ topologies - are the less resilient
to multiple random failures. In fact, as expected the most robust networks are
based on the SF topology that is unrealistic for technological networks. A further
direction of study would be to consider the effects of more detailed structural
characteristics on the dynamics of the system [5].

Our results on SW topologies hint that a very effective strategy to strengthen
planar networks is to add long range links. The feasibility of such a strategy
depends on cost-benefit analysis about the implementation of physical long-
range links in PNIs.

While our minimal model considers only the connectivity of the system, it
can be easily expanded to take account of the magnitude of the flows: in fact,
routing algorithms can both account for the capacity of the links and dynamically
swap re-routing of flows. Our model easily allows also for cold starts – i.e., for
situations in which the network has shut down due to some major events (like a
black-out) [9]. This is an important issue since one of the most time (and money)
consuming activity after a major event is the restoring of the functionality of
the network.

Acknowledgements. AS and WQ thank US grant HDTRA1-11-1-0048, CNR-PNR
National Project Crisis-Lab and EU FET project MULTIPLEX nr.317532. AS thanks
EU HOME/2013/CIPS/AG/4000005013 project CI2C. The contents of the paper do
not necessarily reflect the position or the policy of funding parties. AS thanks Claudio
Mazzariello for very useful discussions on routing algorithms and Michele Festuccia for
pointing out the technological feasibility of our approach.



Self-Healing Protocols for Infrastructural Networks 313

References

1. Barabási, A.L., Albert, R.: Emergence of scaling in random networks. Science
286(5439), 509–512 (1999). http://dx.org/10.1126/science.286.5439.509

2. Barthelemy, M.: Spatial networks. Phy. Rep. 499(1–3), 1–101 (2011)
3. Buldyrev, S.V., Parshani, R., Paul, G., Stanley, H.E., Havlin, S.: Catastrophic cas-

cade of failures in interdependent networks. Nature 464(7291), 1025–1028 (2010).
http://dx.org/10.1038/nature08932

4. Csardi, G., Nepusz, T.: The igraph software package for complex network research.
Inter. J. Complex Syst. 1695 (2006). http://igraph.sf.net
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Abstract. It is getting harder for operators to secure their Critical
Infrastructures (CRITIS). The reasons are a higher complexity and vul-
nerability of infrastructures in combination with the pressure of being
cost-effective, as well as the availability of more evolving attack tech-
niques. New and sophisticated Advanced Persistent Threats cannot be
detected using common security measures like signature-based detection.
New techniques for detection in CRITIS are necessary. As one part of
a comprehensive detection framework for CRITIS we introduce PRo-
CeeD – Process secuRity by using Causal Data. Our approach combines
methodologies from control theory, distributed computing and automata
theory. The goal is to create a mathematical model of the nodes, i.e. Pro-
grammable Logic Controller or other control systems. Furthermore this is
done in an automated fashion using existing information like the Source
Code, input and output values like network traffic and process variables
and data models. The generated model can be simulated in conjunction
with on-line data of a running process to predict probable process states.
A combination of this prediction with an anomaly detection framework
can reveal attacks, misuses or errors that cannot be detected using com-
mon security measures.

Keywords: Cyber security in CRITIS · Anomaly detection (attacks,
misuse, errors) in CRITIS · Industrial process security · Automation
security

1 Introduction

The vision of secure information and automation infrastructures cannot be
achieved only by securing single parts, like a Programmable Logic Controller
(PLC) or Personal Computer, without looking at the interplay of components. In
Critical Infrastructures, such as water supply and gas or electricity distribution,
industrial information and automation technology forms a second infrastruc-
ture within these. The supply networks have become critically dependent to this
second infrastructure. The rise of industrial information and automation tech-
nology in the last decades offers great potential for optimization of efficiency and
c© Springer International Publishing Switzerland 2016
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Fig. 1. Sample IT-atack-vctors towards an automation infrastructure

expenses. For example several facilities can be supervised by a few people using
automation and fast networking technology. These cost-effective structures have
been implemented in most of the Critical Infrastructures, assuming these tech-
nologies are secure. But unfortunately industrial information and automation
technologies were not developed with security in mind [1–3]. The advancing con-
nection of these technologies to public networks makes the protection even more
difficult. Figure 1 shows an example automation and information infrastructure
containing the four common layers: supervision-, control-, network- and sensor-
layer. Each one contains its specific technologies that are connected using dif-
ferent networks, rendering the infrastructure very heterogeneous. As shown in
Fig. 1 we assume that it is possible to attack every single technology in the
infrastructure.

The protection of infrastructures, especially in critical areas, is one of the
major challenges for the operating companies. Since the discovery of the com-
puter worm STUXNET [4] and later observed so called “Advanced Persistent
Threats” like FLAME and DUQU [5,6], awareness has been risen. These security
flaws also made clear, that the software used to launch the attacks gets more com-
plex and evolved. Further effort has to be done to secure the automated systems
in critical areas especially in interaction with other systems, which is common
in automated infrastructures. Operating companies mostly have to secure their
technology infrastructures without the support of additional resources. Exten-
sive studies like [8] by the European Union Agency for Network and Informa-
tion Security (ENISA) have been published along with guidelines like [7] by the
US National Institute of Standards and Technology (NIST) to enhance security
in these kind of infrastructures. These publications mainly focus on organiza-
tional topics or the technological implementation of existing technologies like
firewalls, demilitarized zones, keeping the systems up-to-date or the use of anti-
virus software as well as rising awareness among managers and operators of these
infrastructures.

Nowadays we face completely new kinds of attacks like return-oriented-
programming [9], where the attacker uses the code of the software installed on the
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machine itself to produce malicious behavior, or side-channel attacks [10], where
data can get extracted through channels whose interdependence to the systems
was not clear before. Sophisticated attacks can be unleashed from stealthy plat-
forms already implemented in personal computers, that are persistent and have
complete access to the main-memory [11]. These new threats cannot be detected
using common security measures. For the worse the costs to launch a sophisti-
cated attack are getting lower. For example there are already frameworks like
metasploit [12] freely available to enable a network operator to test his networks
for security flaws, which is called penetration testing. While those tools are very
important to enhance the cyber-security, they also could be used maliciously
by an attacker. Furthermore nowadays it is very easy to find the right target
for an attack. Tools like the Shodan Search Engine [13] simplify the task. The
combination of [12,13] could lead to sophisticated attacks by non-sophisticated
attackers, so called script-kiddies.

Given a higher complexity and vulnerability of the infrastructures in combi-
nation with the pressure of being cost-effective for the operating companies, as
well as the availability of more evolving attack techniques it is getting harder for
the operators to secure their infrastructures or furthermore to determine the ori-
gin of a systems misbehavior, if even detectable. The first step towards resilience
in a technological way is to focus on detection of sophisticated attacks.

This leads to the research question: How can a sophisticated attack in the
given automation and information infrastructures be detected?

2 Related Work

The boundaries of the classic automation hierarchy between the supervision-,
control, and sensor-level should not limit a well designed monitoring system in
the detection of malfunctions, misuses or attacks. Usually monitoring systems
take only one specific part of a complex infrastructure into account. For example
most detection systems, like host-based or network-based intrusion detection
systems, rely only on the data of a specific part of the whole infrastructure.
Interdependencies inside the infrastructure are mostly not taken into account.
It is also important to mention that conventional approaches usually rely on
signatures or other known patterns to detect misuse. Systems that are able to
detect anomalies unknown to the system at the time of integration into the
process were introduced more recently.

A comprehensive overview about anomaly detection methods and algo-
rithms can be found in [14,15]. It is very common to combine machine learning
approaches with statistical methods to detect anomalies in network traffic (refer
to [17,18]). To use these methods and algorithms effectively it is very important
to transform the data into the appropriate feature space. This step is usually
seen as the research innovation itself, since the methods and algorithms for sta-
tistic analysis and machine learning are often just used or adopted in the specific
domains of research.

The formal specification of a systems behavior requires to capture the behav-
ior of the software in an adequate semantic model. The creation, simulation
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and evaluation of formal models for different systems is commonly used in the
domains of fault diagnosis [19], software engineering [20] or software quality
assurance [21]. The success of Petri nets in those domains is based in its simple
and intuitive, but also at the same time formal and expressive nature. A broad
variety of systems can be modeled by Petri nets. Numerous computer-based tools
are available to support the development, validation and verification of Petri net
models.

3 Concept and Methodology

To detect abnormal behavior in the daily routine of CRITIS we have to apply
dynamically adopting methods and algorithms. This is because the whole sys-
tems behavior is changing according to different reasons that are mostly unknown
to the system itself. For example if we look at an event like a football game,
during the break we can observe a significant increase in sewage water at the
stadium. The same applies to heavy rain showers in parts of a big city. For
both examples an automated anomaly detection mechanism could produce a
false alarm, forcing the operators to react. If the operators get used to these
false positives of the detection mechanism, they would naturally lose trust in
the detection mechanism, rendering it unnecessarily.

The analysis of three different crucial infrastructures of a capital city, i.e.
electric power distribution, water distribution and natural gas transport pre-
ceded our development. Real data as well as technological parameters were cap-
tured and evaluated. This analysis inspired the development of our concept and
methodology.

Figure 2 displays the basic idea of Process Security. On-Line Data is captured
in different parts of the Automation Pyramid. This includes the field network,
control nodes (PLCs), control network and supervision- (process servers and
databases) and monitoring machines (operator machines). This data is used
in two different methods, anomaly detection and process state prediction. The
results are transformed into a normalized feature space, where a classification
concerning process states can be done.

(a) Methodological Concept (b) Online Data Acquisition Spots

Fig. 2. Overview of process security
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3.1 Causal Data

The achievement of the desired objectives is coupled to the identification of
features and causations of each process in every use case, forming a significant
pattern – a process-fingerprint– that can be monitored. The challenge is the
complexity of processes in CRITIS where deviations of normal process behavior
have to be dynamically adopted without generating a false alarm. The most
important toehold is the analysis of causal chains, which are already defined in
the different layers of the automation pyramid in terms of software.

∀ t ≤ τ u1(t) = u2(t) ⇒ ∀ t ≤ τ T (u1(t)) = T (u2(t))
T (u) = T1(u) + T2(u)

(1)

Formula 1 shows the aforementioned causality as an example. If a signal u1 is
equal to a signal u2, then the response of the system T (u1) is also equal to
the response to T (u2). This statement is valid, even if the system T (u) is itself
an aggregation of different sub-systems. Given that we define an anomaly in
this scenario as an interruption of this cause-and-effect chain, which is caused
either by a technical malfunction or manipulation, e.g. a cyber attack. Suitable
techniques in the research areas of pattern recognition and machine learning are
applied to detect a disturbance in this cause-and-effect chain.

3.2 Anomaly Detection

Our approach rests upon the availability of sensors data as well as a model
of automation technology, which is periodic and predictable regarding systems
behavior. The health state of the computer systems on the control and supervi-
sion level (refer to Fig. 2), as well as the networks conditions is monitored and
reported to our process monitoring system. This is a model of the aggregated
systems T (u) in Formula 1.

For the model of the whole infrastructure we can define the normal behavior
by capturing data in different parts of the whole process to create a daily routine.
[16] introduces three scenarios for outlier detection, as used in anomaly detection:
the supervised scenario, where training data with normal and abnormal data
objects are provided and this may result in multiple normal and/or abnormal
classes; the semi-supervised scenario, where only training data for the normal
or abnormal class(es) is provided; and finally the unsupervised scenario, where
no training data is available. We use the semi-supervised scenario to train the
normal behavior since we have a two-class problem in anomaly detection as we
define it here.

3.3 Process State Prediction

The key to predict probable process states lies in building the sufficient detailed
and exact model of the infrastructures computing nodes. These are the indi-
vidual systems Tx(u) in Formula 1. To get a mathematical model of a node
in the infrastructure there are three different categories of approaches state of
thetechnology:
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– Using Machine Learning
– Using System Identification
– Manually transfer it into a numerical description.

The first approach, using machine learning, is somehow equivalent to a brute-
force approach to solve a specific problem. The calculated result might work
well, but if the system was parametrized without keeping all possible start- and
boundary conditions in mind the possibility of getting a correct solution is very
low. It depends highly on the training dataset. The second approach might work
too, but much a-priori knowledge of the system is necessary. Additionally this
approach is very hard to automate. The third approach is common to simulate
relatively static systems using differential equations. Here dynamic behavior is
modeled as error or disturbance functions. None of those approaches is applicable
in a complex infrastructure to create models of the different nodes in an auto-
mated fashion. All of them are too complex to handle for the operators, need
too much time to create usable results or creates improper models. Therefore
we created our own automated method to generate a mathematical model of a
computational system like a PLC.

A PLC is running in a cyclic and predictable manner. This is the foundation
of all automated systems and desired behavior. For that reason we can model
a Critical Infrastructure by modeling its individual systems behavior. This can
be done using formal methods to model systems and processes. The Petri net
is a model for the description and analysis of systems with concurrent and non-
deterministic processes. They are suitable for the description of dynamic systems
that have a fixed base structure such as computer systems, operating systems
or organizational processes. Sequential as well as concurrent processes can be
represented. The extension to Colored Petri Nets (CPNs) allows us to model the
tokens to have a data value attached to them, which is referred to as the color.
This is necessary for modeling a variables type and value inside a Petri net.

Our approach uses the already existent model of the node’s behavior, the soft-
ware running on the node in conjunction with on-line parameters. The Transfor-
mation of PLC Source Code into a CPN (refer to [22,23]) forms the basis of our
development. As shown in Fig. 3 we implemented a tool to convert PLC Source

(a) Model Creation Concept (b) Sample Code Transformation

Fig. 3. Colored Petri Network from PLC source code
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Code in the form of Instruction Set List (ILC) to Pseudo Code, which is parsed
and transformed into a colored Petri Network (see Fig. 3(b)). It is based on the
freely available CPN-Tools [24]. This software enables a simulation of the cre-
ated CPN using real parameters (data models) from live running process control
nodes. Given that we are able to predict probable process states by calculating
the next probable steps of the individual nodes.

4 Results

To demonstrate the functionality of the CPNs created by our software in an
automated fashion we implemented an experimental hard- and software setup.
The idea is to generate some in- and output data using a real PLC and com-
pare that to the data generated by the simulation of the same system. The
experimental setup is shown in Fig. 4. Here a possible waterworks system is indi-
cated. It contains two PLC’c, a pump, two feeder gates and a water tank. The
water tank is simulated, while the PLC’s and the engine are existent in reality.
The limit switches of the feeder gates are approximated using hardware but-
tons and LED’s. The SUB-PLC controls the pump-engine and the feeder gates,
while getting the desired pump revolutions and the current water level as input.
The safety mechanism requires the pump to be shut down if the water level in
the tank is very low. The Master-PLC controls the total water flow output of
the facility by setting desired pump revolutions to specific SUB-PLC’c. It has
to regulate the output to be relatively constant which is influenced in reality

Water Flow

Feeder Gate 1Feeder Gate 2

Pump

SUB-PLC

Master-PLC

Water Tank

Water Level
Desired Pump
Revolutions

Fig. 4. Experimental setup
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Fig. 5. Resulting Colored Petri Network

by the need and extraction of water in the supply area of the facility. A second
line containing another pump and the corresponding PLC is implied in Fig. 4.
The software for this experimental setup was developed from scratch. The code
running on the SUB-PLC is the one to be evaluated. It was transferred into a
CPN using our toolkit. This CPN was simulated using the same input data that
was captured from the live running PLC. For this experimental setup we use
two different test cases to evaluate the resulting CPN. The main block of the
resulting CPN is shown in Fig. 5.

Test Case 1 simulates a connection failure between the SUB-PLC and the
Master-PLC. The SUB-PLC calculates the output variables only depending
on the water level in the tank and the built-in logical functions and thresh-
olds. The input variables itself are modeled as ramp-functions.

Test Case 2 defines regular behavior, where the Master-PLC dictates the rev-
olution speed of the pump to the SUB-PLC. The input variables are also
modeled as ramp-functions.

The input for these test cases and the system response for the SUB-PLC in the
experimental setup can be found in Fig. 6(a) to (d). The Fig. 6(a) and (b) show
the input variables (refer to Fig. 4) and the Fig. 6(c) and (d) show the system
responses. As can easily be seen, the engine follows the given reference speed.
The safety shutdown works for a water-level below 10 % in the water tank. The
feeder gates also react accordingly. The oscillation of the pump revolutions is
usual behavior and common to the implemented proportional-integral-derivative



322 C. Horn and J. Krüger
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0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

N
or

m
al

iz
ed

V
al

ue

0 50 100 150 200 250 300 350 400 450

Time [s]

0 50 100 150 200 250 300 350 400 450

Water Level
Water Flow
Pump Revolutions

(b) Test-Case 2 Regulating Variables
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(d) Test-Case 2 Controlled Variables

Fig. 6. Real system response to test cases

control for the engine. In comparison to the results of the real system the sim-
ulation results can be found in Fig. 7(a) to (d). Please note that the system
response of the proportional-integral-derivative control does not oscillate here,
because the mathematical model of the engine is only a rough approximation.
Using proper system identification to generate a better model could significantly
increase the results.

5 Discussion and Perspective

The results in the previous section imply the successful operation of our approach
to automatically generate a formal description from real source code found on
a PLC under the tested circumstances. This model represents the softwares
functionality and can be simulated using on-line conditions and parameters.
The simulation generates close-to-reality system responses, which can be used
in different domains.

An application of our work is the prediction of probable process states. Based
on the trend of the actual input parameters of a system different sets of input
parameters could be assumed. These different parameter sets could then be
used for the simulation generating system responses for each parameter set.
Depending on the probability of occurrence for the system responses a prediction
for the process state can be done. Another application domain is the on-line
validity test of process values from a PLC. If a worm like STUXNET alters
process values in an unnoticed fashion, this approach is able to detect that.
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Fig. 7. Simulation system response to test cases

The input values of the PLC in question are put into the simulation of the
according CPN. This way we are able to detect deviations of the process values
that are triggered inside the PLC.

The approach will be used in the demonstration platform of our research
project [25]. Here real data from different Critical Infrastructures is combined to
form a cross-domain scenario with electric power distribution, water distribution
and natural gas. Real hardware and simulation platforms form the basis of our
demonstration platform where the algorithms and methods can be evaluated.
Given that we are able to show that it is possible to detect a sophisticated attack
in the given automation and information infrastructures using our method.
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Abstract. Cascading failures are a challenging issue in Critical
Infrastructure Protection (CIP) and related modelling, simulation and
analysis (MS & A) activities. Critical Infrastructures (CIs) are complex
systems of ever increasing complexity. A single failure may be propagated
and amplified resulting in serious disruptions of some societal vital ser-
vices. A dynamic model describing cascading random failures that occur
following Poisson Stochastic Process (PSP) is proposed. The proposed
model considers only independent failures. Additional R & D effort is
necessary before extending the model to dependent failures.

Keywords: Cascade · Domino · Effect · Model · CI · CIP · MS & A ·
PREDICT

1 Introduction

Modern systems are more and more complex, distributed and interconnected.
Be-cause of this ever increasing complexity, a localised single failure may be
propagated and amplified through many interconnected systems leading to a
serious crisis. One will then talk about “cascade effect”. A full description of
cascading failures may include both structural and dynamical aspects, [1].
Boccaletti [1], has reviewed models and modelling results of these kinds of sys-
tems. Formal simulation models of critical infrastructure, such as those
developed by Conrad et al. [2], provide insight into cascading problems.

The graph theory provides a powerful mathematical basis for modelling
distributed system as a set of nodes and links (edges). Some recent work even
used graph theory-based modelling to assess n-order dependencies between crit-
ical infrastructures, such as the work described in [3].

Dynamic modelling aims at introducing the time into the description of
the failures occurrence, propagation and mitigation. Robust crisis management
strategies require-reliable capability of MS & A. A dynamics-based model is pro-
posed in the paper assuming independent failures.
c© Springer International Publishing Switzerland 2016
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2 Overview of Cascading Models

Hernantes et al. [4], have identified four specific problems that appear to reoc-
cur when CIs are challenged: (1) heterogeneity, (2) multiple and inconsistent
boundaries, (3) resilience building and (4) knowledge transfer and sharing. They
developed a causal model that captures the causes of crisis and the possibility
of cascading failures.

In line with this causal modelling methodology, Li and Chen [5], developed
a dynamic model for describing disaster evolution along causality networks
with cycle chains.

Other researchers focus on modelling the chain effects of the cascad-
ing events. J.T. Rodriguez et al. [6], have proposed a data-base approach for
assessing the potential damage that arise from various combinations of phenom-
ena and locations. However, this method results in too many rules to model the
complexity and the uncertainty of the problems (Qiu et al. [7]). Fang and Marle
[8], have proposed a simulation-based risk network model for decision sup-
port in project risk management. This method accounts for the phenomena of
chain reactions and loops, but neglects the detailed connections of information
among the internal components of a cascading crisis event (Qiu et al. [7]). Wang
and Rong [9], have studied the network model of the chain reaction based
on complex network theory. They analyse the topological features of the
network from only a macroscopic perspective (Qiu et al. [7]). All these methods
cant combine the crisis chain reaction (macro-view) and the elements within
the crisis event (micro-view) involved in the cascading event.

Ouyang and Duenas-Osorio, [10], propose an approach to design or
retrofit inter-face topologies to minimize cascading failures across urban
infrastructure systems. The paper introduces a global annual cascading failure
effect (GACFE) metric as well as a GACFE-based cost improvement (GACI)
metric.

Zhang and Peeta [11], propose a generalized modelling framework that
combines a multilayer infrastructure network (MIN) concept and a market-based
economic approach using the computable general equilibrium (CGE) theory and
its spatial extension (SCGE) to formulate a static equilibrium infrastructure
interdependencies problem. Zhang and Peeta [12], extend the framework to
address the dynamic and disequilibrium aspects of the infrastructure interde-
pendencies problem by using the variational inequality (VI) technique.

Ouyang [13], has made an extensive review on modelling and simulation
of inter-dependent critical infrastructure systems (CISs) and broadly grouped
the existing modelling and simulation approaches in six types: (1) empir-
ical approaches, (2) agent based approaches, (3) system dynamics
based approaches, (4) economic theory based approaches, (5) network
based approaches, and (6) others. The model pro-posed in our paper could
accordingly be considered as a system dynamics based approach. It considers
only the independent failure events.
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3 Overview on Dynamic Modelling

The independent cascading failures may be described under the form of an inte-
gral of a differential equation, Eq. (1). Fussell [14], uses the same integral equa-
tion as below, Eq. (1), and develops a solution based on Laplace transformation.
Fussell considers the asymptotic solution only. Oppositely, Yunge [15], uses the
same mathematical description (but in a differential form) to model the sequen-
tial occurrence of events in a given Priority AND Gate (PAG). Many other
authors followed almost the same way of modelling and produced very interest-
ing applications, [16–20].

Other researchers could solve the same problem using numerical techniques
such as Petri Nets or Dynamic Bayesian Net (DBN). The use of a numerical
technique does not allow to figure out the analytical solution.

In some other papers given in [21–28] interesting methods have been devel-
oped with solutions close to the proposed one. Two papers should particularly
be underlined; these are [26,27].

4 The Description of the Algorithm

Let T be a cascade of failures described by the occurrence of the independent
events ei in a given order, [e1, e2, e3, ..., en]. The corresponding occurring instants
are defined by [t1, t2, t3, ..., tn]. The first event is e1 and the last one is en. Each
of these instances has its own probability density function ρn. The probability
pn(t) that the cascade T happens within the interval [0, t] is given by:

pn(t) =

t∫
0

ρ1(ξ1)dξ1 ∗
t∫

ξ1

ρ2(ξ2)dξ2 ∗ . . . ∗
t∫

ξn−1

ρn(ξn)dξn (1)

Where: 0 ≤ ξ1 ≤ ξ2 ≤ ξ3 ≤ ... ≤ ξn ≤ t and ρi is the Poisson density function
characterizing the event ei [ρi = λi ∗ e−λit] and λi is the occurrence rate of the
event ei. The number n refers to the number of the elementary failures involved
in the cascade T . Many authors have previously developed analytical solutions
to Eq. (1) when the number of the events is relatively small, e.g. [14,15,26,27]. If
the failures dependency is considered, the integral Eq. (1) will still be valid but
not its analytical solution. If the dependencies are well-described, the integral
Eq. (1) can, then, be numerically solved using Monte-Carlo Simulations or Petri-
Net. The analytical solution of Eq. (1) and the corresponding quantities are given
in details in [29].

pn(t) =
n∑

j=1

Cn
j ∗ (1 − e

−(
n∑

l=n−j+1
λl)t

) (2)
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The coefficients Cn
i are determined as following:

Ci+1
1 =

i∑
j=1

Ci
j , Ci+1

j+1 = − λi+1

i+1∑
l=i−j+1

λl

Ci
j , and C1

1 = 1.0 (3)

where, j ∈ [1, 2, ..., i], and i ∈ [1, 2, ..., n].

5 Conclusion

A cascade event Tn implies n well-defined successive random failures. Dynamic
modelling is necessary if one should describe the temporal evolution of a cas-
cading event. Dynamic modelling aims at introducing the time into the
description of the failures occurrence, propagation and mitigation. Robust crisis
management strategies require reliable capability of MS & A. A dynamics-based
model is proposed in the paper assuming independent failures.

A cascading event is fully described by and integral equation that can be
rewritten under a differential form, as well. If the elementary events involved in
the cascading sequence are considered independent, the integral equation may
have an analytical solution.

The cascading event may be characterized by: an occurrence probability,
an occurrence probability density function and a mean occurrence time.These
characterizing quantities can have analytical expressions if the n independent
random failures follow a Stochastic Poisson process (SPP). Subsequently, the
occurrence characteristics of the consequences and the related hazard can be
determined as well.

If the failures dependency is considered, the integral Eq. (1) will still be valid
but not the analytical solution. If the dependencies are well-described, the inte-
gral Eq. (1) can, then, be numerically solved using Monte-Carlo Simulation or
Petri-Nets based algorithms.
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Abstract. Interest in security assessment and penetration testing tech-
niques has steadily increased. Likewise, security of industrial control sys-
tems (ICS) has become more and more important. Very few methodologies
directly target ICS and none of them generalizes the concept of “critical
infrastructures pentesting”. Existing methodologies and tools cannot be
applied directly to critical infrastructures (CIs) due to safety and availabil-
ity requirements. Moreover, there is no clear understanding on the specific
output that CI operators need from such an assessment. We propose a new
methodology tailored to support security testing in ICS/CI environments.
By analyzing security assessments and penetration testing methodolo-
gies proposed for other domains and interviewing stakeholders to identify
existing best practices adopted in industry, deriving related issues and col-
lecting proposals for possible solutions we propose a new security assess-
ment and penetration testing methodology for critical infrastructure.

Keywords: Critical infrastructure · Penetration testing methodology ·
Security assessment · Industrial control system

1 Introduction

“IT security assessment” is a process that encompasses the discovery of vulner-
abilities of an IT infrastructure and the identification of related risks at business
level. Vulnerability discovery is commonly also known as “security testing” and
includes a large set of techniques that aim to verify if an information system
achieves the intended level of security. Security testing techniques include differ-
ent kinds of activities: analysis-centered activities (e.g. document-based design
review), software analyses (e.g. code review) and practical tests on live systems
with the purposes of penetrate infrastructures or disrupt their functioning com-
monly known under the name of “penetration testing”.

In its most simplistic form, a security test involves running some automated
security scanner, such as Nessus [1]. However, it is generally agreed that compre-
hensive security analyses typically involve additional activities such as manual
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test planing, preparation, conduction, and post-examination to be able to flex-
ibly react to the system under test and identify more complex vulnerabilities
that automated scanners will not find. In this case, the security tests but espe-
cially penetration tests should follow some structured methodology to ensure
good coverage and valid, reproducible, and well documented results.

The development and use of structured security assessments and testing
methodologies is motivated by several reasons. First of all, there are numer-
ous vulnerabilities that may be difficult or impossible to detect when only using
automated tools. Well guarded systems and infrastructures usually need human
thinking more than brute force to be compromised. Security testing is also an
indispensable input for any proper risk analysis. Conducting practical attacks
allows to properly measure necessary effort from the attacker’s perspective and
can be directly used as an input for a correct risk estimation. Finally, companies
use security testing and especially penetration tests to assess the ability of their
network operators to successfully detect and respond to cyber-attacks.

The interest in penetration testing techniques has constantly increased in
the last decade. Companies, organizations and governments provide numerous
online services on the Internet and most of them face constant attacks of some
sort. This creates the need to assess the security of systems which is served by a
whole new security testing industry offering a broad range of security assessment
services. Given the proliferation of self-designed and proprietary penetration
testing methods, it is hard for customers to evaluate the quality of such offers.
Some organizations and standardization bodies have thus decided to propose
systematic and comprehensive methodologies that should serve as standards and
enhance comparability of offerings.

Following standardized approaches has a number of additional benefits.
A standardized methodology provides a certain confidence that no important
steps or aspects of a test are forgotten by accident. As tests should be repeated
after significant changes to the target system, following the same methodology
also provides the possibility to compare multiple tests to identify whether a sys-
tem got more secure after mitigation measures have been taken. A standardized
approach and common reporting forms also allows to compare results with those
measured on other similar installations. A generally accepted methodology may
be required in cases where security tests are required from a legal or insurance
perspective. Moreover, such a methodology simplifies negotiations between a
security tester and clients about the scope of such tests.

Over the years, many standardized methodologies have been proposed.
Despite that, none of the proposed methodologies specifically faces security chal-
lenges posed by critical infrastructures (CIs). To the best of our knowledge, the
only guide focusing on industrial control system (ICSs) is the one developed
within the US National Electric Sector Cybersecurity Organization Resource
(NESCOR) [2]. The NESCOR methodology specifically focuses on testing elec-
tric utilities devices but lacks of a general approach to CI security assessments.

In this paper, we propose a new security assessment methodology tailored to
support security testing in CIs. To define our methodology, we (1) analyze secu-
rity assessments and penetration testing methodologies from various domains
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and (2) interviewed stakeholders to investigate existing best practices adopted in
industry, derive related issues and collect proposals for possible solutions. Based
on these two activities, we propose a security assessment and penetration testing
methodology for critical infrastructure that is founded in standard methodologies
adapting their different phases and steps to requirements in CI. This methodol-
ogy aims to support ICS operators to assess security of CIs and assist pentesters
in the activities of vulnerability searching and exploitation.

The rest of the paper is structured as follows. Sections 2 and 5 provide
an overview on standard assessment methodologies and widely used pentesting
tools. Section 3 analyses CI testing constraints and describes expected outputs
from the operator’s point of view. We detail our security assessment methodology
in Sect. 4. Finally we discuss achievements and future works in Sect. 6.

2 Standard Methodologies

Over the years, many IT security assessment standard methodologies have been
proposed. Among the most well-known standards are: OSSTMM [3], NIST
SP800-115 [4] and ISSAF [5]. As the last years have witnessed an increasing
concern for ICS security, some organizations have started working towards a
standardization of security measures for industrial infrastructures. This is the
case with the NESCOR methodology [2] that targets smart grids. In what follows
we briefly outline the most important aspects of each of them.

2.1 OSSTMM

The Open Source Security Testing Methodology Manual (OSSTMM) is an open
methodology for security testing that encompasses tests for every security aspect:
from personnel qualification to physical security, from control of communication
to electronic systems safety. The OSSTMM work flow is based on the identifi-
cation of a type of security test (e.g. Blind, Gray Box, etc.) and the scope of
the audit (Communication security, Physical security, and Spectrum security).
The scope is further divided and defined by five “channels”: Human, Physical,
Wireless Communication, Data Network, and Telecommunications.

Once a type of test and a scope have been identified, the methodology leads
the tester through seventeen operation “modules”. Every module defines a spe-
cific target and several tasks that are needed to achieve it. Each module has an
input and an output. The input represents the information needed to perform
each task while the output is the result of the accomplished tasks.

Assessment results make use of security metrics, called Risk Assessment Val-
ues (RAVs), that quantify the security of the channels (e.g. measurement of the
attack surface, the amount of uncontrolled interactions with a target, etc.).

2.2 NIST SP800-115

NISTSP800-115 provides organizations with guidelines on planning, conducting
and evaluating information security testing. Even if the overall goal is to focus on
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some security assessment key elements, this publication provides also practical
recommendations and technical information related to penetration tests.

The NISTSP800-115 work flow runs through three different phases: Planning
(that concerns the collection of information regarding assets, threats, policies in
use, etc.), Execution (that regards operational activities such as vulnerability
identification and exploitation), and Post-Execution (that concerns the identifi-
cation of vulnerability causes and mitigation strategies).

Within the Execution phase, the pentesting activity is further specified
by three practical steps: “Review Techniques” (that analyzes assets and secu-
rity policies in-place), “Target Identification and Analysis Techniques” (that
describes how to identify potential targets), and “Target Vulnerability Valida-
tion Techniques” (that explains how to test discovered vulnerabilities).

Compared to OSSTMM, NISTSP800-114 provides a less comprehensive set
of assessment activities but discusses the pentesting step with a more technical
approach by giving specific recommendations and details.

2.3 ISSAF

The Information Systems Security Assessment Framework (ISSAF) is a peer
reviewed structured framework designed by the Open Information Systems Secu-
rity Group (OISSG). The methodology defined by ISSAF covers all the aspects
related to security assessments: from an high-level perspective (e.g. business
impact and organizational models) to practical techniques (e.g. security testing
of passwords, systems, network, etc.).

ISSAF is divided into four main phases structured in different “activities”.
The four phases are: Planning (concerns all the operation needed to define a
project plan for the whole assessment process), Assessment (defines the app-
roach needed to evaluate the Information Security Risks within an enterprise),
Treatment (implements a platform for taking decision about the identified secu-
rity risks), and Accreditation (defines the steps needed to an organization to
obtain the ISSAF certification).

The Penetration Testing methodology proposed by ISSAF consists of three
phases and nine assessment steps. The three phases are: “Planning and Prepa-
ration”, “Assessment”, and “Reporting, Clean-up and Destroy Artifacts”. The
assessment steps go through the practical operations needed to identify and
exploit infrastructure vulnerabilities. These steps are: “Information Gather-
ing”, “Network Mapping”, “Vulnerability Identification”, “Penetration”, “Gain-
ing Access & Privilege Escalation”, “Enumerating Further”, “Compromising
Remote User/Sites”, “Maintaining Access”, “Covering Tracks”.

ISSAF is as comprehensive as OSSTMM and more detailed than NISTSP800-
115. However, the framework is less flexible than the other methodologies and
cannot easily adapt to different kinds of IT environment.

2.4 NESCOR

The NESCOR Guide to Penetration Testing for Electric Utilities aims to support
security assessments in smart grids. It is not a comprehensive methodology but
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focuses on the penetration testing phase providing a step-by-step procedure with
high-level descriptions of penetration testing tasks and overall goals.

The NESCOR guide is divided into nine parts. Testing activities starts with
the definition of a scope of the engagement. Then, pentesters have to analyze
the architecture of the target system and, if possible, to replicate it in a safe
environment. The testing process is divided into four main tasks: “Server OS
Penetration” (identification of known or unknown vulnerabilities that can cause
the attacker to be in control of the control servers), “Server Application Penetra-
tion” (exploitation of applications running within the control servers), “Network
Communication Penetration” (communication eavesdropping and identification
of protocol vulnerabilities), and “Embedded Device Penetration” (identification
of physical attacks against ICS devices). The process ends with an overall analy-
sis and a final process of result interpretation and reporting.

For each step of the methodology, the authors advice pentesters on the like-
lihood of a target system to be compromised (based on required skills by an
attacker). This likelihood is expressed in colors: Green (easy target), Yellow
(common target), Orange (unusual target), Red (complex target).

3 Critical Infrastructure Constraints

Developing a security assessment methodology for CI needs the input of different
expertises (e.g. academia, ICS vendors, and ICS operators, etc.). We have col-
lected viewpoints and industry requirements by interviewing experts to better
understand present and future challenges that industries, governments and acad-
emia have to face to keep ICSs protected against common and targeted attacks.
These interviews lead from the questionnaire presented in [6]. What follows is
the result distilled from this analysis.

3.1 Security Deployment Limitations

There are several constraints in deploying security within CIs. Costs and avail-
able time are the most important. Costs play always an important role by lim-
iting the available resources. Time constraints make it impossible to investigate
all potential security issues and to properly deploy all effective security solutions
within a CI.

Another limitation is the non-interoperability of off-the-shelf security tech-
nology and industrial control system devices. However, off-the-shelf tools and
techniques are increasingly customized for CI components.

3.2 Security Tests

Most CI stakeholders already use security tests to check their infrastructures
(e.g. stress, denial-of-service, and penetration tests, security code reviews, and
formal code verification). While CI vendors apply many of these tests, CI
operators almost exclusively perform stress and penetration test.
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Only few experts consider “live” systems suitable for tests. Analyses are
just performed during the setup process. However, situations in which the sys-
tem is off-line for maintenance are also considered suitable to run specific tests.
The reason are concerns that a test may affect the proper functioning of a CI
and endanger physical processes, people, and company businesses. For example,
SANDIA (a major United States Department of Energy research and develop-
ment national laboratory) reported that a ping sweep performed during a test
on ICSs caused a robotic arm to dangerously swing [7].

3.3 Pentesting Strategies

More than specific tests, our study investigates pentesting strategies already in
place within specific critical infrastructures. This includes typologies of pentest-
ing, remote access to infrastructures, and assessment outsourcing.

CI stakeholders use both white-Box and black-box penetration testing
depending on the purpose of the test (e.g. vulnerability discovery vs. assess-
ing defense reaction capabilities). Remote access is rarely used in CI testing.
Not all CI operators agree to open their systems to the Internet. However, there
are cases of specific tests performed through public networks to better simulate
real attack scenarios. Finally, some CI operators agree on outsourcing part of
the testing. In any case, outsourced tests do not substitute internal testing and
a subset of the tests is always lead by CI owners. Moreover, outsourced tests are
often performed on separate non-production devices or subsystems and they are
rarely comprehensive for the whole infrastructure.

3.4 Penetration Testing Methodologies for Critical Infrastructures

The majority of stakeholders is not aware of any specific methodology focusing
on CI (like NESCOR). However, some of them indicated that (non-public) cus-
tomized proprietary methodologies for specific tests already exist. These method-
ologies are confined to a small set of companies and infrastructures.

All the interviewees agree on the value of a standard CI assessment method-
ology. However, not all agree on the level of detail and generality of such a
methodology. On the one hand, there is the need of a comprehensive and
detailed methodology that would make security testing on CI more orga-
nized/repeatable/comparable. On the other hand it is required to also provide
specific best practices adaptable to concrete domains and systems. Still, there
is agreement that the methodology should advice software and tools to be used,
provide both specific tips and general guidelines about each testing aspect, and
standardize the outcomes to the assessment process.

4 Critical Infrastructure Security Assessment
Methodology

In this section we describe a security assessment methodology for CI based on
the previous results. We do not aim to create a new approach from scratch.
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Our methodology organizes CI stakeholders needs to specific phases of existing
methodologies. The result is a lightweight security assessment methodology and
a penetration testing tuned to constraints and requirements in CI.

4.1 Overview

Our methodology is conceptually split into two levels (Fig. 1):

– the General Assessment includes: the Pre-Assessment phase in which a
company identifies the goals of the assessment and solves any bureaucratic
and legal issues regarding the following operations, and the Post-Assessment
phase in which the company evaluates the results and takes decision on vul-
nerability countermeasures and information disclosure.

– the Practical Assessment completes the General Assessment linking the
aforementioned two phases. The Practical Assessment includes: the Prepara-
tion phase in which pentesters discuss technical details with system operators
and prepare tools and strategies to be used during the test; the Testing phase
where all the tests are performed; and the Analysis phase in which the results
of the tests are documented and detailed.

Fig. 1. Critical infrastructure methodology

The model illustrated in Fig. 1 shows also two Information Flows elements
and two loops. The loops address the potential need to redo specific activities
of a phase due to new information found in a following phase (e.g. requirements
identified in the Pre-Assessment do not match with the results of the Practical
Assessment and pentesters need further analyses and tests).

The reason to split the General Assessment from the Practical Assessment is
twofold and answers to the needs raised by stakeholders during the interviews.
First, this model increases the usability of the methodology. Stakeholders can
substitute one of the two sections depending on their needs and connect the
new activities by tuning just the connective information flows. Second, such a
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model improves the maintainability of the methodology in case part of it becomes
outdated. In this case, stakeholders would have to update the related section of
the methodology without altering the rest.

4.2 Security Testing Phases

Here, we discuss some phases of the methodology in more detail. The Pre-
Assessment phase defines security assessment motivations and goals. This
phase involves three different actors: the Chief Security Officer (CSO) or whoever
is responsible for this function and may decide to approve the starting of assess-
ment operations; the Chief Financial Officer (CFO) or whoever is representative
for this function and may decide on the budget allocated for the assessment
operations and about acceptable risks; and ICS operators that are responsi-
ble to contribute to the discussion from a technical point of view. The tasks
of this phase include: description of security assessment goals, threat scenarios,
identification of company assets, analysis of potential risks of a security test
at business level, analysis of legal and contract obligations with stakeholders
(e.g. warranties of suppliers). Moreover, involved actors have to agree on the
assessment time plan (e.g. fitting infrastructure deployment or maintenance peri-
ods) and on the resources allocated to the further five phases of the methodology.

At the end of the Pre-Assessment phase, participants prepare a document
summarizing all the outcome. The Information Flow 1 defines the process of
translation of such outcomes in practical directives for pentesters.

The Preparation phase involves two actors: ICS operators that report
outcomes of the Pre-Assessment phase, and pentesters in charge of performing
practical tests. The tasks of this phases include: definition of plausible attack
scenarios, identification of a pentesting strategy, identification of the targets,
organization of a test schedule. During the Preparation phase, involved actors
constantly analyze the expected impact of the testing on the infrastructure. CI
cannot be put in danger by a penetration testing even if the reason to perform
the analysis is verifying that possibility. For this reason, ICS operators should
implement specific safeguards and prepare an emergency plan in case a secu-
rity test endanger people or infrastructure physical security. Alternatively, tests
should only be conducted in safe lab environments. The final activity of the
Preparation phase is the setup of the testing environment.

The Testing phase addresses the actual execution of the security tests per-
formed by pentesters. This phase will be extensively discussed in Sect. 4.3. While
performing the tests, pentesters log all the activities and related findings. In the
meantime, ICS operators responsible for the emergency plan check and log the
presence of testing side effects (e.g. cascading effects) on the CI that the pen-
testers may not be aware of. The two activity logs will be the input of the
Analysis phase. It is worth noting that, in case a test shows severe vulnera-
bilities that can endanger the CI, the emergency plan should be triggered and
prevent potential damages. The effect of such an event is the interruption of the
methodology workflow and the immediate feedback to the Chief Security Officer.
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The Analysis phase concludes the Practical Assessment. In this phase, pen-
testers report testing findings and rate the CI overall security, while ICS oper-
ators critically review the testing, contextualizing the problems and justifying
any design or maintenance choices.

After the testing, ICS operators perform two further important tasks: they
check if the status of the system has returned to normal (also removing any file
or software used during the testing), and they apply fixes to minor and easy-
to-fix problems and vulnerabilities (e.g., simple misconfiguration that does not
need any further action to be discussed in the Post-Assessment).

At the end of the Analysis phase ICs operators and pentesters prepare a
document thatsummarizes findings and security issues starting from the report
of the Testing phase (Information flow 2).

The Post-Assessment phase involves two actors: ICS operators that present
performed activities and findings of the Practical Assessment and possible coun-
termeasures, and the Chief Security Officer or whoever represents this role in
the company and may decide how to implement proposed countermeasures and
whether to disclose found vulnerabilities. The output of the Post-Assessment
phase is a document that details infrastructure vulnerabilities, established miti-
gations, and compliance to security legislation or policies.

4.3 Testing Phase

The Testing phase includes four testing processes with five operational steps:
Information Gathering, Architecture Analysis, Vulnerability Identification, Pen-
etration, and Maintaining Control ; each process is targeting one task of the
NESCOR methodology (“Server OS Penetration”, “Server Application Pene-
tration”, “Network Communication Penetration”, “Embedded Device Penetra-
tion”). The sequence of tasks defined by the NESCOR methodology may change
to be compliant with the test schedule detailed in the Preparation phase.

In the Information Gathering step pentesters collect information on the CI
(e.g. devices, software, personnel, or company policies). Depending on the type of
testing (Black Box vs. White Box), pentesters can have some initial information
at their disposal that helps them to better understand the environment.

In the Architecture Analysis step pentesters analyze collected information
and focus on identifying possible targets within the CI. Several tools can be used
during this phase (e.g., sniffers, device fingerprinters, disassemblers, etc.). The
Architectural Analysis step will allow pentesters to confirm or discard attack
hypotheses formulated during the Preparation phase.

Once one or more targets have been selected, pentesters perform a vulnera-
bility scanning (e.g. using Nessus) in the Vulnerability Identification step.

In the Penetration step, pentesters try to gain access and obtain control of
CI devices. This is a critical operation of the Testing phase as the attackers try
to subvert CI’s normal operations. In this step, frameworks such as Metasploit
or customized tools are used.

Once access to a device is gained, pentesters move to the Maintaining
Control step, retrieve any valuable information, and try to maintain control
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on the device by installing malicious code (e.g., root-kits). This step, can also
lead to new targets (e.g. a device on a specific network may also link to different
networks). If the target is still on scope (the target is in the list edited during
the Preparation phase) the Testing phase loops back to the start.

Figure 2 shows the Testing steps performed within assessment methodology.
The colors of the four testing loops refer to the colors used by the NESCOR
methodology discussed in Sect. 2.4.

Fig. 2. Critical infrastructure methodology plus penetration testing steps (Color figure
online)

5 Pentesting Tools

Availability of suitable security testing tools is of extreme importance for con-
ducting effective and efficient tests and play also an important role in our
methodology. Security experts developed different tools for many kinds of vul-
nerability checks and exploitations. However these tools are mainly focused on
testing standard IT infrastructures (assuming Windows/Linux, TCP/IP, Web,
Internet, etc.). Where industrial control systems (or more in general, critical
infrastructures) deviate and provide specific or proprietary systems, software,
and protocols, they are often not applicable. While a detailed discussion of pen-
etration testing tools is beyond the scope of this paper, we want to conclude
this paper by briefly listing the most important general tools and frameworks
and the few ones that specialize on industrial control systems to provide a first
starting point for practical application of our methodology.
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5.1 Metasploit Framework

The Metasploit Framework [8] is one of the most known and widely-used pene-
tration testing tools in the information security community.

Security experts and developers can use its open source platform to test a
wide range of systems and to write new exploits customized to specific targets
and tests. The extensible model provides to the user a comprehensive database of
exploits, payloads, encoders, no-op generators and several other auxiliary codes.
The last free release has been published with more that 1500 exploits for different
architectures and software. The commercial Express edition of the framework,
besides having more features, provides also ICS specific pentesting tools.

5.2 Nessus Vulnerability Scanner

Nessus [1] is probably the most popular vulnerability scanner on the market.
Nessus’s operations rely on the description of vulnerability exploits written

in NASL (Nessus Attack Scripting Language) and run by the Nessus engine. The
tool does checks for four different categories of security issues: Software Vulner-
abilities, Misconfigurations, Default Passwords, and PCI DSS Related Vulnera-
bilities (compliance for the Payment Card Industry Data Security Standard).

The commercial version of Nessus distributed by Tenable contains a number
of specific SCADA/ICS plugins that test a variety of devices from a number of
vendors (including ABB and Siemens) [9].

5.3 SamuraiSTFU

SamuraiSTFU [10] is a pentesting distribution used to perform security tests
specifically on ICS environments. Some key points of SamuraiSTFU are: a col-
lection of free and open source tools for all aspects of SCADA and Smart Grid
pentesting, a comprehensive documentation on SCADA and Smart Grid archi-
tectures and protocols, a collection of PCAP samples captured over real envi-
ronment networks, tools for Smart Grid environments simulations. Unlike other
general purpose pentesting distribution (e.g. Kali Linux [11]), SamuraiSTFU has
a clear focus on ICS where the main audiences are utilities and vendors in the
energy sector. Secondary audience are utilities from other CI sectors.

5.4 SCADA Strangelove Tools

SCADA Strangelove [12] is a group of Russian hackers specialized in SCADA
security. Besides running a blog dedicated to SCADA security, they also provide
a number of tools for general download. These include network scanners for
Profinet, password crackers for Siemens S7 PLCs, a metasploit module called
WinCC Harvester for Siemens SCADA software, and other similar tools.

The group also provides useful documentation, such as WinCC 7.x hardening
guide and a ICS/SCADA/PLC Google/Shodan Cheat Sheet (that can be used
to find target systems for specific protocols using Google or Shodan [13]).
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6 Conclusions and Future Works

In this paper we propose a security testing methodology for critical infrastruc-
tures like ICS. We built on the structure of other and often more general testing
methodologies and the input from industry experts. The resulting methodology
provides a structure approach for security testing of CI systems where the indi-
vidual phases discuss specific requirements and considerations for each step. To
complement our proposal, we provide brief discussion of various tools especially
suitable CI security testing. Due to space constraints we were not able to discuss
the methodology in details. A more detailed discussion of our methodology can
be found in deliverable 5.1 of the European CRISALIS research project [6] to be
published soon via the website. We envision that availability of such a method
will lead to security tests of CI to become more organized, repeatable and com-
parable. Future testing activities within the CRISALIS European project will
try to apply the methodology and provide further feedbacks on its usability.
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Abstract. This work proposes a mechanism able to automatically cat-
egorize different types of faults occurring in critical infrastructures and
especially water distribution networks. The mechanism models the rela-
tionship exhibited among the sensor datastreams based on the assump-
tion that its pattern alters depending on the fault type. The first phase
includes linear time invariant modeling which outputs a parameters vec-
tor. At the second phase the evolution of the parameter vectors is cap-
tured via hidden Markov modeling. The methodology is applied on data
coming from the water distribution network of the city of Barcelona.
The corpus contains a vast amount of data representative of nine net-
work states. The nominal is included for enabling fault detection. The
achieved classification rates are quite encouraging and the system is
practical.

Keywords: Linear time invariant modeling · Hidden Markov model ·
Fault diagnosis · Critical infrastructure protection

1 Introduction

Modern sensor networks include numerous elements for capturing various para-
meters of the environment under monitoring. In principle, these may produce
homogeneous (e.g. only temperature) or heterogeneous (e.g. humidity and incli-
nation) measurements. The trend suggests that the size of these networks is
increasing in order to facilitate information gathering and subsequently derive
a more accurate characterization of the process under monitoring. However, the
increased size raises the complexity of the total framework and burdens real-
time data processing. On top of that, not rarely, sensor networks suffer from
various kinds of faults (sensor malfunctions, drifts, communication faults, power
loss, etc.) which decrease the performance of the system. In such cases, prompt
detection and isolation are of paramount importance towards avoiding informa-
tion loss and/or misinterpretation of the ongoing situation.

The particular problematic falls within the scientific area of Fault Detection
and Isolation (FDI), or simpler, fault diagnosis. It typically includes the detection

c© European Union, 2016
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of the fault (which refers to the time instant which the fault occurred) and its
isolation (which refers to the location of the occurred fault). Fault identification
corresponds to determining the nature of the detected and isolated fault, and is
an element of significant importance since it may provide useful information for
designing a proper accommodation strategy to minimize or even eliminate the
consequences of the fault.

This article proposes a methodology for fault identification without the need
of an analytical model of the underlying process generating the data while con-
sidering the cases of erroneous fault detections. We build on the findings of [1]
and we model the relationships between the datastreams coming from the sen-
sor network using a hidden Markov model (HMM) trained on the parameters
of linear time invariant (LTI) models estimating the relationships. Subsequently
the faulty data is automatically classified based on the HMM which most likely
generated the particular data sequence (see Fig. 1). Concurrently the system
is able to understand whether the data come from an already known class of
faults as well as identify whether the data belong to the fault-free situation,
thus achieving fault detection as well. Furthermore we present a method able to
identify data which does not exist in the dataset. Dealing with unseen data is of
significant importance since they are usually associated with one or more new
fault types.

To the best of our knowledge, no approaches present in the literature con-
sider a dynamic modeling approach with the model coefficients used to train
an HMM for fault identification. The methodology is applied on data coming
from the water distribution network of Barcelona, which comprises a Critical
Infrastructure since its smooth undisrupted operation is of paramount impor-
tance for the quality of life of the citizens [2].

The rest of this article is organized as follows: Sect. 2 provides a representa-
tive picture of the related literature. Section 3 describes the joint usage of LTI
and HMM for modeling the relationship between two datastreams. Subsequently
Sect. 5 explains how unseen data is treated. Section 6 explains the experimental
set-up and the dataset coming from the Barcelona water distribution network
while the last section concludes this work.

2 Related Literature

Since in practical applications it is unrealistic to assume the existence of an accu-
rate analytical model of the process under monitoring, the FDI community has
steered its attention to Computational Intelligence (CI) methods, which have
been recently employed for fault identification [3]. They may be based on quan-
titative (numerical) and/or qualitative (symbolic) information about the process
of interest. Qualitative information is used in [4] where a fault-tree analysis was
designed as an analytical troubleshooting tool by a team of knowledgeable man-
agers, engineers, and technicians. Fault tree analysis is also used by Crosetti
et al. [5] with a probability evaluation scheme. Fuzzy if-then relations have also
been used in the fault diagnosis domain. Dexter [6] created fuzzy reference mod-
els to describe the symptoms of both faulty and fault-free plant operation and
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Fig. 1. Fault identification based on multiple HMMs. The class of the unknown data
is determined by the HMM producing the highest log-likelihood.

subsequently used them to identify whether the system is operating correctly or
a particular fault is present. Another work based on fuzzy models is reported in
[7]. The authors obtain the fuzzy models using a modified regularity criterion
algorithm while they optimized them by a genetic algorithm. Their methodology
is applied on an industrial valve simulator to detect and isolate several abrupt
and incipient faults in the system.

Even though qualitative CI approaches are effective, the derivation of accu-
rate rules and/or fuzzy if-then relations is difficult, not to mention time-
consuming and costly in case domain experts are involved. This makes them
impractical for many engineering applications. Thus methods which can learn
these rules “hidden” within large datasets are employed with neural networks
constituting the primary tool due to their universal non-linear function approx-
imation property [8]. Neural networks can model the behavior of a given system
based on its produced input-output data. A work which employs NNs is reported
in [9] where both artificial and real-world data were used to train NN agents for
classifying between different motor bearing faults through the measurement and
interpretation of motor bearing vibration signatures. Fault diagnosis in non-
linear dynamic systems based on neural networks is described in [10]. This work
uses a multi-layer perceptron network trained to predict the future system states
based on the current system inputs and states. Afterwards, a neural network is
trained to classify characteristics contained in the residuals and essentially per-
forms fault identification.

Several works in the literature aim at exploiting the merits of both qualita-
tive and quantitative approaches. Paper [11] exploits analytical redundancy via
parity equation while neural networks are then used to maximize the signal-to-
noise ratio of the residual and to isolate different faults. This methodology is
applied for fault detection and isolation for a hydraulic test rig. Article [12] pro-
poses the usage of multilevel flow models and ANN to develop a fault diagnosis



Automatic Fault Identification in Sensor Networks 347

system, with the intention of improving both identification and understandabil-
ity of the diagnostic process and results. A feedforward ANN trained with the
back-propagation algorithm is employed and when the faults are localized a diag-
nosis is performed by ANNs for either confirming the faults or offer an alternative
solution and/or detailed information about the possible root cause. The appli-
cation scenario is a Nuclear Power Plants simulator. A hybrid approach for fault
diagnosis in 3-DOF (degree of freedom) flight simulator is proposed in [13]. They
combine rough set theory with a genetic algorithm compute the reductions of
the decision table. Then, the condition attributes of decision table comprise the
input nodes of an ANN and the decision attributes are regarded as the output
nodes of artificial neural network correspondingly.

To the best of our knowledge there are no approaches using multiple HMMs
operating in the parameter space of LTI models for identifying faults in sensor
networks. The HMMs may address nonlinearities existing within the data while
they can be adaptive so as to deal with dynamic unstructured environments.

3 Modeling the Relationship Between Sensor
Datastreams

This section explains the method used for modeling the relationships between
datastreams coming from correlated sensors, meaning that the pattern of the
relationship should remain consistent when the system operates in a certain
state (faulty or not).

Let us consider a monitoring framework comprised of N sensors each of which
generates a datastream. Denote by Xi : N → R the stream of data acquired by
the i-th sensor.

Let Oi,T0 = {Xi(t), t = 1, . . . , T0} and Oj,T0 = {Xj(t), t = 1, . . . , T0} be the
data sequence of the i-th and j-th sensors. In the following we assume that their
relationship is characterized by a process P which is time-invariant or that every
state of the system (e.g. nominal, freezing fault, etc.) can be approximated by a
sequence of models even if it is time-variant (e.g. through a Markov process in
the parameter space).

Therefore, the relationship between two generic correlated data streams Xi

and Xj , Xj used to infer Xi, can be described through a linear input-output
dynamic model of the form

Xi(k) = fθ

(
Xi(k − 1),Xi(k − 2), . . . , Xi(k − ki),

Xj(k),Xj(k − 1), . . . , Xj(k − kj)
)

where f is a function of linear time-invariant type in its parameters θ and ki and
kj are the orders of the model. Following the logic of [14], we create an ensem-
ble of dynamic models (e.g. ARX, ARMAX, OE, etc.) with various orders and
select the one which best fits the datastreams (i.e. lowest reconstruction error)
while low-order models are preferred. The model search algorithm minimizes a
robustified quadratic prediction error criterion.



348 S. Ntalampiras and G. Giannopoulos

1. Build one HMM per faulty class,
Hf1−fN = {Nf1−fN , Pf1−fN , Af1−fN , πf1−fN } from the vectors of parameters
θ1...θd each of which associated with a linear dynamic model applied to the
training data Oi,T0,i=1,...,d windowized using length M overlapping by M − 1;
2. Windowize the incoming novel data as above, which results in windows
W = W1...Wx;
repeat

3. j=1;
4. Compute the parameter vectors of the j − th dynamic model θj with
respect to Wj ;
5. Compute the vector of log-likelihoods LW1...j = P (θ1 . . . θj |Hf1...fN );
6. Compute argmax(LW1...j ) and assign the class with the highest
log-likelihood to window Wj ;
7. j = j + 1;

until (1);

Algorithm 1. The fault identification algorithm which models the relationship
between two sensors by means of an HMM.

The second phase models the sequence of the model parameters by means
of an HMM HθT

= {N,P,A, π}, where N are the states, P the probability
density functions with respect to each state, θT are the parameters of the train-
ing sequence, A the state transition probability matrix and π the initial state
distribution. The model space is searched based on the log-likelihood criterion
during the operational life. The model which produces the highest log-likelihood
is selected out of the model library created off-line.

4 The Fault Identification Algorithm

The training phase of the proposed methodology creates one HMM per fault
type while the testing one examines the probability that the novel data sequence
was produced by the existing HMMs. The mechanism assigns the class associ-
ated with the HMM producing the highest log-likelihood to the unknown data.
Based on the specific logic we essentially try to quantify the statistical similarity
between the unknown data and the one available during training. The highest
the similarity with an HMM, the most probable that this data sequence was
generated by the specific HMM.

The fault identification algorithm is summarized in Algorithm1. We assume
a training set corresponding to Oi,T0,1≤i≤N associated with each faulty class. We
compute the d model coefficients over a predefined window of the sensor mea-
surements of size M . They are used to train the HMM representing the specific
class. In order to identify the HMMs with the best classification capabilities,
we build a variety of HMMs with different parameters (number of states and
Gaussian components) and we select the HMM based on the highest recognition
rate criterion. The set of the constructed HMMs represents the set of classes
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Table 1. The confusion matrix which includes the identification rates per frame with
respect to the two frameworks in the following format: HMM/MLP (the respective
overall averages are 82.5 %/79.2 %). The highest recognition accuracy for each class
of faults is emboldened (abbreviations: N:Normal state, F1:Freezing abrupt additive
fault, F2: Freezing incipient additive fault, F3: Negative offset abrupt additive fault,
F4: Negative offset incipient additive fault, F5: Positive drift abrupt additive fault,
F6: Positive drift incipient additive fault, F7: Noise abrupt additive fault, F8: Noise
incipient additive fault).

Predicted (%)
N F1 F2 F3 F4 F5 F6 F7 F8

P
re

se
n
te

d

N 87/78.4 5.6/7.6 -/4.1 -/- -/3.2 5.2/4 -/0.3 -/- 2.2/2.2
F1 -/- 78.9/76.9 -/6.5 6.7/3.3 2.4/- -/- -/- -/1.3 12/12
F2 2.4/4.5 0.4/6.7 83.2/80 -/- -/- 2/1.2 4.5/3.8 6.7/3 0.8/0.8
F3 -/2.8 -/- 1.1/- 83.2/82.8 3/2 -/- 9.5/9.2 -/- 3.2/3.2
F4 2.1/1.8 -/5.8 -/3.5 6.7/4 84.4/79.8 -/- 5/2 1.8/- -/3.1
F5 5/2 3.2/3.5 -/5.1 -/- 1.4/1 82.4/79 -/1.4 3.8/3.8 4.2/4.2
F6 1.4/4.5 4.1/3.6 -/- 9.8/8.5 -/- -/- 82.4/81.1 -/- 2.4/2.3
F7 5.3/- 2.5/3.1 5.6/2.9 -/- 6.7/9.8 0.3/3.7 3.2/7.6 76.4/72.9 -/-
F8 2.6/2.6 4.5/3.4 -/- 2/- -/3.1 3.2/- -/4.7 2.8/4.6 84.9/81.6

in a 1-1 sense meaning that each HMM is associated with data coming from a
unique system state.

When unknown data is processed, it is first windowized and the model coef-
ficients with respect to each window are computed and inserted into the trained
HMM. The log-likelihood vector is then calculated for window Wj and its maxi-
mum element is discovered revealing the HMM which best “explains” Wj . Finally
the class represented by this HMM is assigned to Wj . The classification process
is shown in Fig. 1.

The HMM models the evolution of the parameters derived while estimat-
ing the relationship pattern of the measured tank level and the measured input
flow data streams. In other words Xi corresponds to ym(k) and Xj to qinm

(k).
The measured demand follows a pattern imposed by the consumers and may be
considered as a disturbance factor. During faulty conditions the specific relation-
ship should exhibit alterations depending on the fault type, thus its monitoring
is useful for fault identification purposes.

5 Dealing with Unseen Faults

It is of paramount importance that fault diagnosis systems operating on Critical
Infrastructures posses the ability to deal with data coming from faulty classes
which are not present in the available corpus. More often than not, the system
under study may experience a faulty situation which has never been encountered
before. The data associated with these conditions are not available during the
development of the system making their correct classification impossible.

To overcome this type of problematic, in this work we pool the entire training
corpus and create a universal model meaning that it estimates the probability
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1. Train the universal HMM Hu = {Nu, Pu(x|θ), Au, πu} on the vectors of
parameters θ1...θd each of which associated with a linear dynamic model applied
to the training data Oi,T0,i=1,...,d windowized using length M overlapping by
M − 1;
2. Tu = min(Log − likelihoods)Oi,T0,i=1,...,d ;

3. Initialize the likelihood L;
repeat

4. Acquire input data x(t);
5. Compute the log-likelihood L(t);
6. if L(t) < Tu then

Unseen data is detected.
end
7. t = t + 1;

until (1);

Algorithm 2. An HMM-based framework for novel data detection.

density function of the total dataset. Subsequently, as described in Algorithm2,
the statistical similarity between the HMM and the incoming novel data is used
to process the datastream. Data characterized by high statistical similarity are
considered as coming from the known during training classes. Differently, data
with low statistical similarity are marked as unseen. Seen from unseen data are
differentiated by means of a threshold Tu, which is set equal to the minimum
log-likelihood of the training dataset. This process tags each data instance as
either seen or unseen (meaning that it has been previously seen inside the corpus
or not). Only data instances marked as seen are kept for further processing.

6 Experimental Set-Up and Results

This section provides details regarding the dataset coming form the Barcelona
water distribution network, the parametrization of the proposed approach as
well as a performance analysis by means of confusion matrices.

We employed the Torch framework (available at www.torch.ch) during both
learning and validation phase. The maximum number of k -means iterations for
cluster initialization was set to 50 while the Baum-Welch algorithm used to
estimate the transition matrix was bounded to 100 iterations with a threshold of
0.001 between subsequent iterations. The number of explored states ranges from
3 to 7 while the number of Gaussian components used to build each GMM comes
from the {2, 4, 8, 16, 32, 64, 128, 256 and 512} set. Finally the window length
M was 100, a value which provided satisfactory reconstruction error during the
preliminary experimental phase.

The HMMs have been configured in a fully connected topology (ergodic
HMM), which means that the algorithm permits every possible transition across
states while the distribution of each state is modelled by a Gaussian mixture
model (GMM) with a diagonal covariance matrix.

www.torch.ch
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Fig. 2. The diagram of the Orioles subsystem belonging to the Barcelona water distri-
bution network.

6.1 The Barcelona Water Distribution Network

The Barcelona water network considers 23 different districts covering an area
of 424 Km2 while serving about 3 million end users. It comprises a large scale
infrastructure which includes 3 surface and 7 underground sources, 63 storage
tanks, 18 nodes, 79 pumps, 50 valves and 88 demand sectors. The main sensors
of the network include flow meters and pressure sensors [15]. Our experiments
are focussed on the Orioles subsystem shown in Fig. 2. It has been chosen due
to space limitations, still without loss of generalization since the specific method
can be applied on any part of the network unaltered. The Orioles subsystem
includes the following elements: (a) a tank (d175LOR), (b) an actuator with
flow sensor (iOrioles), (c) demand with flow sensor (c175LOR) and (d) a level
sensor (xd175LOR).

The dataset includes different fault types occurring on the elements of the
network including both sensors and actuators: (a) Freezing: The faulty sensor
provides identical measurements at the predefined fault time instant. (b) Offset:
A constant magnitude is added to the sensor measurements at the predefined
fault time instant. (c) Drift: A ramp function is added to the sensor measure-
ments at the predefined fault time instant. (d) Noise: Random normally distrib-
uted measurement noise is added to the sensor measurements at the predefined
fault time instant. Each fault may resemble one or more erroneous situations,
such as power failure, communication error, sensor drift, etc. It should be men-
tioned that the faults are of both abrupt and incipient nature.

The sampling period T is one hour while the fault is appearing at sample
tf = 100 in iOrioles pump sensor (fqinm

). The dataset concerns a period of one
year while the first 30 days were used to train each fault identification framework.
The rest of the data is used solely for testing. Zero-mean Gaussian noise affected
the datastreams with σ = 0.1.
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Table 2. The results of the proposed novelty detection method with respect to all data
classes and the overall average.

Test data class Correctly recognized (%)

Normal 100

Freezing abrupt 92.3

Freezing incipient 96.5

Negative offset abrupt 96.1

Negative offset incipient 97.1

Positive drift abrupt 100

Positive drift incipient 100

Noise abrupt additive 98.1

Noise incipient additive 99.4

Average 97.7

6.2 Results

We present identification results derived from the application of two methodolo-
gies: (a) HMM, and (b) Multilayer Perceptron (MLP) applied on the ARX model
coefficients. It should be mentioned that the system identification layer uses lin-
ear models of ARX(1,2) type for the extraction of the parameters used to train
both the HMM and MLP mechanisms. The proposed approach is contrasted
with the MLP which reflects well the current trend in the fault identification
literature based on CI techniques (see Sect. 2). The MLP includes one hidden
layer while it was trained using the back-propagation algorithm at a learning
rate of 0.3. The number of nodes is half the total of the number of features plus
the number of classes following a widely used empirical rule ((d + 9)/2). The
Weka machine learning platform was used at this stage [16].

The confusion matrices of the two identification frameworks are tabulated in
Table 1. The rates are given in the following format: HMM/MLP. It should be
noted that experiments made with mode than one hidden layer did not provide
improved performance. Overall we observe that the MLP framework produces
lower rates than the HMM. The confusion matrix shows that the HMM method
provides the highest rates for every system state including the nominal one. We
infer that the rates achieved by the proposed approach are more than satisfac-
tory.

Lastly the novelty detection component described in Sect. 5 was tested using
a 9-fold cross validation scheme where each fold corresponds to one class of data
(nominal or faulty). Thus we run the experiment nine times: each time one class
remains unseen during training while the system is tested on it. The results are
shown in Table 2. We observe that the method operates quite well across all data
types providing an overall accuracy of 97.7 %.
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7 Conclusions and Future Work

We introduced a fault identification framework for distributed sensor networks,
the main novelty of which is the usage of an HMM operating in the LTI parameter
space. The effectiveness of the proposed framework was carefully examined on
data coming from the Barcelona water distribution network. The computational
intensive part of the method lies on the training part which is to be ran only once
and off-line. During operation it may run real-time since the involved algorithms
(system identification and Viterbi) have low computational needs.

In addition, we wish to extent the proposed framework in five ways:
(a) explore the usage of features derived from Echo State Networks [17] which
may deal with the nonlinearities present in the data in a more effective way than
LTI models, (b) develop a smart post-processing algorithm which corrects the
decisions provided by the identification scheme, e.g. by eliminating unreason-
able series or duration of decisions, (c) despite its rarity, it would be interesting
to extent the present framework towards identifying simultaneously occurring
faults by evaluating number of hypotheses equal to every possible combination
of fault classes following the logic of [18], (d) conduct research towards devel-
oping a method for updating the fault dictionary automatically. We envisage a
process that would group novel data based on their statistical similarity using
e.g. the K −L divergence. Thus, after detecting unknown data, new classes may
be formed as soon as an adequate amount of data belonging to the same class
is accumulated. (e) Design a cognitive level concatenating the faults decisions
made on each subsystem for inferring the state of the entire network. The app-
roach presented here can be extended in order to identify faults over large scale
critical infrastructures in a straightforward way. The method could model the
relationships existing among strongly correlated sensors and subsequently, by
means of a cognitive level, aggregate the decisions made on a local level in order
to assess the state of the entire network.
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Dr. Miquel A. Cuguero of the Advanced Control System group (http://sac.upc.edu/)
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Abstract. This paper aims at exploring a novel approach for indoor
localisation by exploiting data fusion. Specifically, personnel localisation
in rescue scenarios is addressed: the key idea is to increase the situation
awareness of rescuers. A pedestrian dead reckoning algorithm based on
waist mounted inertial sensors is designed to cope with different human
activities. The drifting estimate is re-calibrated by using information
gathered from the environment. The outcomes of experimental trials per-
formed in a real scenario are reported.

Keywords: Situational awareness · Crisis management · Personnel
indoor localisation

1 Introduction

In the field of emergency management and response, there is a concept known
as situational awareness. In very basic terms, situational awareness is being
informed about what is happening so you can figure out what to do [3]. Sit-
uational awareness is information and analysis to facilitate efficient and effective
decision making, which is critical in emergencies. Improvements to situational
awareness could strengthen emergency response by offering to emergency man-
agers the information to guarantee the health, safety, and welfare of the public
and of emergency responders. Currently, there is a gap between the information
that emergency managers get and the information they need to improve their sit-
uational awareness during emergency events. This gap becomes clear considering,
for example, the localisation of first responders: nowadays the only information
provided by the personnel to the commander are the description of the faced
scenario. Recently, a lot of efforts have been put to fill this gap by developing
indoor positioning systems (IPSs) to provide location information of people and
devices. Deep indoor scenarios, indeed, represent the most challenging area for
developing application due to the unavailability of Global Navigation Satellite
c© Springer International Publishing Switzerland 2016
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Systems (GNSS). A large part of the proposed solutions is based on propriocep-
tive sensors hybridised using networks of landmarks deployed by rescuers during
missions. These approaches mainly differ for the technologies of the landmarks.
In the EU Project LIAISON [11] RFID tags are considered. In the FIRE project,
the wireless sensor network SmokeNet [13] is adopted, similar to the lifeline pro-
posed in LifeNet [6]. The Precise Personnel Location system (PPL) is composed
by wearable multi-carrier wide-band emitters and by receiving stations on the
emergency response vehicles. In the EUROPCOMM project [5], a network of
pseudolites is deployed outside the emergency area. On the contrary, the Per-
sonal Navigation System (PeNa) of the PeLoTe project [7] is designed to be a
stand-alone localisation system using laser based map-matching.

In this paper, the perspective proposed by the REFIRE project [2,8–10]
is adopted. Several low-cost highly standardized pre-installed landmarks are
embedded within existing safety devices (e.g., emergency lights): the landmarks
send their location information to the mobile devices carried by rescuers. The
mobile devices are also equipped with an Inertial Measurement Units (IMUs)
to continuously track rescuers and forward their positions to the commander
located outside the emergency area. The approach adopted allow the rescuer
to be localised without deploying any local network, as foreseen in [6,11,13].
Moreover, the additional equipment carried by the first responders is lightweight
instead of heavy laser, as proposed in [7]. Finally, the proposed algorithm does
not rely on external base station high penetrating electromagnetic wave as in [5].
The paper is organised as follows: Sect. 2 introduces the rescuer localisation
algorithm, Sect. 3 shows some experimental results in real scenario, and Sect. 4
proposes some concluding remarks.

2 Rescuer Localisation Algorithm

The Rescuer Localisation Algorithm (RLA) is a recursive procedure based on a
prediction-correction schema. To this end, rescuers are equipped with a mobile
device embedding a 9DoF IMU (triaxial accelerometer, triaxial gyroscope, and
triaxial magnetometer), considered as proprioceptive sensor forming a rough esti-
mate of the position of the rescuer by using pedestrian dead reckoning (PDR)
in the prediction step. The IMU is placed at pelvis level and fixed to the
rescuer belt with body frame having x, y and z axes pointing to the left (Medio-
Lateral), forward (Antero-Posterior), and upward (Vertical), respectively. Land-
marks are passive or semi-active RFID tags embedded within existing safety
signs. To reduce the dependence on wireless links to external data sources, the
RLA exploits the capability of RFID tags to store critical up-to-date building
information for local retrieval, according to the REFIRE standard [10]. Exploit-
ing information from landmarks, the mobile device is able to provide a room-level
accuracy localisation during extended missions and to forward positioning infor-
mation to the commander by means of 2G/3G/4G wireless networks (e.g., Public
Land Mobile Networks, PLMNs, or Professional Mobile Radio, PMR, such as
TETRA). In such a way, the commander can guide rescuers during missions,
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(a) Staying still (aV ) (b) Flat walking (aV ) (c) Stairs climbing (aV blue
and aML black)

Fig. 1. Accelerometer signals during different walking activities ([g] vs time [s]) (Color
figure online)

hence improving situational awareness and enhancing rescuers’ safety and effi-
ciency. It is worth noticing that the overhead of this approach is bounded to tag
geo-referecing: this activity, however, is executed once, upon tag installation.

2.1 Prediction

Given an initial position, the user location is updated upon a motion event.
To this end, the prediction step estimates the displacement and the heading of
the user. The heading θk is computed from the attitude of the IMU by simple
rotations to map the body reference frame into the absolute reference frame;
the displacement lk depends on the walking pattern. Thus, the prediction step is
further decomposed into three phases: Attitude Estimation (AE), Pattern Recog-
nition (PR), Position Estimation (PE). AE computes the attitude of the IMU
using data coming from accelerometer, gyroscope, and magnetometer by means
of quaternions, as proposed in [1,12]. Once the attitude of the sensor module is
available, the Vertical (V) acceleration aV along the gravity axes and the heading
θk are computed.

PR identifies different walking activities. In rescue scenarios, only 3 patterns
are considered: staying still, flat walking, going up/down stairs. The pattern
recognition is approached as a sequential decision problem under uncertainty
and it is implemented by a decision tree. To this end, a time window is applied
to select and analyse b samples from the tri-axial accelerometer data. During
staying still the noise covariance of the accelerometer measurements is consid-
erably reduced as shown in Fig. 1(a), thus this pattern is identified by compar-
ing the covariance of the vertical acceleration signal with an experimentally set
threshold γ. When the rescuer is moving, the patterns flat walking and going
up/down stairs are recognised by evaluating the dynamics of the V acceleration
as in Fig. 1(b) and 1(c). Two different thresholds are set, e1 and e2. The first
one, e1, corresponds to the mean value of V acceleration normalised with respect
to the nu, which represents an anthropometric parameter calibrated on the user
by experimental trials. It is used to divide the samples into two subsets, aMPI

V

and aMNI
V , in order to compute the Mean Positive Index (MMPI) and the Mean

Negative Index (MMNI)

MMPI = mean(aMPI
V − āV )2, MMNI = mean(aMNI

V − āV )2 (1)
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where aMPI
V and aMNI

V are the vertical acceleration samples for both indexes
respectively and āV is the mean value of the V acceleration in the burst. The
norm of the indexes is compared with e2, which captures the difference between
flat walking and going up/down stairs. Finally, to detect the going up or down
stairs, the Medio Latertal (ML) accelerometer data aML are considered: when
the user moves up or down a rang, the Centre of Mass (CoM) begins rising
or falling and a shift to a single limb occurs. The amplitude of this shift is
amplified going down stairs as shown in Fig. 1(c). During PE, the position of
the rescuer xk = [px,k, py,k, pz,k]T with respect to the absolute reference frame
and its accuracy (i.e., the covariance matrix Pk|k−1) is updated according to the
following equations:

x̂k|k−1 = x̂k−1|k−1 + lk, P̂ x
k|k−1 = P̂ x

k−1|k−1 + Qx
k (2)

where lk = [lx,k, ly,k, lz,k]T is the displacement of the rescuer during the sam-
pling interval [k−1, . . . , k] and Qx

k is the associated uncertainty. Both lk and Qx
k

are computed according to the walking activities recognised.

2.2 Correction

The correction step refines the position estimate upon tag detection. According
to REFIRE protocol, the tag provides its own position pi, its orientation φi, and
its accuracy wi. Using these data, the position of the rescuer can be re-calibrated
during long lasting missions. Since no ranging technique is adopted in this work,
only the position of the rescuer is corrected, due to observability issues. When a
rescuer is in the main radiation lobe of the tag, the reader receives information
from the tag and the position is updated according to different strategies. If
the PDR estimates the position of rescuer near the main radiation lobe and the
tag reader perceives the tag i, the position is re-calibrated on the edge of the
coverage area and the values on the leading diagonal of the covariance matrix is
slightly decreased. If the PDR estimates the rescuer is inside the main radiation
lobe of q tags and the tag reader perceives r tags, the position x̂k|k is updated
according to the following equations

x̂k|k = x̂k|k−1 + Lk(pk − [x̂k|k−1]r), P x
k|k = P x

k|k−1 + LkSkL
T
k (3)

where Lk encoded the accuracy of the tags, pk is the block vector of the coor-
dinates retrieved from the r sensors and [x̂k|k−1]r is a block vector containing
r times the coordinates of the position of the rescuer, and Sk is computed as
Sk =

∑r
i=1 wi(pi − x̂k|k−1)(pi − x̂k|k−1)T . If the PDR estimates rescuer far from

the main radiation lobe of a tag i perceived by the reader, the position is reset
on pi and the covariance matrix is reset to the accuracy of the tag.

3 Experimental Results

Several experimental tests have been carried out to prove the effectiveness of
the RLA. Specifically, we consider the basement of a hospital composed by a
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Fig. 2. Indoor results in the basement of the hospital: PDR path (dashed line), RLA
estimate (solid line), tags (red square), main radiation lobe (grey circles) (Color figure
online)

long corridor. During experiments, the rescuer is equipped with a waist-worn
IMU MPU9150 MotionFit SDK device connected to a laptop PC via high speed
USB. A CAEN RFID reader is connected to the same laptop via Bluetooth. The
sampling frequency of the IMU is 50 Hz, the one of the RFID reader is 5 Hz,
and a step is detected at 0.5 Hz. To this end, a synchronisation procedure is
performed to align data on time.

Here, the results of a penetrating mission along the corridor are presented:
data collected during the experiment have been post-processed using MatLab.
The rescuer executes 500 steps overall, covering a distance of up to 300 m and tra-
versing up and down stairs with several resting periods. The results of the exper-
iment are depicted in Fig. 2. The PDR position estimate is compared with the
RLA one. Specifically, in Fig. 2 the dashed line shows the path of the rescuer com-
puted by PDR without RFID corrections. It can be noticed that PDR is not suit-
able by itself for deep indoor localisation: the positioning errors grow along the
path and at the end of the experiment the accuracy is highly downgraded. The
PDR estimate is improved remarkably when tags are used (solid line) and the
target performance (i.e., room level localisation accuracy) is achieved using RLA.

4 Conclusion

Currently, there are some limitations on achieving situational awareness due
to a gap between the information collected by emergency managers and the
information that emergency managers need. To partially fill this gap, a rescuer
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localisation algorithm has been proposed in this paper: it takes advantages from
smart environments, where RFID tags are embedded in the emergency signs.
Although some successful experimental results prove the effectiveness of the
approach, there is still room for improvements. The prediction step could be
further enhanced by introducing more bio-mechanical activities and machine
learning algorithms. The use of complex map, capturing both qualitative and
quantitative characteristics of the environment could help for mission planning
and map matching.

Acknowledgments. With the financial support of Directorate General Home Affairs
(EC) Grant Home/2010/CIPS/AG/033 REFIRE This publication reflects the views
only of the authors, and the European Commission cannot be held responsible for any
use which may be made of the information contained therein.

References

1. Faramondi, L., Inderst, F., Pascucci, F., Setola, R., Delprato, U.: An enhanced
indoor positioning system for first responders. In: Proceedings of 4th IEEE Inter-
national Conference on Indoor Positioning and Indoor Navigation, Montbéliard-
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Abstract. Natural hazards might damage elements of Critical
Infrastructures and produce perturbations on the delivered services. In
addition, (inter)dependency phenomena interconnecting infrastructures,
may amplify impacts through cascading effects. In this paper, we present
a Decision Support System (DSS) aiming at predicting the possible
effects of natural hazards on the services provided by critical infrastruc-
tures. The system employs modeling and simulation techniques to fore-
cast the effects of natural hazards on critical infrastructures services.

1 Introduction

Recent years have seen a growing number of Critical Infrastructures (CI here-
after) being severely hit by intense hazards manifestations. When a specific
perturbation hits an infrastructure, cascading effects may occur due to sys-
tems’s dependency, which propagates faults from one system to another. In this
paper, we present a Decision Support System (DSS) which performs a complete
risk analysis flow. The paper is organized as follows. Section 2 presents related
works in the area. Section 3 describes Risk analysis concepts relating the occur-
rence of natural hazards with the functioning of physical components of CI.
Section 4 presents the software architecture of the DSS and its main function-
alities. Section 5 describes how the DSS reacts to seismic events, and presents
a sample scenario to demonstrate how the system estimates the impact of the
seismic event on a dependent system-of-systems.

2 Related Works

The European UrbanFlood project [3] was aimed at developing an Early Warn-
ing System (EWS) for the prediction of flooding in near real time. In the context
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 362–367, 2016.
DOI: 10.1007/978-3-319-31664-2 37
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of the European Earth observation program Copernicus [4], a European Flood
Awareness System (EFAS) was developed to produce European overviews on
ongoing and forecasted floods to support to the EU Mechanism for Civil Protec-
tion. The Italian national project SIT MEW [5] has focused on the implementa-
tion of an EWS to predict potential impact of seismic events on structures and
buildings immediately following an earthquake. However, existing DSS do not
simultaneously take into account environmental forecasts and (inter)dependency
phenomena of critical infrastructures. This paper presents a novel class of DSS
able to relate environmental forecasts to the dynamic of CI to estimate the
possible degradation of the provided services.

3 Risk Analysis

In order to define the risk in terms of the loss of a service delivered by a Critical
Infrastructure (CI), we provide the following formulation where Rx

ij is the risk
of loss of the i-th physical component, located in a certain geographical area,
belonging to the x-th CI and subjected to the natural hazard j:

R
(x)
ij ∝ P (Tj)V (C(x)

i , Tj)I(C
(x)
i ) (1)

where x ∈ {1, .., NCI}, i ∈ {1, .., Nx
PC}, j ∈ {1, .., TNH} with NCI represent

the total number of CI, N (x)
PC the physical components that constitute the x-th

CI and TNH the set of natural hazards. P (Tj) is the probability that the natural
threat Tj occurs in a certain area; V (C(x)

i , Tj) is the physical vulnerability of the
i-th component of the x-th CI w.r.t. the natural threat Tj ; I(C

(x)
i ) represents

both the impact regarded as a Quality of Service (QoS) delivered by all CI and
the relative consequences produced on the population, the environment and the
industrial sector due to the loss of the i-th physical component.

4 Decision Support System Architecture

The proposed Decision Support System (DSS) can be logically represented in
terms of five functional components or functional bricks (Bn):

Monitoring of Natural Phenomena (B1): This functional block acquires
geo-seismic, meteorological forecasts and nowcasting data which are then dis-
played in a GIS system in an appropriate format (i.e. territorial data, basic
cartography, administrative boundaries, road network, hydrography and Census
data).

Prediction of Natural Disasters and Events Detection (B2): This func-
tional block, based on the information acquired periodically (meteorological fore-
casts, geo-seismic events and geographical information), is able to predict, within
an estimated temporal horizon, the strength of a limited set of natural phenom-
ena occurring in a specified area. For each threat manifestation Tj , the sys-
tem employs specific forecast models to calculate the associated probability of
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occurrence P (Tj) together with its strength sj measured with the usual units
of measure. Further, in order to consider an equal strength scale for all threat
manifestations Tj with strength sj , we defined a specific metric function F, called
strength transformation s.t.

F : (sj) → [1, 5] (2)

which transforms the effective strength of the hazard into a phenomenological
scale (Grade Scale) containing 5 levels (from 1 to 5).

Prediction of Physical Harm Scenarios (B3): This functional block evalu-
ates the probability damage that each CI is likely to undergo due to the occur-
rence of natural events in terms of estimates of loss of functionality. In order
to estimate the damage suffered from the physical component Ci of the x-th
CI, by the Threat manifestation Tj , we first introduce two specific matrices, the
Threat Intensity S(Ci, Tj) and the Vulnerability V (Ci, Tj) matrices. The first
one, S(Ci, Tj), is a function of the geographic location where the Ci element
is located. It provides the strength sj with which all threats are predicted to
manifest at that specific location at a given time. The V (Ci, Tj) matrix, in turn,
is a function of the specific element Ci, accounting for the maximum perturba-
tion strength. The physical Damage D to which an element Ci of the x-th CI is
submitted by the threat(s) j will be given by overlying the two matrices:

D
(x)
ij = max{S(Ci, Tj)V (Ci, Tj)}, (3)

The set of all D(x)
ij not vanishing will constitute the Physical Harms Scenario

(PHS), which will be provided to the CI operators to alert them about the
possible damages expected for the physical components of their CI.

Estimation of Impact and Consequences (B4): This functional block esti-
mates the impact on the services delivered by the CI and the resulting con-
sequences, due to the possible damage of the physical components estimated
in B3. The system performs an optimization procedure aiming at maximizing
the service level provided by the different CI by keeping into account the physi-
cal constraints associated to the CI, and the possible actions performed by the
CI operator. As a test case of the described workflow, we report the case of a
power distribution network subjected to possible physical failures due to natural
hazards. For this case, we perform an optimization procedure that consists of the
following steps: (i) execution of the load flow calculation to verify the feasibility
of the network; (ii) application of a load shedding algorithm to emulate possible
electrical operator actions; (iii) execution of an interdependency model (based
on the I2Sim tool [1]), initialized with the electrical load values calculated in (ii),
in order to evaluate the impact on the CI services. The aim of this procedure
is to maximize both the power delivery to the loads and the level of services
provided by the CI. This problem may be formally defined as follows:



A Decision Support System for Emergency Management 365

maximize
L

Z(t) = Qe(t, L,W e) + Qu(t, L,Wu)

subject to 0 ≤ li ≤ Pi i = 1, . . . , N,we
i ≥ 0, i = 1, . . . , N ;wu

i ≥ 0, i = 1, . . . ,K
N∑
i=1

we
i = 1,

K∑
i=1

wu
i = 1,W e = {we

1, .., w
e
N},Wu = {wu

1 , .., w
u
K}

(4)

Qe(t, L,W e) = 1 −
∑N

i=1(1 − we
i )(Pi − li)∑N

i=1 Pi

∈ [0, 1] (5)

Qu(t, L,Wu) =
∑K

i=1 w
u
i Q

u
i (t, L,Wu)∑K

i=1 Si

∈ [0, 1] (6)

where li is the active (reactive) power demand value in MW (VA) of load i
at time t; W e and Wu are weight vectors needed to prioritize specific loads
and services; Qe(t, L,W e) represents a QoS index of the electrical network and
reaches the maximum when all the loads li are consuming the expected power
value Pi; Qu(t, L,Wu) represents a QoS index of the services provided by the
CI that depends on the loads supplied and on the interdependencies phenomena
and reaches the maximum when all CI are providing the nominal service level Si.

Support of Efficient Strategies to Cope with Crisis Scenarios (B5):
This functional block provides crisis managers with a list, the Decision List
of Actions, in cases where the DSS can provide further information needed to
support a crisis solution.

5 The Earthquake Risk Assessment Workflow

In order to assess real-time the impact of earthquakes occurring in the considered
scenario, the DSS constantly polls the Italian National seismic sensor network
called ISIDe [2], to get epicentre and magnitude values of the latest seismic
event occurring in the area of interest. If the magnitude of the seismic event is
larger than 4 in the Richter scale, the DSS computes a theoretical shake-map to
assess a preliminary PHS. Then, using the shake-map of the seismic event, the
DSS will evaluate the set of PGA values associated to the shake-map and uses
them to “refine” the PHS. Then, the DSS evaluates the impact on the CI using
simulation models and GIS-based information.

5.1 Sample Scenario

In the following, we present a scenario where a synthetic seismic event, which has
been simulated occurring in the Lazio region (Italy), where a set of dependent
CI are located. The scenario consists of the following CI (Fig. 1): a MV power
distribution grid feeding the water pumping stations, the hospitals and to the
plants, whereas the water pumping stations supply water to the hospitals and
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Fig. 1. Sample scenario: geographic representation the shake map relative to the seis-
mic event. The lightning indicates the physical components that are estimated to be
damaged due to the occurrence of the seismic event.

Table 1. Power balance (active power, MW) resulting from the load shedding actions.

Time MVs2 MVs3 MVs4 Pump2 Res1 Emerg2 Plant1

12:00 15 6.5 11.5 1 15 2 10.5

12:10 7 0 10 1 7.5 2 7

Table 2. Critical infrastructure service layer.

Time Water (Kl/h) Patients healed per hour Pieces produced per hours

12:00 375 4 4.5

12:10 375 4 3

14:00 375 4 1.5

18:00 375 4 4.5

the manufacturing plants. Our assumption is that the seismic event occurring
at 12 a.m. affects a MV electrical substation (i.e. MVsub3) with the consequence
that it is unable to satisfy the average electrical demand (Table 1).

The DSS attempts to solve the optimization problem defined in Eq. (4) con-
sidering the following parameters (Table 2):

we
Emerg2 = wu

Emerg20.5;we
Pump2 = we

Res1 = wu
Plant1 = 0.2;we

P lant1 = 0.1;

wu
Pump2 = 0.3;PEmerg2 = 2;PPump2 = 1;PRes1 = 15;PPlant1 = 15;

(7)
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Table 1 reports the optimal solution where some of the electrical loads were
disconnected as a consequence of the computed load shedding action. In gen-
eral, the mere enumeration of all the possible solutions it is not possible. To
tackle this issue, we defined a Genetic Algorithm (GA) to provide the best
electrical network configuration that maximizes the objective function in (4).
We consider each chromosome representing a load shedding configuration
through a vector of real values genes of length N where N is the number of loads in
the proposed electrical network. The real value of each gene represents the active
power assigned by the load shedding configuration in the specific chromosome.
For instance, the chromosome (2.0, 1.0, 15.0, 1.0, 2.0, 15.0, 1.0, 12.0) represents a
specific active power assignment to the Emerg1, Pump1, Res1, Pump2, Emerg2,
Plant1, Pump3, Plant2 loads respectively. A load shedding configuration repre-
sented by a particular chromosome is considered admissible if the constraints
are satisfied and the resulting electrical network configuration is valid.

6 Conclusions

The Decision Support System described in this paper, attempts to solve the
full risk analysis workflow, from events prediction to impact and consequences
estimation of a scenario. Future work will focus on the DSS feature relative to
the societal and economic consequences due to the loss of infrastructure services.
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Abstract. A number of models have been proposed to analyze interde-
pendent networks in recent years. However most of the models are unable
to capture the complex interdependencies between such networks. To
overcome the limitations, we have recently proposed a new model. Uti-
lizing this model, we provide techniques for progressive recovery from
failure. The goal of the progressive recovery problem is to maximize
the system utility over the entire duration of the recovery process. We
show that the problem can be solved in polynomial time in some special
cases, whereas for some others, the problem is NP-complete. We pro-
vide two approximation algorithms with performance bounds of 2 and 4
respectively. We provide an optimal solution utilizing Integer Linear Pro-
gramming and a heuristic. We evaluate the efficacy of our heuristic with
both synthetic and real data collected from Phoenix metropolitan area.
The experiments show that our heuristic almost always produces near
optimal solution.

Keywords: Critical infrastructure · Multi-layer networks ·
Inter-dependence · Progressive recovery · Modeling · Analysis

1 Introduction

In recent years the research community is becoming increasingly aware of the
fact that the critical infrastructures of a nation are heavily interdependent for
being fully functional. Let us consider the complex interdependencies that exist
between the electric power grid and the communication network. The power grid
entities, such as the SCADA systems control power stations and sub-stations.
Such SCADA systems receive the critical commands for proper functioning
through communication networks. On the other hand, electric power is imper-
ative for communication network entities, such as routers and base stations, to
operate.
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In order to understand the nuances of the interdependencies between multi-
layered networks, the research community has made significant efforts over the
past few years [1,2,4–6]. Although, quite a few models have been proposed to
analyze such interdependent networks, most of the models are too simplistic.
Thus, unfortunately these models fail to fully capture the complexities pertaining
to the interdependence of power grid and communication networks. In [1], the
authors assume that each entity in a network depends on exactly one entity of
the other network. However, in a follow up paper [2], the same authors modify
this assumption of theirs, simply because in the real world, an entity of a network
can in fact depend on multiple entities of the other network.

The generalized model of [2] can account for disjunctive dependency of an
entity in network A (say ai) on multiple entities in the network B (say, bj and
bk), which implies that ai may be “alive” (functional) if either bi or bj is alive
(functional). However, their model still cannot account for conjunctive depen-
dency of the form that for ai to be “alive”, both bj and bk must be alive. Fur-
thermore, it is quite likely, that in a real world network the dependency might
be even more complex being a combination of both disjunctive and conjunctive
components. For e.g., ai may be alive if (i) bj and bk and bl are alive, or (ii) bm
and bn are alive, or (iii) bp is alive. The graph based interdependency models
proposed in [1,2,4–7], cannot capture such complex interdependency. In order
to overcome these shortcomings of the models in the existing literature, we have
recently proposed the Implicative Interdependency Model (IIM) [10] which uses
Boolean logic to capture such complexities.

It may be noted that as entities of network A are dependent on entities
of network B, which in turn depend on entities of network A, the failure of a
small number of type A or B entities can trigger a cascade of failures in multi-
layered networks resulting in a failure of a large number of entities. Suppose that
V (A) = {a1, . . . , an} is the set of entities of network A and V (B) = {b1, . . . , bm}
is that of network B. Further, AO

f ⊆ V (A), BO
f ⊆ V (B) represent the subset

of A and B type entities respectively whose failure originally, results in the
failure of Ac

f ∪ Bc
f through the cascading failure process. In this case, the set

AO
f ∪ BO

f , must be repaired to take the system back from its degraded state
to its pre-failure state. Suppose that AO

f = {a1, . . . , as} and BO
f = {b1, . . . , bt}.

Every time an element of AO
f or BO

f is repaired, the system moves towards its
pre-failure state. However, improvement of system utility (formally defined in
Sect. 3) after repair of an element ai ∈ AO

f (say), may be quite different from
that after repair of another element aj ∈ AO

f . Accordingly, the sequence in which
the elements of AO

f and BO
f are repaired have significant impact on system utility

during the recovery process. The goal of the Progressive Recovery Problem is to
find the repair sequence of the elements of AO

f ∪BO
f , so that the system utility is

maximized over the entire recovery process. The problem is described in detail
in Sect. 3.

Utilizing the IIM model, we study the progressive recovery problem in an
interdependent multi-layered networked system. We show that this problem can
be solved in polynomial time for some special cases, whereas for some others,
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the problem is NP-complete. We provide two approximation algorithms for two
special cases of the problem with a performance bound of 2 and 4 respectively.
For the most general version of the problem, we provide an optimal solution
utilizing Integer Linear Programming and as well a heuristic. Finally, we eval-
uate the efficacy of our heuristic using both synthetic data and real power grid
and communication network data collected from Phoenix metropolitan area.
The experiments show that our heuristics almost always produce near optimal
solution.

2 Implicative Interdependency Model (IIM)

In Sect. 1, we indicated that the Implicative Interdependency Model (IIM) [10]
was proposed to overcome the limitations of the earlier models [1,2]. If the
network A entity ai is operational (“alive”) if (i) the network B entities bj , bk, bl
are operational, or (ii) bm, bn are operational, or (iii) bp is operational, we express
this in terms of live implications of the form ai ← bjbkbl + bmbn + bp. Similarly,
we can express the live implication for a B type entity br. We refer to the live
implications of the form ai ← bjbkbl + bmbn + bp also as First Order Implicative
Dependency Relations (IDRs), because these relations express direct dependency
of the A type entities on B type entities and vice-versa. It may be noted however
that as A type entities are dependent on B type entities, which in turn depends
on A type entities, the failure of some A type entities can trigger the failure
of other A type entities, though indirectly, through some B type entities. Such
an interdependency creates a cascade of failures in multi-layered networks when
only a few entities of either A type or B type (or a combination) fail. It may
be observed that the IIM model is essentially a Boolean [3]. However, to the
best of our knowledge, such modeling has not been previously used in analyzing
progressive recovery techniques in interdependent infrastructure networks.

The IDRs can be formed either through a power-flow analysis of the multi-
layer network (similar to the ones carried out by the engineers at FERC [11], and
also by the researchers at Columbia University [12] for the power grid), or by
consultation with the engineers of the local utility and Internet service providers.
It may be noted that it is possible that A type entities may depend on A type
entities themselves, similarly, B type entities may depend on B type entities
too. The IIM model can deal with such a scenario by not distinguishing between
A and B type entities and treating them as a third type entity C. Moreover,
the concept can easily be generalized to deal with networks with more than two
layers.

3 Progressive Recovery Problem

Let AO
f ⊆ V (A), BO

f ⊆ V (B) represent the subset of A and B type entities
respectively whose failure initiates a cascade of failures and let Ac

f ∪Bc
f represent

the entities that failed due to the cascading process. So, the set AO
f ∪BO

f , must be
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Table 1. IDRs for a power
communication network

Power Net. Comm Net.

a1 ← φ b1 ← a1a2

a2 ← φ b2 ← a1 + a2

. . . b3 ← a1

Table 2. SUOT [T ] for
repair sequence (a2, a1)

Timestep (t) 0 1 2

SUIT (t) 0 40 110

SUOT [T ] 0 40 150

Table 3. SUOT [T ] for
repair sequence (a1, a2)

Timestep (t) 0 1 2

SUIT (t) 0 80 110

SUOT [T ] 0 80 190

repaired to take the system from its degraded state back to its normal functioning
state where all entities should be functional (alive). We call such a set AO

f ∪BO
f as

the set of original failures and for notational simplicity denote it by DO. W.l.o.g,
we assume that no IDR has an entity di ∈ DO on the LHS. Also, the entire set of
failed entities i.e., (AO

f ∪BO
f )∪ (Ac

f ∪Bc
f ) is denoted by Df . Suppose that DO =

{d1, d2, . . . , dp}, where di ∈ AO
f ∪BO

f . Obviously, the p entities of the set DO must
be repaired to take the system back to its normal functioning state. Suppose that
only one failed entity di ∈ DO can be repaired in one unit of time. Since the
real world utilities of the failed entities of Df may be different, the sequence
in which the entities in DO are repaired becomes important. We illustrate this
with the help of an example. Suppose that the IDRs of an interdependent power-
communication network are as given in Table 1.

In this two layer network, when a1, a2 fail, we see that b1, b2, b3 also fail. In
order to return the system to its normal operational state both a1 and a2 must
be repaired. However, whether a1 is repaired first and then a2, or the other way
around, will have an impact on system utility. Suppose that the utility of an
entity ai is denoted by u(ai) and is defined as the benefit obtained when the
entity ai is operational. Similarly, we define utility u(bj) for entity bj . Also, let
xai

(t) be the indicator variable for entity ai such that xai
(t) = 1 if the entity ai is

operational at time t and 0 otherwise. Indicator variable xbj (t) is defined similarly
for entity bj . We define System Utility at Instance of Time t, denoted by SUIT (t)
as: SUIT (t) =

∑
ai∈V (A) u(ai)xai

(t) +
∑

bj∈V (B) u(bj)xbj (t), and System Utility

Over Time interval 0 to T as SUOT [T ] as: SUOT [T ] =
∑T

t=0 SUIT (t).
In this example, DO = {a1, a2} and Df = {a1, a2, b1, b2, b3}. Let the utili-

ties of the entities be as follows: u(a1) = 10, u(a2) = 10, u(b1) = 20, u(b2) = 30,
u(b3) = 40. In our analysis, we assume that if an entity di ∈ DO is fixed at timestep
t, then all the entities fixed due to the cascade initiated by fixing of di are also fixed
at timestep t, i.e., we ignore the cascade propagation time. If the repair sequence is
a2 followed by a1, then a2 and b2 are operational at t = 1, and all of a1, a2, b1, b2, b3
are operational at t = 2. If on the other hand, the repair sequence is a1 followed
by a2, we have that a1, b2, b3 are operational at t = 1 and all of a1, a2, b1, b2, b3
are operational at t = 2. The SUIT (t) and SUOT [T ] values at different time
steps, corresponding to the two different repair sequences are shown in Tables 2
and 3. From this example, it is clear that the sequence in which the failed entities
are repaired has an impact on the system utility over time SUOT [T ]. The sys-
tem utility over time, SUOT [T ], for the second sequence (a1, a2) is 190, whereas
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the SUOT [T ] for the first sequence (a2, a1) is 150. Clearly, the second sequence is
preferable over the first. The goal of the progressive recovery problem is to identify
the repair sequence in such that the system utility over time SUOT [T ] is maxi-
mized.

Algorithm 1. Polynomial Algorithm for Progressive Recovery Problem in
Case 1
Input : (i) A set S of IDR’s of implications of the form of x ← y, where

x, y ∈ V (A) ∪ V (B), (ii) A set of original fault entities
DO ⊆ V (A) ∪ V (B), (iii) A set of failed entities Df ⊆ V (A) ∪ V (B),
(iv) utility of each entity in Df

Output: An ordering σ(DO) such that if the entities of DO are activated in
that order, the value of SUOT[T] is maximized.

1: We construct a directed graph G = (V, E), where V = V (A) ∪ V (B). For each
IDR x ← y in S, where x, y ∈ V (A) ∪ V (B), we introduce a directed edge
(y, x) ∈ E.

2: For each node di ∈ DO, we construct a transitive closure set Cdi as follows: If
there is a path from di to some node x ∈ V in G, then we include x in Cdi .
We call each di to be the seed entity for the transitive closure set Cdi . This
physically means that if di fails, all elements in Cdi fail.

3: Sort the transitive closure sets Cdi
′s, where the ranks of the closure sets are

determined by the sum of the utilities of the failed entities belonging to each
closure set. The sets with a larger sum of utilities of failed entities are ranked
higher than the sets with a smaller sum. Return the seed entities of the sorted
transitive closure sets as the required ordering of the entities of DO.

4 Computational Complexity and Solutions

4.1 Case 1: Problem Instance with One Minterm of Size One

In this case, an IDR in general has the following form: xi ← yj where xi and yj
belong to networks A (B) and B (A) respectively. For e.g., in the IDR ak ← bl
belonging to Case 1, xi = ak, yj = bl. It may be noted that a conjunctive
implication of the form ai ← bjbk can also be written as two separate implications
ai ← bj and ai ← bk. However, such cases are considered in Case 3 and is
excluded from consideration in Case 1. The exclusion of such implications implies
that the entities that appear on the LHS of a set of IDRs in Case 1 are unique.
So, the in-degree is unity for each node v ∈ V (G), G being the graph created by
Algorithm 1. This property enables us to develop a polynomial time algorithm
for the solution of the Progressive Recovery Problem for this case. We present
the algorithm next. It may be noted that the description and analysis of this
algorithm are similar to those of Algorithm 1 of [10].

Time complexity of Algorithm 1: Step 1 takes O(n + m + r) time, where
|V (A)| = n, |V (B)| = m, |S| = r. Step 2 can be executed in at most O((n+m)3)
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time. A standard sorting algorithm in step 3 takes O(|DO|log|DO|) time. Since,
|DO| ≤ n + m, hence the overall time complexity is O((n + m)3).

Theorem 1. For each pair of transitive closure sets Cdi
and Cdj

produced in
step 2 of Algorithm 1, Cdi

∩ Cdj
= ∅ where di 	= dj , di, dj ∈ DO.

Proof: Consider, if possible, that there is a pair of transitive closure sets Cdi
and

Cdj
where Cdi

∩ Cdj
	= ∅. If Cdi

∩ Cdj
= Cdi

or Cdi
∩ Cdj

= Cdj
, it means that

di ∈ DO or dj ∈ DO appears on the LHS of an IDR - this is a contradiction to
our assumption that DO is the set of original failures. So, let Cdi

∩ Cdj
	= Cdi

and Cdi
∩ Cdj

	= Cdj
. Let dk ∈ Cdi

∩ Cdj
. This implies that there is a path from

di to dk (path1) as well as there is a path from dj to dk, (path2). Since, di 	= dj ,
there is some entity, say dl, in the path1 such that dl also belongs to path2. It
may be noted that dl may be dk, yet dl can not be di or dj because in the latter
cases either Cdi

∩ Cdj
= Cdi

or Cdi
∩ Cdj

= Cdj
. W.l.o.g, let us consider that dl

be the first node in path1 such that dl also belongs to path2. This implies that
dl has in-degree greater than 1. This in turn implies that there are two IDRs
in the set of implications S such that dl appears in the LHS of both. This is a
contradiction because this violates the characteristic of the IDRs in Case 1.

Theorem 2. Algorithm 1 gives an optimal solution for the Progressive Recovery
Problem in a multi-layer network for Case 1 dependencies.

Proof: We match the solution σ′ of Algorithm 1 with the optimal ordering σOPT .
We say that there is a mismatch at position r, when comparing σ′ with σOPT ,
such that di is the rth entity in σ′, while dj is the rth entity in σOPT and∑

x∈Cdi
u(x) 	= ∑

y∈Cdj
u(y). So, when comparing σ′ and σOPT , if there are no

mismatch as defined, we say that the greedy Algorithm 1 does as good as the
optimal solution. Otherwise, let r be the first position of mismatch from the
left. By Theorem 1, we know that Cdi

∩ Cdj
= ∅ where di 	= dj , di, dj ∈ DO.

Since, the greedy algorithm did not choose dj and chose di instead, it means
that

∑
x∈Cdi

u(x) >
∑

y∈Cdj
u(y). So, replacement of di with dj reduces the

total number of entities fixed at the rth selection of an entity in DO to be fixed.
This means that the SUOT[T] value as achieved by greedy will be more than
the optimal solution - this is a contradiction. So, the algorithm in fact returns
an optimal solution.

4.2 Case 2: Problem Instance with Arbitrary Number of Minterms
of Size One

In this case, the IDRs to be considered are in the general form of xj ← ∑k
i=1 yi,

such that xj belongs to network A(B) and yi belongs to network B(A). For e.g.,
ap ← bq + br + bs is an IDR belonging to Case 2.
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1. Proof of Hardness. We can show that the min sum set cover (mssc) [9]
problem, which is shown to be NP − hard, can be reduced to a special case of
the Progressive Recovery Problem if all the IDRs are in Case 2. This indicates
our Progressive Recovery Problem is also NP-hard if all the IDRs are in Case 2.
Following is a brief discussion of the reduction.
Min sum set cover (mssc). Viewing the input as a hypergraph H(V,E), a
linear ordering is a bijection f from V to {1, ..., |V |}. For a hyperedge e and
linear ordering f , defining f(e) as the minimum of f(v) over all v ∈ e. The goal
is to find a linear ordering that minimizes

∑
e f(e).

For any instance I in mssc, say H(V,E) is the input hypergraph. For each
node v ∈ V , we create an entity bv with u(bv) = 0, and let DO = {bv|v ∈ V }.
For each edge e ∈ E, we create an entity ae with u(ae) = 1. Also, we create an
IDR of the form as ae =

∑
v∈e bv. Clearly, we construct a Progressive Recovery

Problem instance in polynomial time with respect to the input size |V | and |E|.
We denote this instance by L. It is easy to check that if we can solve L optimally,
we can also obtain optimal solution for I, since their objectives are equivalent.
Hence, unless P = NP , it is impossible to solve Progressive Recovery Problem in
polynomial time even if all IDRs belong to Case 2, which means it is NP −hard.

2. Optimal Solution Using Integer Linear Programming. Here we pro-
vide an ILP formulation for the Progressive Recovery Problem. Let statetai

(sim-
ilarly statetbj ) be the indicator variable capturing the state of entity ai of net-
work A (similarly bj belonging to network B) at timestep t. Let statetai

= 0
if entity ai is dead at timestep t, and statetai

= 1 if entity ai is indeed alive
at timestep t,1 ≤ t ≤ |DO|. The state variables for entities bj of network B
are defined likewise. Let the indicator variable ut, 1 ≤ t ≤ |DO| give the value
of SUIT (t) (defined in Sect. 3). The objective of the ILP can be written as
maximize

∑|DO|
t=1 ut where

∑|DO|
t=1 ut gives the value of SUOT [|DO|] (SUOT [T ]

is defined in Sect. 3). It may be recalled that the objective of the Progressive
Recovery Problem is to find the optimal ordering in which the entities in DO

should be activated such that SUOT [T ] is maximized. The constraints of the
ILP are as follow:

1. ut =
∑

di∈Df
u(di) × statetdi

, 1 ≤ t ≤ |DO|: This constraint computes
the value of ut, 1 ≤ t ≤ |DO| as the sum of the utilities of all the entities
which are alive in timestep t. Here, u(di) gives the utility value for the entity
di, 1 ≤ i ≤ |Df | and is provided as input to the problem.

Now, for each entity di ∈ DO, let the indicator variable acttdi
= 1 if di is

activated at timestep t and acttdi
= 0 otherwise, where 1 ≤ t ≤ |DO|. So, we

have the following constraints:
2.

∑|DO|
t=1 acttdi

= 1,∀di ∈ DO: This constraint ensures that each entity
di ∈ DO is activated exactly once during the time interval t = 1 to t = |DO|.

3.
∑

di∈DO
acttdi

= 1, 1 ≤ t ≤ |DO|: This constraint ensures that in each
timestep 1 ≤ t ≤ |DO|, exactly one entity di ∈ DO is activated.

4. state0di
= 0∀di ∈ Df : This constraint ensures that at timestep t = 0, all

entities in Df are in dead condition.
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5. statetdi
= statet−1

di
+ acttdi

,∀di ∈ DO, 1 ≤ t ≤ |DO|: This constraint
ensures that the state of an entity di ∈ DO at timestep t must be the same
as that in timestep t − 1 unless di is activated at timestep t. Also, if an entity
di ∈ DO is alive at timestep t, it remains alive in timesteps t+1, t+2, . . . , |DO|.

Also, in general form, for each IDR of Case 2, say xj ← ∑k
i=1 yi, we have the

following linear constraints. These two constraints ensure that entity xj is alive
only when at least one of yi, 1 ≤ i ≤ k is alive.

6.a statetxj
≥ statetyi

, 1 ≤ i ≤ k, 1 ≤ t ≤ |DO|
6.b statetxi

≤ ∑k
i=1 yi, 1 ≤ t ≤ |DO|

For e.g., if we have an IDR of the form a1 ← b1 + b2, for an instance of
the Progressive Recovery Problem having |DO| = 2, then this IDR, leads to
the following constraints: state1a1

≥ state1b1 , state1a1
≥ state1b2 , state2a1

≥ state2b1 ,
state2a1

≥ state2b2 , state1a1
≤ state1b1 + state1b2 , state2a1

≤ state2b1 + state2b2 . Thus,
given an instance of the Progressive Recovery Problem, we can compute the
optimal sequence in which the entities of DO should be activated by solving this
ILP.

3. Approximation Algorithm for a Special Subcase. In our Progressive
Recovery Problem, we can transform the IDRs such that the RHS of each IDR
consists of only entities of DO. Considering the subcase of our problem such that
utilities of all the entities are equal, the objective of this subcase of our problem
is identical to that of the mssc problem [9] for which the authors provide a
4−approximation algorithm.

4.3 Case 3: Problem Instance with One Minterm of Arbitrary Size

In case 3, the general form of the IDRs to be considered is given by xj ← ∏k
i=1 yi,

such that xj and yi are entities belonging to network A(B) and B(A) respectively.
For e.g., ap ← bq × br × bs is an IDR belonging to Case 3.

1. Proof of Hardness. It is possible to show that the Minimum Latency Set
Cover Problem (MLSC) [8], proven as NP hard, can be reduced to a special case
of the Progressive recovery problem if all the IDRs are belong to Case 3.

The Minimum Latency Set Cover Problem (MLSC). The problem is
defined as follows: Let J = {J1, J2, ...., Jm} be a set of jobs to be processed by
a factory. Each job Ji has a non-negative weight wi. Let T = {t1, t2, . . . , tn}
be a set of tools. Job j is associated with a nonempty subset Sj ⊆ T . In each
time unit, a single tool can be installed by the factory. Once the entire tool
subset Sj has been installed, job j can be processed instantly. The problem is to
determine the order of tool installation in order to minimize the weighted sum
of job completion times.

Similar construction scheme from Case 2 can be used. Let I be an instance of
MLSC and J , T be the corresponding input. For each t ∈ T , we create an entity
bt with u(bt) = 0. For each j ∈ J , we create an entity aj with u(aj) = w(j).
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Also, for each Sj , we create an IDR of the form as aj =
∏

t∈Sj
bt. By arguments

similar to those given in Case 2, we know that even Case 3 alone is NP − hard.

2. Optimal Solution Using Integer Linear Programming. The Integer
Linear Programming formulation for the Progressive Recovery Problem when
the IDRs belong to Case 3 is almost identical to that when the IDRs are belong
to Case 2. The objective function along with constraints one through five remain
unchanged. Only constraint 6 changes to account for the change in the form of
IDR from Case 2 to Case 3. An IDR in Case 3, in general form, say, xj ← ∏k

i=1 yi
can be represented by the linear constraints k × statetxj

≤ ∑k
i=1 statetyi

, 1 ≤ t ≤
|DO|. These constraints ensure that the entity xj can be alive only when all the
entities yi, 1 ≤ i ≤ k are alive. For e.g., let us again consider that we have an
IDR a1 ← b1 × b2 and the instance of the problem has |DO| = 2, then the linear
constraints arising from this IDR are 2×state1a1

≤ state1b1 +state1b2 ,2×state2a1
≤

state2b1 + state2b2 . Solving this ILP gives the optimal solution for this case.

3. Approximation Algorithm for a Special Subcase. If ∀di ∈ DO, u(di)
are equal, we transform the IDRs such that the RHS of all the IDRs are subsets
of DO. Then the objective of our problem is identical to that of the MLSC
problem. A 2−approximation algorithm for the MLSC problem is given in [8].

4.4 Case 4: Problem Instance with Arbitrary Minterm of Arbitrary
Size

In the most general setting, an IDR belongs to Case 4 and has the general form
of xj ← ∑l

m=1

∏k
i=1 ymi, where, as before, xj and ymi are entities belonging to

network A(B) and B(A) respectively. For e.g., ap ← bq × br + bs × bt is an IDR
belonging to Case 4.

1. Proof of Hardness. Because the IDRs belonging to Case 2 and 3 are special
cases of the general case i.e., Case 4 and the Progressive Recovery Problem has
been proven to be NP-complete when IDRs belong to Case 2 and 3, so evidently
the problem remains NP-Complete when the IDRs belong to Case 4 as well.

2. Optimal Solution Using Integer Linear Programming. When an IDR
belongs to Case 4, it can be expressed in terms of linear constraints by applying
a combination of techniques used to translate IDRs belonging to Cases 2 and 3
as discussed in the previous subsections. For e.g., if we have an IDR such as
a1 ← b1 × b2 + b3 × b4, we can re-write it as a1 ← c1 + c2 (and translate it into
constraints as discussed in Case 2), where c1 ← b1 × b2 and c2 ← b3 × b4 (these
are IDRs belonging to Case 3).
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Algorithm 2. Heuristic Algorithm for Progressive Recovery Problem in
Case 4

1: set ans = 0
2: for i = 1 to n do
3: for each node di that is not activated yet in DO do
4: Compute influencedi
5: Compute supportdi
6: end for
7: Choose an entity di ∈ DO with the highest influence value influencedi .

If there is a tie, choose the one with the larger support value supportdi .
Choose one arbitrarily if tie still exists. Let e ∈ DO denote the entity
chosen finally.

8: Activate e and allow the cascade to occur. Remove any IDR from the set
of IDRs if the entity on the LHS is fixed at this time step.

9: ans = 2 ∗ ans + influencee
10: σ = σ + e
11: end for
12: Output ans and σ.

3. Heuristic Solution. Our heuristic algorithm is a greedy one, i.e., we always
want to obtain as much utility as possible in each time step. For an entity
di ∈ DO, we define influencedi

as the total gain (utility) obtained when
entities get fixed following the cascade initiated by activating entity di alone.
For instance, let us consider the following IDRs: a0 ← b1, a1 ← b4 + b2, a2 ←
b1 + b2 × b3, b4 ← a0,u(a0) = u(a1) = u(a2) = u(b4) = 1,b1, b2, b3 ∈ DO.
Then influenceb1 = 4 since by activating b1, all of a0, a1, a2 and b4 are
fixed after cascading. influenceb2 = 1, for only a1 is fixed upon activation
of b2 and influenceb3 = 0. Entities with higher influence are preferred dur-
ing each timestep, however, there could be a tie when multiple entities have
the same influence value. In order to distinguish, we introduce another vari-
able supportdi

. For each di ∈ DO, we define supportdi
to be the total number

of appearances of di on the RHS among all IDRs. For instance, if we have
a0 = b1 × b2, a1 = b1 × b3, a2 = b1 × b4, it is easy to see that all of bi has
influence 0. However, supportb1 = 3 since it appears thrice on the RHS and
supportb2 = supportb3 = supportb4 = 1. In particular, if one IDR has the form
of a1 = b1 × b2 + b1 × b3, then supportb1 = 1 for such an IDR. So, whenever
there is a tie, we will choose the entity with larger support value. If a tie further
exists, we break the tie arbitrarily. Algorithm 2 gives the pseudocode for the
heuristic algorithm. Input consists of a set of entities DO which must be acti-
vated, a failed set of entities Df with utility function u(), and IDRs. W.l.o.g,
let |DO| = n, |Df | = m and r is the total number of minterms in the IDR set.
Let σ be the activation order obtained from Algorithm 2 and ans be the total
system utility and we recall that we want to maximize the total system utility.

The running time of the algorithm is O(n2(m + r)). We need to consider n
time steps. During each time step, every entity in DO is considered. Given an
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entity di ∈ DO, it takes O(m) time to compute its support value and O(r) time
to compute its influence value. Hence the total running time is O(n2(m + r)).

5 Experimental Result

To study the performance of the heuristic solution for Case 4, we have conducted
experiments both on real world data for Phoenix metropolitan area which is the
most densely populated area of Arizona, U.S.A, as well as some synthetic data.
An overview of the two types of data used in our experiments is as follows:

1. To consider a multi-layer network in a real world setting, we consider the
dataset used in our work [10]. We have obtained the data for the power network
of Phoenix metropolitan area from Platts (http://www.platts.com/) and that for
the communication network from GeoTel (http://www.geo-tel.com/). The power
network entities considered are powerplants and transmission lines while the
communication network entities considered are fiber-lit buildings, cell towers and
fiber links. The dataset consists of 70 power plants, 470 transmission lines, 2, 690
cell towers, 7, 100 fiber-lit buildings and 42, 723 fiber links. Due to experimental
resource limitation, we have considered five regions of interest in the Phoenix
metropolitan area. For each of these five regions, we have constructed a set of
IDRs from the power and communication network data using the set of rules
described in [10]. For completeness, we describe the set of rules used: (a) For
each generator to be alive, either the geographically nearest cell tower should be
alive or the nearest fiber-lit building and the corresponding fiber link connecting
the generator with the fiber-lit building must be alive, (b) To be alive, the fiber-lit
buildings and the cell towers must have at least one of the two nearest generators
and the corresponding connecting transmission lines alive, (c) The transmission
lines and the fiber links are independent of any other entities.

2. We have also consider twenty datasets of synthetic data. Because of com-
putational resource limitation, for each of these datasets we have considered

(a) Figure comparing optimal and
heuristic solutions for the data for the
Phoenix metropolitan area

(b) Figure comparing optimal and
heuristic solutions for the randomly
generated synthetic data

Fig. 1. Figure showing experimental comparison of the optimal and heuristic solutions

http://www.platts.com/
http://www.geo-tel.com/
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(1) a random number chosen among {2, 3, . . . , 10} for the size of DO , (2) a ran-
dom size for the set Df \ DO which failed due to cascade, with the sizes varying
from ten to twenty, (3) a random number of minterms of random sizes for each
IDR. The number of minterms in each IDR is chosen randomly from {1, 2, 3}.
The size of each minterm is randomly chosen from {1, 2, . . . , 8}.

We have used IBM CPLEX optimizer 12.5 to implement the formulated ILP.
We show the results of our experiments both on the real world data as well
as the synthetic data in Fig. 1. We observe that in the real world data, the
heuristic attains optimal solution in each of the five datasets. The reason for
such a result is that the IDRs considered are quite simple because of the simple
rules [10] as discussed previously- each IDR has at most two minterms and the
size of each minterm does not exceed two. In case of the synthetic data, we have
considered much more complex IDRs with much bigger sizes for minterms and
much bigger failed set Df . However, even in the case of the synthetic data, the
heuristic attains near optimal solution in all the cases, with the ratio between the
optimal and heuristic solution never exceeding 1.2 in any of the twenty datasets.
In Fig. 1(b), we compare the optimal and the heuristic solutions for the cases
where the latter deviates the most from the optimal solution. It can be thus seen
that the heuristic performs quite well in our experimental setup.

6 Conclusion

In this paper, we study the Progressive Recovery Problem to maximize the
system utility over the time when recovery of failed entities takes place in an
inter-dependent network. We show that the problem can be solved in polynomial
time in some cases, while in others it is NP-complete. We also provide two
approximation algorithms and a heuristic to solve the problem in different cases.
Experimental evaluations show that the heuristic attains near optimal solution
in almost all cases.

References

1. Buldyrev, S., Parshani, R., Paul, G., Stanley, H., Havlin, S.: Catastrophic cascade
of failures in interdependent networks. Nature 464(7291), 1025–1028 (2010)

2. Gao, J., Buldyrev, S., Stanley, H., Havlin, S.: Networks formed from interdependent
networks. Nat. Phys. 8(1), 40–48 (2011)

3. Kauffman, S.A.: Metabolic stability and epigenesis in randomly constructed nets.
J. Theor. Biol. 22(3), 437–467 (1969)

4. Rosato, V., Issacharoff, L., Tiriticco, F., Meloni, S., Porcellinis, S., Setola, R.:
Modelling interdependent infrastructures using interacting dynamical models. Int.
J. Crit. Infrastruct. 4(1), 63–79 (2008)

5. Parandehgheibi, M., Modiano, E.: Robustness of Interdependent Networks: The
case of communication networks and the power grid. arXiv preprint (2013).
arxiv:1304.0356

6. Nguyen, D., Shen, Y., Thai, M.: Detecting critical nodes in interdependent power
networks for vulnerability assessment. IEEE Trans. Smart Grid 4(1), 151–159
(2013)

http://arxiv.org/abs/1304.0356


380 A. Mazumder et al.

7. Castet, J., Saleh, J.: Interdependent multi-layer networks: modeling and surviv-
ability analysis with applications to space-based networks. PloS one 8(4), e60402
(2013)

8. Hassin, R., Levin, A.: An approximation algorithm for the minimum latency set
cover problem. In: Brodal, G.S., Leonardi, S. (eds.) ESA 2005. LNCS, vol. 3669,
pp. 726–733. Springer, Heidelberg (2005)

9. Feige, U., Lovsz, L., Tetali, P.: Approximating min sum set cover. Algorithmica
40(4), 219–234 (2004)

10. Sen, A., Mazumder, A., Banerjee, J., Das, A., Compton, R.: Identification of k most
vulnerable nodes in multi-layered network using a new model of interdependency.
In: Presented at the International Workshop on Network Science for Communica-
tion Networks (INFOCOM workshop). arXiv preprint (2014). arxiv:1401.1783

11. Smith, R.: U.S. Risks National Blackout From Small-Scale Attack. Wall
Street Journal (2012). http://online.wsj.com/news/articles/SB10001424052702304
020104579433670284061220

12. Bernstein, A., Bienstock, D., Hay, D., Uzunoglu, M., Zussman, G.: Power grid vul-
nerability to 3 geographically correlated failures-analysis and control implications.
arXiv preprint (2012). arxiv:1206.1099

http://arxiv.org/abs/1401.1783
http://online.wsj.com/news/articles/SB10001424052702304020104579433670284061220
http://online.wsj.com/news/articles/SB10001424052702304020104579433670284061220
http://arxiv.org/abs/1206.1099


Model-Based Security Risk Analysis
for Networked Embedded Systems

Maria Vasilevskaya(B) and Simin Nadjm-Tehrani(B)

Department of Computer and Information Science,
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Abstract. Finding a balance between functional and non-functional
requirements and resources in embedded systems has always been a
challenge. What brings this challenge into a sharper focus is that
embedded devices are increasingly deployed in many networked appli-
cations, some of which will form the backbone of the critical information
infrastructures on which we all depend. The Security-Enhanced Embed-
ded system Development (SEED) process has proposed a set of tools that
a bridge the two islands of expertise, the engineers specialised in embed-
ded systems development and the security experts. This paper identifies
a gap in the tool chain that links the identification of assets to be pro-
tected to the associated security risks seen from different stakeholder
perspectives. The needed tool support for systematic prioritisation of
identified assets, and the selection of security building blocks at design
stage based on a risk picture of different stakeholders, are characterised.
The ideas are illustrated in a smart metering infrastructure scenario.

1 Introduction

Meeting the security needs of the society and the privacy needs of the individual
users of networked information systems is a subject for current active discussion.
While the generics of this challenging problem are being discussed by a spectrum
of scholars in an interdisciplinary manner, the technical development of new
types of systems and infrastructures is ongoing in parallel, with more applications
realised as networked embedded systems. The forthcoming vehicular networks
and smart grid infrastructures are examples of such a technological development
with economic sectors driving the development, waiting for the societal and
regulatory dimensions to catch up.

Embedded systems add new challenges to the existing map of security land-
scape since embedded systems were until very recently isolated from the rest of
information infrastructures, and their potential threat to societal and personal
security was both limited and local. With the advent of Internet of Things (IoT)
and higher rate of absorption of embedded devices in current applications, this
premise no longer holds. The earlier adopted approach of “adding on security”
which was already shown to be not an effective technique for enterprise systems
is definitely not an option in future IoT security. Hence, it is essential to address
c© Springer International Publishing Switzerland 2016
C.G. Panayiotou et al. (Eds.): CRITIS 2014, LNCS 8985, pp. 381–386, 2016.
DOI: 10.1007/978-3-319-31664-2 39
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systematic approaches to development of networked applications that include
embedded devices.

A recent European project, SecFutur, combines reusable building blocks and
a systematic process for constructing security-enhanced embedded systems [1].
In particular, we recognise that the security experts are largely outnumbered by
the embedded systems engineers, and that the combination of the two exper-
tise in every variant of networked embedded systems – a sector highly driven
by economic returns, cost, size, or other form factors – is difficult to achieve
in an efficient manner. We have therefore proposed a new process – called
Security-Enhanced Embedded system Development (SEED) – that exploits secu-
rity experts’ knowledge in ontological repositories, to help a developer of an
embedded networked system with no/little access to security expertise [2].

The proposed process starts with a (UML) functional model of a networked
system on the one hand, and the knowledge captured about the security require-
ments in a domain on the other hand. To bridge the embedded systems and secu-
rity worlds, we employ domain-specific modelling and ontology technologies. This
process is supported by tools that (1) systematically search for involved assets
in the functional models, and (2) systematically find countermeasures through
the ontology-based repositories.

Our study of the gaps in SEED points towards the need for a link between
existing risk analysis techniques and model-based system development process.
The current paper asks new questions about their applicability in a critical
infrastructure context, namely:

– How can the asset-driven assessment of required security properties be com-
plemented by tools and methods that prioritise and select relevant assets?

– How can the stakeholder perspectives be utilised in deciding a higher or lower
level of security within the design exploration space?

– Once the relevant assets are identified, how is the selection of security building
blocks to protect them affected by the same stakeholder perspectives?

Section 2 describes the proposed method for prioritisation of assets and selec-
tion of countermeasures by linking to stakeholder profiles that addresses the
questions stated above. We briefly illustrate the motivation for planned tool
extensions by describing its application to a part of the smart grid infrastructure
in Sect. 3. Exposure to the mathematical base of this method requires a lengthy
account that is outside the scope of this paper. However, this paper shows that
the step from that quantification to actual selection of countermeasures is highly
dependent on a new component, namely the stakeholder perspective. Section 4
sums up the paper and provides directions for future work.

2 Linking Stakeholders and Risks

Critical information infrastructures have a lot of stakeholders whose prefer-
ences should be accounted for when deciding the appropriate level of security
to demand during design stages. In the telecommunications sector for example,
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there is a growing number of end user devices all with their own characteristics
(incorporating software and hardware from many different vendors), a number
of network operators (wired and wireless), a number of communication system
vendors (supporting various access technologies and incarnations of the same
standards), as well as regulatory authorities that have their national interests.
Similar characteristics are emerging in the vehicular telematics networks with
both entertainment and automotive value-added functions emerging side-by-side
with functions that enhance societal interests (e.g. the e-Call standard proposed
in the European Union). Our earlier application of SEED has been in the smart
grid domain, undergoing similar multi-perspective development.

This section refines the step that associates a measure for security. This
measure rests on two components: assets automatically extracted within a system
model and a set of stakeholders for the considered application. As an example of
assets, our security ontology includes two types of assets: data that is in storage
and data that is in transit between subsystems. Focusing on confidentiality and
integrity as security goals, our current challenge is how to associate a “number”
that characterises the absence of protection, e.g. integrity loss associated with
an asset.

Here we envisage that the classic notion of risk [3] can be exploited. More
specifically, we will consider confidentiality loss and integrity loss in the vein of
a risk that needs to be averted. Hence, we will associate with the metric the
two elements likelihood and consequence. While the simpler part is association
of consequence with an asset, the association of likelihood of a breach of security
in our model-based vision is computationally intensive.

The consequence assessment part of risk evaluation is typically carried out
in consultation with stakeholders. For example, tools like CORAS [4] are formed
around eliciting the costs of breaching security in connection with each asset.
The notion of cost varies from one application domain to another and from one
asset to another, but also from one stakeholder to another. There are also differ-
ent costs depending on which security goal is violated. For example, for a utility
provider as stakeholder the breach of integrity for end user electricity measure-
ments are usually associated with high costs, while customer privacy (confiden-
tiality) may have a lower relative priority. The right hand side of Fig. 1 visualises
this idea. This stakeholder-parameterised version of consequence assessment can
then be used in the decision process arriving at which asset(s) to prioritise for
protection, or even in business decisions like who should bear the initial costs of
an investment in a given security solution.

To compute the likelihood element of the risk is a more elaborate and
demanding activity. First, a given system design and selected platform should be
coupled with relevant attack models to obtain the likelihood to violate a certain
security property. The left hand side of Fig. 1 depicts this process.

In order to support the computation of the likelihood in an efficient manner
one has to choose a suitable formalism. Our current work [5] involves modelling
attacks as directed acyclic graphs (i.e. attack trees) so that the combination of
attacker behaviour and operations of a system leading to manipulation of assets
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Fig. 1. Supporting the focus on relevant assets and security goals

can be probabilistically evaluated. An attack tree is an established represen-
tation of attack scenarios [6] formally defined [7] and extended with stochas-
tic and time semantics [8,9]. Similarly, a system is formalised as a stochastic
semi-Markov model that is an intuitive and powerful tool to represent dynamic
aspects of a system behaviour. Finally, the combination of the likelihood and
consequence are combined for each asset, and the outcome can be used as a
means of ranking/filtering the important assets and the less relevant ones.

3 Smart Grid Illustration

We illustrate the novelty of the proposed asset selection and prioritisation on
the smart metering infrastructure called Trusted Sensor Network (TSN) [1]. The
TSN is built of a set of metering devices referred to as Trusted Sensor Module
(TSM), database servers, client applications, and a communication infrastruc-
ture. The main goal of this system is to measure energy consumption at house-
holds and to associate measurements with the clients’ data for billing purposes.

The overall specification of this case study consists of seven main scenar-
ios that have a range of diverse security considerations. Consequently, there
are many assets identified in these scenarios, e.g. measurements (meter read-
ings), a set of user account data (customer, administrator, operator), a set of
certificates (calibration, installation), communication configurations, functional
settings, commands, control messages, etc. Additionally, as any large system the
metering infrastructure has many stakeholders.

Let us assume that a realisation of tools and techniques mentioned in the
previous section enables a per-asset characterisation of integrity/confidentiality
loss seen from the perspective of different stakeholders. In this section, we focus
on three assets, namely measurements (denoted by A1), certificates (A2), and
commands (A3). We also consider three distinct stakeholders, i.e. end users, the
utility provider, and the national regulatory agency.

Violation of confidentiality and integrity of these assets has different conse-
quences for different stakeholders. For example, for a utility provider, breach of
the integrity of measurements is usually associated with high costs. A systematic
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misuse of the metering device can lead to manipulations at large scale and result
in economic losses. However, the breach of confidentiality for the same measure-
ment data is of a lower priority. Obviously, the picture is different for the user
as a stakeholder. One can consider the national regulatory agency to be mainly
interested in the availability dimension of the electricity supply and thereby, the
breach of confidentiality of the measurement data has a lower consequence. On
the other hand, a large scale manipulation of the commands issued to the sensor
nodes, can be used in a scenario where national security is threatened.

Application of SEED allows systematically identifying the presence of above
assets within a system model. Here, we propose that the calculated metrics
introduced in Sect. 2 for all assets can be organised in a stakeholder security
profile that shows losses for a stakeholder with respect to each asset. These
profiles can be visualised as plots depicted in Fig. 2. Here, the selected assets are
listed along the x-axis, and the y-axis shows the calculated confidentiality loss.

CL

Assets

User

A1 A2 A3

CL

Assets

Utility provider

A1 A2 A3

A1 - Measurements
A2 - Certificates
A3 - Commands

CL

Assets

National regulatory 
agency

A1 A2 A3

Fig. 2. Stakeholder security profile view

Next, guided by SEED, a system engineer selects a set of security building
blocks (SBBs) to reduce the potential loss of security for stakeholders. Obviously,
integration of any new functionality into a system will imply extra costs. In order
to incorporate these costs and to distribute them among stakeholders, we need
to evaluate how each stakeholder benefits when a certain SBB is integrated. We
propose that the added benefit is expressed as a reduction effect that an SBB
brings in terms of confidentiality (integrity, availability) loss for each asset.

As illustration, we consider three SBBs selected within the SecFutur project
to be integrated into the TSM device: secure storage, anomaly detection, and
secure communication. Secure storage and security communication reduce the
likelihood of breaching integrity and confidentiality of stored data and trans-
mitted data respectively. The anomaly detection, already shown to be viable
in a prototype of the TSM [10], aims to reduce the likelihood of integrity loss
for measurements stored in the device. Reduction effect of implemented SBBs
is visualised in Fig. 2 as dashed arrows that shift the initial confidentiality loss
(black dots) to lower values (grey dots). The placement of the dots and the
scale of the reduction (the size of arrows) is a relative placement to visualise
the intended use of the suggested techniques. This way, a system designer can
analyse which stakeholders benefit most from integration of which SBBs and
consider the cost-benefit trade-off for the implementation appropriately.
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4 Summary and Future Work

Society depends on critical infrastructures for its vital functions, and these
increasingly rely on embedded devices for their continued operation. The
shift from the proprietary, isolated development of such networked applica-
tions towards large scale integration of off the shelf units necessitates a new
mindset.

Our earlier work on SEED lays out a workflow for systematic identification of
security needs of a system and selection of a suitable set of security mechanisms.
In this paper we have characterised a missing part of the puzzle – the justification
for prioritising assets as input to selection of security mechanisms. We suggested
a bridge towards the traditional concepts from risk analysis, made specific in
terms of integrity, confidentiality, or availability loss. This paper outlines the path
to support the missing technology. Our ongoing work creates the mathematical
underpinnings for the calculation of integrity/confidentiality loss using semi-
Markov models [5] and we will provide tools to support the mentioned activities
in future works.
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