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Abstract. Although in the last years there has been a growing amount
of research in the field of privacy-enhancing technologies (PETs), they
are not yet widely adopted in practice. In this paper we discuss the
socioeconomical aspects of how users and service providers make deci-
sions about adopting PETs. The analysis is based on our experiences
from the deployment of Privacy-respecting Attribute-based Credentials
(Privacy-ABCs) in a real-world scenario. In particular, we consider the
factors that affect the adoption of Privacy-ABCs as well as the cost and
benefit trade-offs involved in their deployment and usage, as perceived
by both parties.

1 Introduction

Safeguarding privacy is vital for building trust in the online environment and
facilitating economic development. It is important to show to citizens that going
online is not just convenient, but also trustworthy and that their data won’t
be mismanaged or misused, sold or stolen. To strengthen trustworthiness in
the online environment in a practical and effective way, “privacy by design” is
becoming an essential principle, meaning that data protection safeguards should
be built into products and services from the earliest stage of development.

One way of realizing privacy by design is by using Privacy-Enhancing Tech-
nologies (PETs). During the last years, there is a growing amount of research
in the field of PETs enabled by major advances in cryptography. They provide
advanced privacy features such as anonymous protection of real-time communi-
cation, privacy-respecting identity management and methods for anonymously
retrieving online content.

Yet, PETs are not widely adopted in practice so far [16]. One cannot expect
a simple explanation to this, as online privacy is a complex and interdisciplinary
issue. Several of the technical aspects have been addressed at a satisfactory
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degree, but there are still several socioeconomical aspects of PETs adoption
that only now begin to draw attention. In this paper we discuss in particular
the cost-benefit trade-offs involved in adopting such technologies, as perceived
by both users and service providers.

In 2010, the European Commission sponsored a study of the economic costs
and benefits of PETs [15], which shows clearly that costs and benefits are tech-
nology specific as well as dependent on the applications in which PETs are
deployed. Therefore, in this paper we narrow down the discussion by focusing on
a specific PET and on a particular application scenario. More specifically, during
the last four years, the EU-funded research project ABC4Trust1 concentrated
on the advancement of Privacy-respecting Attribute-based Credentials (Privacy-
ABCs) and its applicability in real-world scenarios. In this paper we report our
experiences from working within this project and especially our analysis from
one of the user trials.

In the first part of the paper we explore the adoption of Privacy-ABCs from
the users’ side. Which factors influence their intention to use such tools and
how do they perceive the trade-off between benefits and costs connected with
the usage? User acceptance of advanced PETs had rarely been studied outside
the laboratory, and so we are one of the first to present such results. In the
second part of the paper we discuss the factors that might affect the adoption
of Privacy-ABCs by service providers. In deciding whether to invest in PETs,
service providers engage in a cost-benefit trade-off involving many factors related
not only to internal processes and business models but also to the external
environment, such as legislation, user demand or global infrastructure readiness.

2 The Privacy-ABCs Case

Providing privacy in the identity management area means moving towards a
claims-based architecture [9]. In this kind of architecture, the service provider
publishes a Policy on accessing a specific resource and expects to receive claims
from trusted sources that satisfy this policy. The trusted sources that issue such
security tokens are the identity service providers (IdSP), sometimes also called
identity providers for simplicity. An important characteristic of claims-based
architecture is the separation between service providers and IdSPs, so that there
is no direct exchange of information between them. Instead, the user resides in
the middle, having control over the exchange of his identity information.

Claims-based architectures can use privacy-respecting credential systems
(i.e., Privacy-ABCs) to provide untraceability and minimal disclosure. Exam-
ples of such credential systems are Idemix [8] and U-Prove [7]. Over the last
few years, Idemix and U-Prove have been developed to offer an extended set of
features, even though these features are named differently and they are realized
based on different cryptographic mechanisms. In 2010, the EU research project
ABC4Trust was initiated with the goal to alleviate these differences and unify

1 https://abc4trust.eu/.

https://abc4trust.eu/
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the abstract concepts and features of such mechanisms. Privacy-ABCs are pri-
vacy respecting credentials that are defined over these concepts and features and
are independent from the specific cryptographic realization beneath.

One of the main achievements of ABC4Trust project was to test Privacy-
ABCs in real-world situations within the scope of two large-scale user trials.
This gave us valuable experiences regarding the interaction of users and sys-
tem designers with the technology. More specifically, one of the user trials was
conducted at Patras University in Greece, the results of which we present here.

The main goal of the user trial in Patras was to enable university students to
login onto an online evaluation system at the end of the semester and evaluate
the courses they attended, remaining anonymous to the system. At the same
time, the system had to guarantee that only eligible students have access to the
evaluation of a course. That is, the system had to first verify that a student
(1) had registered to the course and (2) had attended most of its lectures.

To be able to prove the they satisfy the above conditions, students collected
Privacy-ABCs and stored them in smartcards that they had been provided with.
Specifically, they collected two credentials from the university, one for being
enrolled as students at the institution and one for being registered for the specific
course. During the semester, they obtained an attendance unit (implemented as
increasing a counter value) per lecture by waving their smartcard in front of a
contactless reader at the end of the lecture.

At the end of the semester, the students could use their smartcards to login
anonymously at an online Course Evaluation System (CES) and fill the course
evaluation form. During the authentication process, the students were first pre-
sented with the Policy of the CES at the user interface. Then they could select
different attributes from their credentials and produce a presentation token cor-
responding to this policy and in that way authenticate to the CES, revealing
only the minimum required information.

Privacy-ABCs are an attractive solution for the course evaluation scenario,
prividing advantages for students as well as for the lecturers. On the one hand,
students don’t reveal their identity to the CES, but present themselves under
a random pseudonym. Moreover, the CES cannot link the evaluations of two
different courses back to the same student. On the other hand, privacy-ABCs
assure that only students that actually attended a specified amount of lectures
are able to evaluate the course. Students can evaluate each course only once and
when they do so a second time, the new evaluation replaces the old one.

3 User Acceptance of Privacy-ABCs in a University
Course Evaluation

The user trial in Patras gave us a unique opportunity to study the reactions of
users while they interacted with the Privacy-ABC technology and get an empiri-
cal understanding of the factors that influence user acceptance of Privacy-ABCs.
Below we present our findings and discuss lessons learned from the trial about
the trade-offs between the benefits of Privacy-ABCs and the costs perceived by
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the users. More details on the trial organization can be found in the full report of
the trial [29], whereas for the more specific details of the theoretical development
and validation methodology we refer the interested reader to [4].

3.1 Theoretical Background and Methodology

Theoretical User Acceptance Factors for Privacy-ABCs. In order to
investigate user acceptance factors of Privacy-ABCs, we first developed a the-
oretical model for possible acceptance factors, drawing from related work on
general technology acceptance [10,24,34], as well as acceptance of security- and
privacy-related technologies [18,28,30]. We identified possible user acceptance
factors that are presented in Table 1 and will be explained below in more detail.

Table 1. Factors of user acceptance of Privacy-ABCs and their correlations to the
intention to use Privacy-ABCs for course evaluations. m denotes the mean values for the
corresponding scales, σ denotes standard deviations. For details on the measurement
results, see Fig. 1. Correlation results are discussed in depth in Sect. 3.2.

Factor (psychometric
scale)

Definition in the context of the
Patras Privacy-ABCs trial

m σ Kendall’s τ

Perceived Usefulness
for the Primary
Task

The degree of agreement that
Privacy-ABCs are useful for
course evaluation

4.10 0.66 0.726∗∗

Perceived Usefulness
for the Secondary
Task

The degree of agreement that
Privacy-ABCs are useful for
privacy protection

3.93 0.74 0.420∗∗

Perceived Ease of Use The degree of agreement
Privacy-ABCs usage is free of
effort

3.83 0.65 0.498∗∗

Perceived Risk The degree of agreement that
course evaluation using
Privacy-ABCs is risky

1.80 0.99 −0.444∗∗

Trust The degree to which the
Privacy-ABC System is
perceived to be trustworthy

4.13 0.73 0.326∗

Situation Awareness The perception of being well
informed about what is going
on in the system

3.87 0.63 0.319∗

Understanding of the
Technology

The ability to correctly answer
questions about the key aspects
of Privacy-ABCs

0.51 0.45 0.065

Significance levels: * p < 0.05; ** p < 0.01
Correlation strength: 0.1 < τ ≤ 0.3 weak, 0.3 < τ ≤ 0.5 moderate, τ > 0.5 strong

Considering the general technology acceptance, the most influential theoreti-
cal model is Technology Acceptance Model (TAM) [10,32,33], that has been later
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extended to the Unified Theory of Acceptance and Use of Technology (UTAUT).
Although UTAUT [34] and its recent extension UTAUT2 [35] are more success-
ful models than TAM in predicting technology acceptance, we identified TAM as
being more suitable in the context of the Privacy-ABC trial (see Appendix A for
an in-depth discussion). In a nutshell, as we knew the demographic characteris-
tics of our participants in advance, we could predict from the existing literature
and from out previous experience with Privacy-ABCs [5] that testing additional
UTAUT and UTAUT2 factors would not be possible and would only overload
the (already very substantial) questionnaire.

TAM considers Perceived Ease of Use and Perceived Usefulness of a technol-
ogy as main factors in user acceptance, while user acceptance is conceptualized
as intention to use the technology in the future. However, security- and privacy-
enhancing technologies rarely serve primary user goals, such as communication
or online shopping. They are expected to work in the background, protecting the
user and thus facilitating the successful execution of the primary task. There-
fore, we decided to distinguish between Perceived Usefulness for the Primary
Task (i.e., the course evaluation) and Perceived Usefulness for the Secondary
Task (i.e., the privacy protection during the course evaluation). Perceived Ease
of Use did not need any special adaptation.

Security- and privacy-sensitive scenarios usually involve perceived risk and
trust as factors of user participation. User’s assets (such as data, money or
reputation) can be put at risk, and the decision to participate in such a scenario
involves risk assessment and depends on the trust in other parties and in the
underlying technology. Pavlou [24] integrated trust and perceived risk into the
TAM in the context of online shopping. Building on his work, we consider Trust
into the Privacy-ABC technology and Perceived Risk of usage of the Privacy-
ABC technology as important acceptance factors.

Trust is defined as “beliefs that a specific technology has the attributes neces-
sary to perform as expected in a given situation in which negative consequences
are possible” [21, p. 7]. We note that users’ expectations from the technology
in the context of the trial refer not only to privacy protection during the course
evaluation, but also to other properties of the course evaluation system that
is implemented using Privacy-ABCs, such as reliable collection of course atten-
dance credentials or error-free storage and processing of the course evaluation
results.

Spiekermann [28] investigates situation awareness as a possible factor that
drives adoption of privacy-enhancing technologies for RFID. Building on her
research, we consider this factor in our investigation as well. Situation Awareness
is defined as “personal perception to be informed about what is going on” [28,
p. 134]. In connection with Privacy-ABCs, Situation Awareness includes knowing
which information will be disclosed in order to get a credential, who receives the
data, which data is stored on the smart card, etc.

Usually, people do not need to understand exactly how a technology works in
order to be able to use it. Much more important than the exact understanding is
the development of a mental model of the technology that enables correct usage.
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Mental models are representations of reality in people’s minds, their conceptions
about how things work. As discovered by Wästlund et al. [36], correct mental
models of Privacy-ABCs are especially difficult to convey.

Although expert technical knowledge might not play an important role in
user acceptance, misunderstanding of some key concepts could result in poor
adoption. For example, Sun et al. [30] discovered that some users think that
their login credentials are given to every participating party when they use single
sign-on, which lead to (wrongly) perceived additional insecurity, and thus to
unwillingness to use the technology. Therefore, we investigate Understanding of
the Technology as a possible factor of user acceptance.

Methodology for Validation of User Acceptance Factors. In order to
assess the relative importance of the user acceptance factors, we developed a
quantitative standardized questionnaire that the participants filled in shortly
after the course evaluation deadline. In this way, they were able to assess all
available functions of the Privacy-ABC System, such as credentials collection,
backup of the smartcard data and course evaluation.

We developed Likert scales [14] for all constructs presented in Table 1, apart
from Understanding of the Technology that was assessed by means of a knowledge
quiz. Each scale consists of several statements, called items. The users rated the
items from 1 = “strongly disagree” to 5 = “strongly agree”. The scales are
presented in Appendix B. All developed multi-item scales fulfill the following
quality criteria: one-dimensionality (Kaiser-Meyer-Olkin criterion > 0.5, total
variance explained > 50 %) and reliability (Cronbach’s α > 0.7) [14]. More details
on scale construction and quality criteria are presented in [4].

Participants. 30 out of 45 participants of the Patras trial answered our ques-
tionnaire and so all further analyses relate to the sample size of 30 subjects (23
male, 7 female, 23 years old on average).

The participants are active Internet users: 25 participate in online social
networks, 23 shop online, and 17 use online banking. 26 participants expressed
a high or very high level of Internet privacy concerns (m = 4.03, σ = 0.86)2

on a 5-point Likert scale developed by Dinev and Hart [12]. Most participants
exhibit privacy-aware behavior: more than two thirds said that they at least
sometimes delete cookies, clean browser history, use their browser in private
mode and provide fake information when creating a web account. However, only
three participants ever used a PET before (TOR in all cases).

Participation in course evaluations was reported as being important or very
important by 21 participants, and 28 participants indicated that protection of
anonymity during course evaluations is important (9) or very important (19) for
them, with the remaining two participants reporting a neutral attitude.

2 m denotes mean value, σ denotes standard deviation.
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3.2 Results on User Acceptance Factors

Descriptive Statistics. The measurements for the user acceptance factors3

are presented in Fig. 1. Overall, the Patras users found Privacy-ABCs useful,
trustworthy, and usable. The positive evaluation results are mirrored by the high
level of intention to use Privacy-ABCs for course evaluation in the future: 29 out
of 30 users expressed this intention. Comparing the Privacy-ABC System with
the paper-based course evaluation that is usually conducted at their university,
28 participants indicated that they prefer using a Privacy-ABCs-based system
over a paper-based system.

Fig. 1. Measurements of intention to use and acceptance factors.

Considering the results in more detail, more than two thirds of the users (22)
perceived Privacy-ABCs to be useful for course evaluation (primary task), and 19
users found Privacy-ABCs to be useful for privacy protection (secondary task) as
well. 14 participants found the system easy to use, with additional 14 participants
expressing a neutral usability attitude. Participants expressed a low level of risk
perception and a high level of trust into the system: cumulatively, 24 users (80 %)
disagreed or strongly disagreed with the system usage being risky, and agreed or
strongly agreed with the system being trustworthy. Finally, 12 users agreed that
the Privacy-ABC system provides a good overview of what happens during the
usage (Situation Awareness), with additional 16 users demonstrating a neutral
attitude.

Statistical Correlations. In order to understand in more detail the rela-
tion between the acceptance factors and the intention to use Privacy-ABCs, we
explored statistical correlations between the acceptance factors and the reported
intention of the participants to use Privacy-ABCs for course evaluations in

3 Understanding of the Technology factor will be discussed later in Sect. 3.3 for read-
ability reasons.
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the future. We conducted bivariate non-parametric two-tailed correlations using
Kendall’s correlation coefficient (τ). This test does not require normal data dis-
tribution and works for ordinal data and small sample sizes. We report the results
in Table 1. The correlation coefficient τ indicates the strength of the association
between the variables, whereas the significance level p < x means that the prob-
ability of the corresponding correlation to occur by chance is less than x.

Ease of Use, both kinds of Perceived Usefulness, Trust and Situation Aware-
ness are significantly positively correlated to the intention to use Privacy-ABCs
for the course evaluations, whereas Perceived Risk is significantly negatively cor-
related. The correlation coefficients are medium for all correlations except for
Perceived Usefulness for Primary Task with the large effect size (0.726), which
points at this factor as the most important one for user acceptance.

Quite surprisingly, there is no correlation between the understanding of
Privacy-ABCs and the intention to use them, although we would have expected
some connection. For example, people who understand the pseudonymization
properties of Privacy-ABCs especially well might had felt more inclined to use
them, or people who misunderstand some Privacy-ABCs’ properties might had
felt averse towards Privacy-ABCs usage. In the next section, we discuss the
understanding of Privacy-ABCs in more details.

3.3 Understanding of Privacy-ABCs

The participants in the Patras trial have high technical literacy and were given
an introductory lecture on the topic of Privacy-ABCs properties. Nevertheless,
the understanding of fundamental properties of the system turned out to be
unexpectedly low. We measured how well the participants understand the con-
cepts behind the Privacy-ABCs by means of a knowledge index consisting of five
statements that could be rated as true or false, with the “don’t know” answer
option also available. Due to space limitations, we discuss only the most impor-
tant results here, more details are available in [4,29].

The participants expressed a low level of understanding of the pseudonymiza-
tion property of Privacy-ABCs: Only 14 participants rightly stated that their
matriculation number (a unique identifier) is not transmitted to the Course Eval-
uation System during the authentication process. Considering the weak under-
standing of Privacy-ABCs, the high level of perceived usefulness of Privacy-ABCs
for privacy protection (Fig. 1) seems to be non-rational.

Even less participants (11) rightly indicated that the number of their class
attendances (a potentially identifying and unnecessary piece of information) is
not transmitted when they evaluate the course. Actually, only the fact that
a student attended more than half of the course’s lectures is disclosed to the
system, which qualifies the student to evaluate this course.

These results indicate that users’ perception to be well informed about what
is happening in the system (Situation Awareness) and the overall high level of
trsut into the system may be more important than the actual understanding of
the system.
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3.4 Cost-Benefit Trade-Offs in User Acceptance

From the economics point of view, user acceptance of a technology is tightly
connected to a (sometimes unconscious) cost-benefit assessment of the technol-
ogy [2,13]. We directly assessed the perceived cost-benefit relation by asking the
users to rate their corresponding perception. 23 participants agreed or strongly
agreed that the benefits outweigh the costs, additionally 6 participants showed
a neutral attitude, and one participant disagreed.

The benefits of Privacy-ABCs can further be expressed in terms of their
perceived usefulness. Most participants found the system useful for course eval-
uations as well as for privacy protection, as discussed previously.

The costs of the Privacy-ABCs in the Patras trial are mostly incurred by
usability issues. According to users’ ratings of the Perceived Ease of Use pre-
sented in Fig. 1, the usability costs were perceived as relatively low. Additionally,
we also examined the usability costs in more detail. We asked the participants
to rate statements about concrete usability characteristics of the system:

– Mental effort: Interaction with the Privacy-ABC system requires a lot of men-
tal effort

– Physical effort: Interaction with the Privacy-ABC system takes too much time
for manual operations (for example clicks, data input, handling the smart
card)

– Learnability effort: Usage of the Privacy-ABC system is difficult to learn
– Memorability effort: Remembering how to interact with the Privacy-ABC sys-

tem is difficult
– Low helpfulness: Help information provided by the the Privacy-ABC system

is not effective
– Error recovery effort: Mistakes made during the Privacy-ABC system usage

are difficult to correct
– Worries about smartcard loss: Users’ anxiety about the possibility of losing

his/her smartcard
– Uneasiness about data on smartcard: User feels uncomfortable knowing that

his/her personal data is saved on a smartcard

As can be seen in Fig. 2, the incurred costs are mostly perceived as low, e.g.,
only 5 participants found that the system usage requires physical effort, and 3
participants found the system difficult to learn. The only “expensive” task was
remembering how to interact with the system (5 participants found this easy
to do). We hypothesize, however, that high system helpfulness (22 participants
disagreed or strongly disagreed with the low helpfulness of the system) and good
error recovery probably mitigated this disadvantage.

We conclude that users’ perception that the PET usage does not require a lot
of physical and mental effort, and the resulting positive cost-benefit assessment
of the Privacy-ABC technology might play an important role in user acceptance.
Moreover, some usability costs (such as low memorability) can be compensated
by other, more usable features.
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Fig. 2. Usability costs of Privacy-ABCs usage in the course evaluation.

We note, however, that it is impossible to draw causal conclusions from our
trial. Did the high system usability influence perceived usefulness and users’ high
intention to use the system in the future? On the contrary, probably the high per-
ceived usefulness of the system influenced user’s positive usability perceptions.
More research is needed to answer these questions.

3.5 Limitations of the Study Results

The results of the Patras pilot have to be further verified in other studies, as our
trial had a lot of limitations that might have influenced the results. For exam-
ple, users that found Privacy-ABCs inconvenient or untrustworthy could have
refused to participate (so-called self-selection bias), such that we were unable to
investigate their opinions and technology rejection factors.

Furthermore, the trustworthy university environment could have increased
trust into the system, and thus also the perceived usefulness for privacy protec-
tion. Moreover, computer science students are more likely to be early adopters,
which could imply exaggerated user acceptance results in comparison to the gen-
eral population. Also good usability results may have been positively influenced
by the high technical literacy of the users.

3.6 Promoting PETs Usage by the End Users

According to the conventional wisdom, in order to adopt PETs, people need
to understand their benefits. It is also often assumed that risk perception is
connected to the understanding of privacy risks. The reasoning is that if the
users would perceive risk for their privacy as high, and the efficacy of PETs
in reducing this risk as high, then they would adopt PETs. However, we see a
different picture in our trial. Although the participants did not understand the
properties of Privacy-ABCs well, they expressed a high level of trust into the sys-
tem. Moreover, their perception of the overall system as useful for the primary
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task is strongly correlated with high user acceptance. While the usefulness of
Privacy-ABCs for privacy protection and the usability of the system are impor-
tant acceptance factors, the most important factor of user acceptance turned
out to be the usefulness of Privacy-ABCs for the service (course evaluation) in
which they were integrated.

We conclude with a tentative suggestion: Integration of sophisticated PETs
into systems and products should be driven by political, legal and ethical consid-
erations, not by user demand, as there are too many impediments for the latter.
These impediments are well known from the behavioral economics: incomplete
information, bounded rationality and behavioral biases [3].

We could observe the influence of these impediments in our trial: The par-
ticipants trusted the system despite their low understanding of its properties,
and expressed the wish to use it because they perceived the system as useful for
the task that is important for them (course evaluation). Especially interesting is
that these results were obtained for technically savvy and privacy-aware users.

Therefore, our results may also be valid for general Internet population. We
think that the users would only adopt PETs that are integrated into useful
services. In this case, we think that people may accept some usability drawbacks
that arise from the PET integration, such as having to use a smart card or
to consult a user manual sometimes. Although good usability and usefulness for
privacy protection are important factors of user acceptance, our empirical results
indicate that perceived usefulness of the primary (not privacy-related) service is
much more important.

4 Adoption of PETs by Service Providers

For many PETs, like Privacy-ABCs, adoption from the users is not enough, but
they rather require that service providers also support their use from their side.
In this regard, the results of an expert survey [27] investigates the factors that
may become a driver or an inhibitor for service providers’ decision to adopt
such kind of PETs in their processes. In this section we give an overview of
the relevant factors and report our experiences from the Patras pilot, wherever
appropriate.

4.1 Which Factors of Acceptance to Consider?

The literature in Information Systems research provides a handful list of theories
explaining adoption of new innovations. From the prominent ones that have been
verified by various empirical studies, four theories that focus on the organiza-
tional level of technology adoption [11,19,25,31] could be combined into a single
conceptual model to highlight the factors influencing adoption of technologies
like PETs. Below we discuss in more details the resulted set of factors, which we
have grouped into five categories.

Technology. Most PETs are newly introduced technologies and their charac-
teristics may have a strong influence on the decision of the potential adopters.
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Compatibility. It refers to the degree to which an innovation is perceived as
consistent with the existing values, needs, and past experiences of the potential
adopters. Therefore, higher compatibility of PETs’ specification with the existing
protocols and standards that are commonly used would support the adoption.

Complexity. It refers the degree to which an innovation is perceived as relatively
difficult to understand and use. For example, Privacy-ABCs are based on difficult
cryptographic concepts, which are not easy for people beyond the cryptographers
to understand. In this regard, further effort to provide the policy makers and
application developers with supporting materials facilitating their understanding
as well as developing better user-interfaces for the end users seems to be crucial.

Trialability. It is defined as the degree to which an innovation may be experi-
mented and tested on a limited basis. In other words, it concerns how easy it
would be for a potential adopter to test (or partially test) the features that the
new technology provides. This concern exists for example among the scientific
community around Privacy-ABCs, as they have been constantly developing and
publishing supporting-materials such as reference implementation and online
resources to facilitate examining Privacy-ABCs.

Observability. It refers to the extent to which the innovation or its results are
visible to the others. Unlike many other innovations that have visible results and
can be well demonstrated, some PETs like Privacy-ABCs are very challenging
to present. They are not like stand-alone products or services, but instead they
are integrated into those. Therefore, demonstrators have difficulties showing all
the added values of PETs in demos.

Organization. Beside the characteristics of an innovation itself, several orga-
nizational characteristics of the potential adopters have an influence on their
decision to adopt or reject an innovation.

Top Management Support. This is in general necessary for adopting a new tech-
nology. Concerning PETs, top management’s attitude towards changes caused
by PETs can influence their adoption.

Business Dependency on User Data Collection. Dependency of the organiza-
tion’s business model on the collection of excessive personal data can negatively
influence adoption of PETs like Privacy-ABCs, as some of these technologies
are built to reduce the amount of collected personal data only to the minimum
necessary.

Technology Competence. Our experience from the ABC4Trust pilots shows that
typical developers often have difficulties to integrate Privacy-ABCs into services
on their own, and constant support of technology providers would be needed. At
the same time developers with scientific background and technical understanding
of the technology went through the integration process smoothly. Hence, lack of
technical competency can hinder PETs adoption.
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External Pressure. Various sources of external pressure may influence the
adoption of new innovations and in particular PETs.

Regulatory Pressure. A regulatory body may be the source of coercive pres-
sures [26]. The regulations may directly address privacy and require the business
to implement privacy enhancing mechanisms, or they may indirectly touch the
topic, for instance by defining more costly requirements to protect the collected
personal data.

Social Pressure. There have been major incidents recently, which we expect
to have an influence on the adoption of PETs in general. The most well-known
incidence was brought up by Edward J. Snowden, which indeed highly stimulated
the public opinion on the need for a raise of privacy in online environments. So,
we expect that social pressure on service providers will increase and push them
towards employing mechanisms that reduce personal data collection in their
processes.

Extent of Adoption among Competitors. Knowing a competitor has adopted an
innovation and it has been a success, a firm tends to adopt the same innovation.
We also consider that adoption of PETs by the competitors of a firm motivates
it to follow the same approach not to lose trust.

Standardization. It is very typical for industries to employ procedures, processes
or protocols that are standardized in order to ensure interoperability and sustain-
ability of their products and services. In this regard, Standardization can become
a source of normative isomorphism.

Environment. Here we refer to the external conditions that do not introduce
any pressure, but they can facilitate or hinder adoption of an innovation. For
instance, it is more likely to succeed in implementing the idea of a remote movie
rental company in a country that has cheaper, faster and more reliable postal
services around.

Established Infrastructure Readiness. Having the already established infrastruc-
ture ready to support PETs, the integration of these technologies into the plat-
forms of service providers could become less costly and more attractive. Let us
take eIDs as an example, which have been implemented in various countries
around the world. Service providers can benefit greatly from the established
infrastructure to perform authentication and access control in their online busi-
nesses. It is important that PETs, like Privacy-ABCs, can be integrated with the
existing eID infrastructure without requiring any modifications to this infrastruc-
ture [6]. The EU Project FutureID4 is studying in depth how such an integration
can be done to take full advantage of Privacy-ABCs.

4 http://futureid.eu.

http://futureid.eu
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Perceived Benefits and Costs. There are several factors not included in the
four categories above and which encompass monetary benefits but also costs,
obligations and potential lost revenue. The trades-off and the resulting monetary
effects are discussed separately in Sect. 4.3.

4.2 Influence Level of the Factors

The aforementioned factors have been formulated into a questionnaire targeting
experts from various relevant domains in order to collect their opinion on the
influence level of these factors on the adoption of Privacy-ABCs [27]. The sta-
tistical results demonstrate that the experts considered Business Model Depen-
dency to Data Collection, Complexity for User, Observability, Top Management
Support, Trialability, Cost of Integration, Complexity for Developers, and Reg-
ulations for Data Collection as the top 8 most important or influential factors
impacting the decision of the service providers to employ Privacy-ABCs.

4.3 Cost-Benefit Trade-Offs

Here costs can be seen as investments, but also potentially lost revenue from a
risk analysis point of view. Likewise, benefits can be seen as reducing liabilities
and costs, but also gaining reputation and new users.

The Costs of PETs for Service Providers. Certainly, several of the factors
that affect service providers’ decision to adopt a specific PET are related to
the financial aspects around the collection of personal data. Currently service
providers benefit from the collection of excessive personal data that allows them
to personalize advertisement of goods and services and also improve new ones.
For example, price discrimination or targeted advertising is based on such data,
while the whole realm of big data today is based on the principle of collecting
as much data as possible and find use of this data later.

This holds especially for big data categories analysis and predict & project,
where it is assumed that the quality of data analysis will increase over time. Thus
history information has a specific high value. For personal data this can in turn
be harmful. Consent to use their personal data was given by end users not being
able to identify at time of agreement those analysis, prediction, or projection
methods that could be used in the future. For these big data categories suitable
PETs will be extremely helpful.

In these lines, if PETs diminish the usefulness of personal data, this could be
seen as a cost associated with their deployment. However, this is not always the
case and PETs may make it possible to reach a new economic equilibrium where
data holders can still profit from the value of data, while subjects’ individual
information stays protected. For example, Acquisti has argued that using PETs
like Privacy-ABCs is compatible with price discrimination strategies [1].

There is also a social loss associated with the uncertainty created to users
about the deployment of PETs at the service provider, as usually service
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providers do not reveal details about the level of protection offered. However,
sometimes the quality of data protection is certified by seals that 3rd parties
testified, which can help mitigate the problem.

Another kind of costs is related to the investment costs for the integration
and deployment of PETs inside the service provider. The implementation of
several PETs is now available as an Open Source Software (including Privacy-
ABCs5), but their integration to a specific service or product can still require
a lot of effort. This was experienced in the case of the Patras pilot, where the
adaptation of the core reference implementation to the specific scenario took
considerable effort, with additional complexity introduced by the use of smart
cards and the enhancements regarding the revocation and inspector services. In
general, there is lack of engineering techniques that would facilitate the smooth
integration of PETs and only recently this area has started to attract interest6.

Furthermore, investment can become especially troublesome in cases of inter-
national companies that operate worldwide and need to conform their services
to different standards and privacy regulations. This was experiences in a smaller
scale within ABC4Trust, where one partner company had the role of data proces-
sor developing part of the system and University of Patras had the role of data
controller. To minimize the contact of the former with personal data kept by the
latter, a step-by-step procedure with several safeguards had to be established
through a legal contract, which limited the flexibility of the data processor [17].

Finally, sometimes the service provider might need to educate the users about
the usage of a new PET, which can also be considered as a cost. We saw this
in the Patras user trial, where the University gave to the students an introduc-
tion to Privacy-ABCs before they start using it and it distributed an extensive
user manual about the system. During the user trial, the students requested
additional support sending in total more than 150 emails to the support team,
mostly regarding problems with the use of smart cards.

The Benefits of PETs for Service Providers. One of the benefits for using
PETs is the limitation concerning the liabilities and costs due to lost or mis-
used personal data. Indeed, one privacy risk that service providers face today is
related to insufficient protection of personal data that are collected and stored by
them. For example the insufficient deletion of personal data and the insufficient
response to data breaches can have huge financial consequences to the company.
There have not been reliable estimates of the potential loss from a privacy inci-
dent, but according to the upcoming EU data protection reform, data protection
authorities will be able to fine companies that do not comply with EU rules with
up to 2 % of their global annual turnover7. So from a risk management point of

5 https://github.com/p2abcengine/p2abcengine.
6 E.g., see the Internet Privacy Engineering Network initiative (https://secure.edps.

europa.eu/EDPSWEB/edps/EDPS/IPEN).
7 http://europa.eu/rapid/press-release MEMO-14-186 de.htm last visited May 15th,

2015.

https://github.com/p2abcengine/p2abcengine
https://secure.edps.europa.eu/EDPSWEB/edps/EDPS/IPEN
https://secure.edps.europa.eu/EDPSWEB/edps/EDPS/IPEN
http://europa.eu/rapid/press-release_MEMO-14-186_de.htm
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view, handling personal data can become very costly and using PETs can help
address these risks.

Another aspect that promotes investments in PETs is the concerns about
the harms in reputation associated with high-profile privacy incidents, which is
expected to have a bigger impact as regulation is becoming stricter in mandating
disclosure of privacy failures. Even though is has been suggested that firms lose
billions of dollars due to privacy concerns, there are still not clear data to support
this. An aspect to be considered here is how consumers’ behavior is affected after
privacy breach notifications, given that people’s intentions with regard to privacy
differ from their actual behavior [22].

An indirect but important benefit from PETs is that they can help service
providers save costs by decreasing the risk of fraud or by protecting the orga-
nization’s trade secrets. For example, in the identity management ecosystem it
can be a competitive threat, if IdSPs learn all the users of the service providers.
The use of Privacy-ABCs prevent this by placing the user between IdSPs and
service providers.

5 Concluding Remarks

The results of the Patras trial indicate that users may not need to understand a
PET in order to use it, as long as they trust the technology. The most important
acceptance factor is the usefulness of the technology for the service they want to
access, leaving ease of use (usability) to play a less important, but still significant
role. Overall the benefits of Privacy-ABCs for the users overtook the costs.

Although the participants of the trial are not representative for the general
Internet population, these results may still be generalizable, as the Patras pilot
was conducted with the users that had probably the best possible chances and the
best incentives for understanding Privacy-ABCs: technically savvy and privacy-
aware computer science students.

For the service providers, economic forces, cryptographic technologies, and
targeted regulatory guidelines would have to conspire to lead to adequate adop-
tion. This is what Laudon called “co-regulative” solutions to privacy prob-
lems [20]. But the right balance will be decided from a societal viewpoint and
may thus be different from society to society.

Looking to the future, we are still missing more and broader field trials to
explore the socioeconomic factors of privacy technologies. There are some EU-
wide surveys on public perception of privacy (e.g., [23]), but more focused ones
on the adoption factors of PETs is still missing. Moreover, we should investigate
not only adopters, but also non-adopters of PETs in order to better understand
the acceptance factors. We are also especially missing controlled user accep-
tance experiments that would shed light on the causal relation between the user
acceptance factors.

From the service providers’ point of view, firms are more likely to utilize
cost-benefit analysis if there is reliable data to inform the analysis. Until today
however we are still missing large-scale data. For example, there have not been
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reliable estimates of the potential loss from a privacy incident. Also there is little
data on the reputation impact of privacy breach notifications or on the revenue
loss of firms due to privacy concerns.

A Discussion on the Applicability of UTAUT
and UTAUT2

Although UTAUT [34] and UTAUT2 [35] are more successful models than TAM
in predicting technology acceptance, we identified TAM as being more suitable
in the context of the Privacy-ABC trial.

TAM considers two main factors that influence user adoption: Perceived Use-
fulness (called Performance Expectancy in UTAUT) and Perceived Ease of Use
(called Effort Expectancy in UTAUT). UTAUT extends TAM with one addi-
tional factor that directly influences intention to use the technology: Social Influ-
ence, which is the degree to which the user perceives that people whose opinion
the user values believe that the user should use the technology.

We tested the influence of this factor in the first Privacy-ABC trial [5] and
found no relation to the intention to use Privacy-ABCs. Therefore, we decided
to drop this factor. We hypothesize that in the trial environment, this factor
may not be applicable, as Privacy-ABCs are only known to the fellow students,
and the usage in our scenario did not involve peer pressure (as this would be the
case, for example, for social media).

These findings are consistent with the UTAUT and UTAUT2 investigations,
where Social Influence was not found to be an important adoption factor, espe-
cially for younger users with high experience, as in our sample. We note, however,
that for application of Privacy-ABCs in other scenarios and with other (older
and less experienced) user populations, Social Influence may be considered.

Additionally, UTAUT considers some factors (age, gender, experience, vol-
untariness of use) that moderate the relation between the intention to use the
systems and the main factors. Considering these moderators does not make sense
in our case, however, as our sample is very homogeneous in this respect: The
students are of very similar age and experience, all of them use the system vol-
untarily, and the overwhelming majority is male.

Similar non-applicability considerations apply to the UTAUT2 model that
considers additional main acceptance factors: hedonic motivation (the user
derives fun or pleasure from using the system), price value (the monetary cost
of the system usage), and the habit in using the system.

B Measurement Scales for User Acceptance Factors

The constructs considered in this research are presented in Table 2 on page 18.
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Table 2. Measurement scales for the user acceptance factors; all items were measured
on a 5-point scale ranging from 1 = “strongly disagree” to 5 = “strongly agree”.

Intention to Use (adpated from [32,33])

Assuming that the Privacy-ABC system is available for course evaluations, I
intend to use it

I would use the Privacy-ABC system for course evaluations in the next semester
if it is available

Given that the Privacy-ABC system is available for course evaluations, I would
use it

Perceived Usefulness for Primary Task (adapted from [32,33])

Using Privacy-ABCs improves the performance of course evaluation

Using Privacy-ABCs enhances the effectiveness of course evaluation

I find Privacy-ABCs to be useful for course evaluation

Perceived Usefulness for Secondary Task (adapted from [32,33])

Using Privacy-ABCs improves my privacy protection

Using Privacy-ABCs enhances the effectiveness of my privacy protection

I find Privacy-ABCs to be useful in protecting my privacy

Perceived Ease of Use (adapted from [32,33])

Interacting with the Privacy-ABC System does not require a lot of my mental
effort

The Privacy-ABC System is easy to use

I find it easy to get the Privacy-ABC System to do what I want to do

Perceived Risk (adapted from [24])

I would see the decision to evaluate the course with the Privacy-ABC System as
a risky action

Trust into the Privacy-ABC technology (adapted from [24])

The Privacy-ABC System is trustworthy

Situation Awareness (adapted from [37])

With Privacy-ABCs, I always know which personal information I am disclosing

I find it easy to see which information will be disclosed in order to get a credential

Privacy-ABCs let me know who receives my data

The Privacy-ABC system gives me a good overview of my personal data stored
on my Smart Card

I can easily find out when (e.g., at which date) I have received a credential via
the University Registration System

I get a good overview of who knows what about my private information from the
Privacy-ABC System

I can easily see which and how many Privacy-ABC credentials I have been issued
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