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Preface

Personalized systems aim at adapting the content, the interface or the services in
general to each user. As an integral part of our daily interactions on the web in
various forms, from search engines to online shopping websites, they help us find
contents more efficiently. The technologies that drive the adaptation to end users are
based on the inference of user’s preferences and characteristics from the traces that
the user leaves while interacting with the applications. Traditionally, explicit and
implicit user feedback has been used to model the users.

Personalized services can now take advantage of more detailed user profiles that
include highly descriptive features, such as emotions and personality. This has
become possible with the advent of robust methods for an unobtrusive detection of
personality, emotions and sentiments from different modalities, such as social
media traces, mobile devices and sensors.

This book brings in a single volume the basic bricks needed to understand and
build personalized systems based on emotions and personality along with more
advanced topics. It bridges personalization algorithms, such as recommender sys-
tems, with psychologically motivated user-centric concepts, such as emotions and
personality. It translates psychological theories of emotions and personality into
computational models for use in personalization algorithms. It surveys techniques
for the implicit and explicit acquisition of personality, emotions, sentiments and
social signals from sensors, mobile devices and social media. It provides design
hints to develop emotion- and personality-aware systems as well as examples of
personalized applications that make good use of personality. This book will help
researchers and practitioners develop and evaluate user-centric personalization
systems that take into account the factors that have a tremendous impact on our
decision-making emotions and personality.

In the first part of the book, the theoretical background for the psychological
constructs of emotions and personality is given. The second part covers the
state-of-the-art methods for the unobtrusive acquisitions of emotions, personality,
social signals and sentiments. The third part describes the concrete applications of
personalized systems working in a wide range of domains (from music
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recommendation to e-learning) with different aims, such as improving algorithms
for context-aware recommendation or diversification of suggested items. Ethical
issues are discussed as well.

We would like to thank all of the authors for their contributions to this book.
Also, special thanks go to the reviewers that assured the high quality of the
chapters. We are grateful to the Springer staff, especially Beverley Ford and James
Robinson for their support throughout the production of this book. Last but not
least, we are thankful to many of our colleagues that supported this effort through
critical and constructive discussions.

Linz, Austria Marko Tkalčič
Bari, Italy Berardina De Carolis
Bari, Italy Marco de Gemmis
Ljubljana, Slovenia Ante Odić
Ljubljana, Slovenia Andrej Košir
April 2016
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Part I
Background



Chapter 1
Introduction to Emotions and Personality
in Personalized Systems

Marko Tkalčič, Berardina De Carolis, Marco de Gemmis, Ante Odić
and Andrej Košir

Abstract Personalized systems traditionally used the traces of user interactions to
learn the user model, which was used by sophisticated algorithms to choose the
appropriate content for the user and the situation. Recently, new types of user mod-
els started to emerge, which take into account more user-centric information, such as
emotions and personality. Initially, these models were conceptually interesting but
of little practical value as emotions and personality were difficult to acquire. How-
ever, with the recent advancement in unobtrusive technologies for the detection of
emotions and personality these models are becoming interesting both for researchers
and practitioners in the domain of personalized systems. This chapter introduces the
book, which aims at covering the whole spectrum of knowledge needed to research
and develop emotion- and personality-aware systems. The chapters cover (i) psy-
chological theories, (ii) computational methods for the unobtrusive acquisition of
emotions and personality, (iii) applications of personalized systems in recommender
systems, conversational systems, music information retrieval, and e-learning, (iv)
evaluation methods, and (v) privacy issues.
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4 M. Tkalčič et al.

1.1 Introduction

In order to deliver personalized content, adaptive systems take advantage of the
knowledge about the user. This knowledge is acquired through data mining of the
digital traces of the user. These information are used to build user models, which are
in turn used by personalization algorithms to select the content tailored to each user in
a given situation. In the past two decades, we have witnessed a tremendous improve-
ment in personalized systems from early experiments, such as the first recommender
systems [24], to highly complex and computationally demanding algorithms, such as
those competing in the Netflix prize [3]. All these methods were based on feedback
provided by users, mostly in the form of explicit ratings or implicitly by interpreting
the user interactions on the web.

The advances in personalization technologies brought these systems closer to
the user. Throughout the years these systems started to incorporate more and more
psychologically motivated user-centric concepts, such as personality [12, 27] and
emotions [26], to model users. However, the inclusion of such complex information
required the acquisition of these, which was intrusive and time consuming.

In recent years, the maturity of methods for the unobtrusive acquisition of emo-
tions (under the umbrella of affective computing [20]) and personality (under the
umbrella of personality computing [28]) has grown to a level that allows its incor-
poration in personalized systems. In order to achieve true emotion- and personality-
aware personalized systems, psychological theories and computational models need
to become a part of user models and personalization algorithms.

This book aims at bridging the work carried out in these separate communities. It
discusses (i) psychological theories, (ii) computational methods for the unobtrusive
acquisition of emotions and personality, (iii) applications of personalized systems in
recommender systems, conversational systems, music information retrieval, and e-
learning, (iv) evaluation methods and (v) privacy issues. It is a comprehensive guide
for students, researchers, and practitioners for developing emotion- and personality-
aware personalized systems.

1.2 Historical Background

Personalized systems have traditionally relied on digital traces of users, which were
collected during the interaction of the users with the adaptive system. For example, a
lot of recommender systems rely on explicit ratings of items [1].As explicit ratings are
hard to acquire, implicit feedback started to gain attention (e.g., [13, 22]). However,
a limitation of these approaches is that they are bound to the data that the researchers
or developers have currently at hand. Such data might not include some data that is
highly informative about the user.

Alternative ways of modeling users have been sought applying psychologically
motivated models. Researchers conjectured that user information, such as emotions
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and personality, account for the variance in user preferences and behavior and could
help in the improvement of personalized systems.

As defined by [19], the psychological concept of personality accounts for individ-
ual differences in the people’s enduring emotional, interpersonal, experiential, atti-
tudinal, and motivational styles. Personality is supposed to be stable across longer
periods of time. A popular model for describing a user’s personality is the Five
Factor Model (FFM), which consists of five main factors, as the name implies:
Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism. Stud-
ies have shown that personality relates well with a number of real-life user prefer-
ences, such as music [6, 23]. Hence, personality appears to be a good feature set
for modeling long-term user preferences. To account for mid- and short-term pref-
erences, moods and emotions appear good candidates. While emotions are affective
states that are triggered, last for a short period of time and have several dimensions
(e.g., valence and arousal), moods last longer, do not appear to have been triggered
and are generally described along the positive-negative axis [7]. Since personalized
systems are considered as tools in the process of human decision-making [14] emo-
tions need to be taken into account. Nobel prize winner Daniel Kahneman and his
colleague Amos Tversky modeled the human decision-making process as a two-
systems model, a slow, rational and a fast, emotional one [15].

The consumption of items in some domains (for example, movies, music, or
touristic destinations) is heavily marked by the users’ emotional reactions. As the
keynote speaker at the EMPIRE 2015 workshop, Shlomo Berkovsky, pointed out,
often the consumption is made with the intent of experiencing emotions [4]. For
example, the primary reason why people consume music is to manage/regulate their
emotions [18]. Similarly, both movie makers and consumers stress the importance
of the emotional response; consumers combine prototypical emotions into more
complex second-order emotions [2], while movie makers are well aware of it, as this
Woody Allen quote illustrates: “If my films make one more person miserable, I’ll
feel I have done my job.”

The interplay between personality and emotions has been investigated and
research has revealed that personality traits predispose individuals to certain mood
states, which then influence emotional processing [25].

Early attempts to model users using their personalities and emotions include a
variety of works, such as [10, 12, 26, 27]. The drawback of these methods was that
the acquisition of personality and emotions was a time-consuming effort in the form
of self reports. With the advent of robust methods for the unobtrusive detection of
emotions [11, 29] and personality [8, 9, 16, 21] the application of emotions and
personality for personalization became much more attainable.

Emotions and personality are universal in the sense that (i) they are domain/service
independent and (ii) they cover a wide temporal range. The domain independency
is an attractive property and has started to receive attention recently by the exploita-
tion of personality for relating user preferences in different domains [5]. The wide
temporal range allows for coarse- and fine-grained modeling in time, which is an
underestimated aspect in personalization research.
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The relevance of the topics covered in this book is reflected also in the growing
attention they are gaining in academia, industry, and the general media. Researchers
are increasingly investing their efforts in these topics, which is reflected in (i) the
growing amount of publications in major journals (such as [16]) and (ii) a number
of dedicated venues. Besides the biannual conference on Affective Computing and
Intelligent Interaction (ACII), there is a number of related workshops, such as the
Emotions and Personality in Personalized Systems (EMPIRE) series held in 2013,
2014, and 2015 or theWorkshop onComputational Personality Recognition (WCPR)
held in 2013 and 2014. Industry is also investigating the affective aspects of user inter-
action. Known examples are (i) the IBM’s online tool for personality detection from
social media1 and (ii) the report on the massive experiment carried out by Face-
book with emotional contagion [17]. Facebook has also introduced the acquisition
of affective feedback of posts through adding emoticons to the Like button.2 The
general media has widely covered the aforementioned Facebook experiment as well
(see the Forbes coverage,3 for example). Furthermore, automatic personality detec-
tion from social media is getting attention, as it has been exposed by the Harvard
Business Review as the top tech trend to watch in 2016.4 This book aims at bringing
together research efforts in psychology, affective computing, personality computing,
user modeling and personalized systems, which are still running independently in
order to benefit from each other.

1.3 Emotions and Personality in Personalized Systems

This book contains 18 chapters divided in four parts: (i) background, (ii) acquisition
and corpora, (iii) applications, and (iv) evaluation and privacy.

Thefirst part of this book is concernedwith the theoretical backgroundof emotions
and personality.

In the Chap.2, the authors FrancescaD’Errico and Isabella Poggi provide a survey
of models of emotions suitable to use by computer scientists. Besides presenting the
models commonly used in affective computing, i.e., dimensional models of emotions
and cognitive models of emotions the authors discuss a socio-cognitive approach of
modeling emotions. This approach has been neglected so far in affective computing
and modeling (which focused on individual emotions) but offers advantages as it
captures some social dynamics (e.g., envy, admiration), which can be useful, for
example in group recommender systems.

1https://watson-pi-demo.mybluemix.net/.
2http://www.forbes.com/sites/kathleenchaykowski/2016/02/24/facebook-no-longer-just-has-a-
like-button-thanks-to-global-launch-of-emoji-reactions/#7dc2bdab4994.
3http://www.forbes.com/sites/gregorymcneal/2014/06/28/facebook-manipulated-user-news-feeds
-to-create-emotional-contagion/\#64f9dbaa5fd8.
4https://hbr.org/2015/12/8-tech-trends-to-watch-in-2016.

http://dx.doi.org/10.1007/978-3-319-31413-6_2
https://watson-pi-demo.mybluemix.net/
http://www.forbes.com/sites/kathleenchaykowski/2016/02/24/facebook-no-longer-just-has-a-like-button-thanks-to-global-launch-of-emoji-reactions/#7dc2bdab4994
http://www.forbes.com/sites/kathleenchaykowski/2016/02/24/facebook-no-longer-just-has-a-like-button-thanks-to-global-launch-of-emoji-reactions/#7dc2bdab4994
http://www.forbes.com/sites/gregorymcneal/2014/06/28/facebook-manipulated-user-news-feeds-to-create-emotional-contagion/#64f9dbaa5fd8
http://www.forbes.com/sites/gregorymcneal/2014/06/28/facebook-manipulated-user-news-feeds-to-create-emotional-contagion/#64f9dbaa5fd8
https://hbr.org/2015/12/8-tech-trends-to-watch-in-2016
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Sandra Matz, Yin Wah Fiona Chan, and Michal Kosinski survey models of per-
sonality in Chap.3. They cover a wide range of personality models including the
most popular Five Factor Model (FFM). The authors stress the importance of the
underlying assumptions, which lead to each model. The discussion includes also
the relationships between the models and the suitability of the models for automatic
detection of personality through digital footprints.

The secondpart of this book covers the tools and techniques for acquiring emotions
and personality.

State-of-the-art methods for the unobtrusive acquisition of emotionsare surveyed
in Chap.4 authored by Björn W. Schuller. The chapter lists the modalities used
in state-of-the-art emotion detection: language (spoken and written), video (facial
expressions, body posture andmovement), and physiology (brainwaves, tactile data).
The author also lists free tools for multimodal affect annotation and acquisition and
outlines the current research directions and opportunities.

AilbheFinnerty,BrunoLepri, andFabioPianesi cover themethods for unobtrusive
detection of personality in Chap.5. Based on social and psychology studies, which
suggest that uncontrolled and unconscious behavior yields cues related to personality,
the authors survey these cues from various modalities: text, audio, video, mobile
phone data, and wearable sensors. Furthermore, the authors present methods for the
recognition of personality states, an alternative to personality traits, where people
with different traits engage in a similar behavior but in a different manner.

AlessandroVinciarelli surveys the concepts andmethods inSocial Signal Process-
ing (SSP) in Chap.6. He provides a conceptual map of SSP, which is concerned about
the analysis and synthesis of social signals in human–human and human–machine
interactions. He proceeds with describing the methodologies used in SSP and wraps
with a substantial section on open issues and challenges.

Chapter7 has been written by Hassan Saif, Javier Ortega, Miriam Fernandez,
and Iván Cantador and covers the issue of sentiment analysis in social streams.
Sentiment, which describes the users’ attitudes toward certain items (e.g., shopping
items, political parties, etc.), can be, similarly to personality and emotions, inferred
fromusers’ digital traces. The authors describe data sources, techniques, applications,
and open challenges in sentiment analysis.

Experience sampling through mobile devices is covered in Chap.8, authored by
Veljko Pejović, Neal Lathia, Cecilia Mascolo, and Mirco Musolesi. The chapter is
concerned with the specific opportunities that mobile devices offer for sampling the
state of the users. Although it appears that by having the device always at hand a
high sampling rate can be achieved the actual sampling needs to be timed well. The
authors describe the conceptual and technical aspects ofmobile experience sampling.
Furthermore, they provide a list of off-the-shelf frameworks for a fast development
of experience sampling applications.

In order to carry out experiments with affective and personality user data appropri-
ate datasets are needed. As mentioned in other chapters as well, the lack of corpora is
an important issue. Luckily, the number and sizes of corpora is growing and Chap.9,
written by Ante Odić, Andrej Košir, and Marko Tkalčič, presents a snapshots of
datasets available at the time of writing. The authors complement the main content

http://dx.doi.org/10.1007/978-3-319-31413-6_3
http://dx.doi.org/10.1007/978-3-319-31413-6_4
http://dx.doi.org/10.1007/978-3-319-31413-6_5
http://dx.doi.org/10.1007/978-3-319-31413-6_6
http://dx.doi.org/10.1007/978-3-319-31413-6_7
http://dx.doi.org/10.1007/978-3-319-31413-6_8
http://dx.doi.org/10.1007/978-3-319-31413-6_9
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with a list of stimuli datasets, which are useful in the generation and annotation (also
using tools presented in Chap. 4) of new datasets.

The third part of the book presents applications that take advantage of user data
acquired through techniques, similar to those presented in Chap. 4 through Chap.9.

In Chap.10, authored by Tobias Baur, Dominik Schiller, and Elisabeth Andre,
a conversational system based on interpersonal cues that reflect the user’s social
attitude within a specific context, is presented. The system takes advantage of SSP
as presented in Chap.6. They use the SSI open-source real-time SSP framework to
detect social cues, which are then used in a job interview scenario and in a social
robot scenario.

Personality has been exploited to achieve optimal diversity in a set of recom-
mended items in the system presented in Chap. 11, written by Li Chen, WenWu, and
Liang He. Based on a user study that showed the relationship between personality
traits and individual preferences for diversity, the authors designed a recommender
system for movies that adjusted the diversity based on the user personality.

In Chap.12, the authors Ju-Chiang Wang, Yi-Hsuan Yang, and Hsin-Min Wang
present an emotion-based music retrieval system based on their automatic music
emotion recognition approach. Based on a query in the valence-arousal (VA) space
the systems ranks music items that most closely match the query. The affective anno-
tation of music items (in the VA space) is done automatically through an algorithm
based on Gaussian Mixture Modeling (GMM). The authors also provide the link to
the source code.

The usage of emotions and personality in e-learning is covered inChap. 13 byOlga
Santos. She surveys 26works that take advantage of personality and/or emotions in an
e-learning context. The author compares the surveyedworks based on the educational
setting, emotion/personality acquisition methods and modalities, affective models,
and types of affective interventions. She also provides a list of open issues and
challenges among which are also affective interventions in collaborative learning
scenarios and contextual learning environments.

InChap.14,MariusKaminskas and FrancescoRicci present a system thatmatches
music andpoints of interest basedon the emotions they evoke.Througha series of user
studies the authors showed that a music-place matching yields better results (in terms
of precision) when emotions are taken into consideration than in a classical rating-
based approach. The outcomes of the presented study can be used for recommending
music that fits to a point of interest.

Yong Zheng, Bamshad Mobasher, and Robin Burke present the results of a
context-aware recommender system in Chap.15. They performed an offline experi-
ment using several contextual variables. They showed that when emotionswere taken
into consideration as context, the performance, in terms of the Root Mean Square
Error (RMSE), of the recommender system improved.

The interrelation between colors and emotions in the context of music informa-
tion retrieval is studied in Chap.16, authored by Gregor Strle, Matevž Pesek, and
Matija Marolt. Through a series of online studies, which required the development
of dedicated user interface elements, the authors found that genre and context affect
the perception of emotions in music.

http://dx.doi.org/10.1007/978-3-319-31413-6_4
http://dx.doi.org/10.1007/978-3-319-31413-6_4
http://dx.doi.org/10.1007/978-3-319-31413-6_9
http://dx.doi.org/10.1007/978-3-319-31413-6_10
http://dx.doi.org/10.1007/978-3-319-31413-6_6
http://dx.doi.org/10.1007/978-3-319-31413-6_11
http://dx.doi.org/10.1007/978-3-319-31413-6_12
http://dx.doi.org/10.1007/978-3-319-31413-6_13
http://dx.doi.org/10.1007/978-3-319-31413-6_14
http://dx.doi.org/10.1007/978-3-319-31413-6_15
http://dx.doi.org/10.1007/978-3-319-31413-6_16
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The last part of the book is focused on evaluation and privacy issues.
The authors Marco de Gemmis, Pasquale Lops, and Giovanni Semeraro describe,

in Chap.17, a system where emotions are treated as affective feedback. They col-
lect such feedback to assess the quality of serendipitous recommendations. These
are known to be hard to assess as they require to be unexpected (hence related to
diversity), but generate a positive response in end users. Through a user study, the
authors found that the emotions happiness and surprise are related to serendipitous
recommendations.

In the Chap.18 the authors JasonR.Wilson,Matthias Scheutz, andGordonBriggs
discuss the important aspect of ethical implications of having affect-aware socially
assistive robots around users. The chapter describes ethical issues related to two
fictional scenarios related to robots assisting a person with Parkinson’s Disease.
The ethical issue discussed are (i) respect for social norms, (ii) decisions between
competing obligations, (iii) building and maintaining trust, (iv) social manipulation
and deception, and (v) blame and justification.

1.4 Conclusion and Future Work

This book aims at providing the pillars to design novel personalized systems that will
better understand users through the knowledge of their personality and emotions. It is
just the beginning of the journey. As the authors mention in their respective chapters,
there are plenty of open issues and opportunities for improvement in the future.

There is a strong need for more datasets of user interaction annotated with per-
sonality and emotions. The data acquisition should go into the direction of collecting
data from more modalities, more accurate and less intrusive techniques and more
timely acquisition.

The user modeling should go into the direction of complexity, taking into account
more aspects. Furthermore, models should be done in a less generic and a more
domain-dependent fashion. In fact, using users’ psychological aspects as described
in this book, can result in an improvement of services in a wide array of applications,
such as e-commerce, e-learning, e-government, e-health, entertainment, negotiations,
job interviews, psychotherapy, and intercultural communications.
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27. Tkalčič, M., Kunaver, M., Tasič, J., Košir, A.: Personality based user similarity measure for
a collaborative recommender system. In: Peter, C., Crane, E., Axelrod, L., Agius, H., Afzal,
S., Balaam, M. (eds.) 5th Workshop on Emotion in Human-Computer Interaction-Real World
Challenges, p. 30 (2009). http://publica.fraunhofer.de/documents/N-113443.html

28. Vinciarelli, A., Mohammadi, G.: A Survey of personality computing. IEEE Trans. Affect.
Comput. 3045(c), 1–1 (2014). doi:10.1109/TAFFC.2014.2330816. http://ieeexplore.ieee.org/
lpdocs/epic03/wrapper.htm?arnumber=6834774

29. Zeng, Z., Pantic, M., Roisman, G.I., Huang, T.S.: A survey of affect recognition methods:
Audio, visual, and spontaneous expressions. IEEE Trans. Pattern Anal. Mach. Intell. 31(1),
39–58 (2009). doi:10.1109/TPAMI.2008.52

http://dx.doi.org/10.1073/pnas.1320040111
http://dx.doi.org/10.1073/pnas.1320040111
http://www.ncbi.nlm.nih.gov/pubmed/24994898
http://www.ncbi.nlm.nih.gov/pubmed/24889601
http://www.ncbi.nlm.nih.gov/pubmed/24889601
http://dx.doi.org/10.1348/000712610X506831
http://dx.doi.org/10.1348/000712610X506831
http://www.ncbi.nlm.nih.gov/pubmed/21241288
http://dx.doi.org/10.1007/BF01238028
http://www.amazon.ca/exec/obidos/redirect?tag=citeulike09-20&path=ASIN/0262161702
http://www.amazon.de/exec/obidos/redirect?tag=citeulike01-21&path=ASIN/0262161702
http://www.amazon.fr/exec/obidos/redirect?tag=citeulike06-21&path=ASIN/02621617
http://dx.doi.org/10.1109/PASSAT/SocialCom.2011.26
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6113111
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6113111
http://ieeexplore.ieee.org/xpls/abs_all.jsp?arnumber=6113111
http://dl.acm.org/citation.cfm?id=1795167
http://dl.acm.org/citation.cfm?id=1795167
http://dx.doi.org/10.1037/0022-3514.84.6.1236
http://dx.doi.org/10.1037/0022-3514.84.6.1236
http://doi.apa.org/getdoi.cfm?doi=10.1037/0022-3514.84.6.1236
http://portal.acm.org/citation.cfm?id=245121
http://portal.acm.org/citation.cfm?id=245121
http://www.ncbi.nlm.nih.gov/pubmed/9747185
http://www.ncbi.nlm.nih.gov/pubmed/9747185
http://dx.doi.org/10.1007/s11257-010-9079-z
http://dx.doi.org/10.1007/s11257-010-9079-z
http://www.springerlink.com/content/3l2p657572rt4j11
http://www.springerlink.com/content/3l2p657572rt4j11/
http://www.springerlink.com/content/3l2p657572rt4j11/
http://www.springerlink.com/index/10.1007/s11257-010-9079-z
http://www.springerlink.com/index/10.1007/s11257-010-9079-z
http://publica.fraunhofer.de/documents/N-113443.html
http://dx.doi.org/10.1109/TAFFC.2014.2330816
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6834774
http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=6834774
http://dx.doi.org/10.1109/TPAMI.2008.52


Chapter 2
Social Emotions. A Challenge for Sentiment
Analysis and User Models

Francesca D’Errico and Isabella Poggi

Abstract The work overviews the theoretical models of emotions mainly used by
computer scientists in the area of user modeling and sentiment analysis. Central
in this regard are the dimensional models in which the body side is crucial, and
the cognitive ones in which the evaluation processes give rise to emotions. Special
attention is devoted to a socio-cognitive model of emotions in terms of goals and
beliefs, focusing on social emotions, both related to image (admiration, bitterness,
enthusiasm) and to self-image (pride, shame). Nature, function, and typical body
signals of these emotions are overviewed.

2.1 Introduction

In recent years, we have witnessed a fruitful dialog between psychosocial and com-
puter sciences, within the field of artificial intelligence, passing from the planning
of “systems that act like humans” to “systems that think like humans” [88].

The reason is clearly due to progress in both fields and to the integration of
theoretical psychological models with technologies, increasingly able to apply these
models to their programming languages. One more merit of this is the reciprocal
feedback: theoretical models risk to remain abstract when not considered from a
computational point of view, while computational ones are not sufficiently grounded
if only tailored on the machine. Further, the computational point of view forces
psychologists to testmodels of emotions in a temporal dynamics; thismethodological
constraint enrichesmodels of emotionswith “virtual ecology”, i.e., a retry in time and
space of things that would not be ethically provable in the laboratory [37]. Gratch and
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Marsella (2010; [37]) have highlighted the crucial role of the theoretical modeling
of emotions within computer science, mostly for two main areas: human–computer
interaction and artificial intelligence.

As for AI and robotics, the adaptive nature of goals and selection of emotions
allows to design systems more intelligent and skillful [56, 60] but also able to under-
stand which alternatives are more relevant for the system in relation to the context.
Emotions are qualified as “control choices” that direct the appraisals of what is dan-
gerous or pleasant toward greater awareness of the relevance of certain problems
[59]. Hence, we deduce how essential cognitive models of emotions are for the
improvement of AI and robotics.

As for HCI instead the expressive aspects of emotions seem especially relevant,
since the “emotional displays” [29] have a decisive role in the detection andmodeling
of theUsers’ intentions and behaviors. Given that theymay elicit particular responses
to “social imperatives” [33], theymaybeused inHCI to induce social responsibility or
reduce conflict [26], through emotional contagion and consequent persuasive effects
[79]. More generally, in HCI the expression of emotions is essential in improving
the relationship with the user, for example in the case of virtual empathetic [67]
and reliable agents [18] and their use, for example, in education to increase intrinsic
motivation [44], as well as in e-commerce, tutoring, entertainment, and decision
supporting training [27].

Such research areas have over time launched a body of research on user mod-
eling, thanks to which systems try to improve their response to users by means of
a progressive adaptation to their needs, as in the case of intelligent tutoring sys-
tems, expert systems in the domain of decision-making, recommender systems, and
the “affective user adaptive interfaces” where a system can conduct a more socially
acceptable dialog by means of a right speech tone and content, and predict affective
reactions [41].

To go in depth in some affective states and their expression, this chapter, after
providing an overview of some models of emotion (Sects. 2.2 and 2.3) and some
cases of their application by computer science, presents a socio-cognitive approach
to emotions and focuses on a particular subset of them: some social emotions in the
realm of the individual’s image and social identity—enthusiasm, pride, shame, admi-
ration, bitterness—and a particular way of communicating, induced by bitterness and
a sense of injustice, that we call “acid communication” (Sect. 2.4). It concludes by
highlighting how a detailed knowledge of the cognitive structure of these and of
their expression can contribute to research in Affective Computing and Sentiment
Analysis.

2.2 Dimensional Theories of Emotions

At the origin of the contrasts between theoretical models of Affect is the historical
controversy betweenZajonc andLazarus on the origin of emotions and the primacy of
emotion on cognition [105, 106]. The priority of arousal—as defined by Zajonc—is



2 Social Emotions. A Challenge for Sentiment Analysis and User Models 15

opposed to the assumption that considers the primacy of cognitive processes of sig-
nificance and relevance evaluation over physiological activation ([28], Bellelli 2013).
The dimensions considered during the evaluation process of appraisal, like pleasant-
ness, novelty confirmation or disconfirmation of initial expectations, according to
supporters of the appraisal lead to a differentiation among emotions based solely on
processes of interpretation and labeling of positivity/negativity of the event.

Beyond Zajonc, other authors have overestimated physiological reactions giving
rise to the “dimensional theories” that consider cognitive processes simply as the
attribution of a cause to some perceived body reaction; see [58, 88] neurophysiolog-
ical construct of core affect “that underlies simply feeling good or bad, or drowsy
energised” and that can be changed by evaluation processes (appraisal) but also by
altering substances.

Such theories start from Osgood et al. [66], who emphasize the dimensions of
pleasantness and activation in the elicitation of emotions, while adding the dimen-
sion ofdominance. This tripartite division, beside highlighting the difference between
emotions such as anger and anxiety—has created the “pad” model that describes
emotions in a simple but precise way by marking their difference in a space where
those dimensions “are both necessary and sufficient to adequately define emotional
states” (Russell andMehrabian 1977, p. 273). Each emotion is defined by its position
on the dimensions of dominance, arousal and pleasantness. These studies are the
basis for physiological and neuropsychological emotion research [94], but also, the
dimensional theories exploited in the study of body expressions [97] become central
in research on emotion expression. Here, Ekman identifies the facial communica-
tion of basic emotions—fear, happiness, anger, surprise, disgust, and sadness—and
represents them through Action Units [30], muscle movements of the face that he
demonstrates to be culturally shared. But since emotion expression is multimodal
[77], gaze too ([1], Kendon 1992, [77]), posture (Bertouze 2015), gestures ([57],
Kendon 2004), head movements [16, 84], voice [42, 95, 96] have also been investi-
gated, and such research has been used by scholars in human–computer interaction,
multimodal users interfaces, and virtual agents [27, 43, 47, 72].

Other related contributions on emotion are those that consider it as composed of
arousal plus cognitive interpretation of the situation; these cognitive processes and
their contents operate through labeling processes, judgment, and causal attribution to
define the quality of emotional experience. An example is Schachter [92], whose sub-
jects, placed in a state of arousal, if told they had received an injection of adrenaline
attributed their state to this, not looking for other causes, while if not informed they
labeled their state as an emotion [92].

Mandler [54] emphasizes the relationship between arousal, seen as perception of
the activity of the sympathetic nervous system, and the intensity of the emotion in
determining its value or control; but the definition and characteristics of the emotions
are defined by comparing mental patterns with information brought by the event: if
congruent, the emotion is positive, and new information is integrated in the scheme
by a process of assimilation. Thus arousal, value judgments and familiarity are the
determinants of emotional experience.
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Computer science has often attempted to apply these theories, for instance exploit-
ing the detection of physiological activation to recognize emotional behavior and
“user affective state”, but their weak relationship with cognitive and evaluation
processes makes such attempts rather weak and not very functional for advanced
computational modeling [56].

At present Wasabi ([W]ASABI [A]ffect [S]imulation for [A]gents with
[B]elievable [I]nteractivity; Becker-Asano and Wachsmuth 2008)—a system for
humanoid expressing primary emotions—has used one of these models, but it was
necessary to integrate it with an “appraisal” approach. In fact, Wasabi separates
the body side of emotion, based on the dimensional model of the core Affect [88],
from cognitive appraisal ([93], see below), distinguishing a “low road”, in which an
appraisal is directly determined by an impulse, from a “high road”, triggered by a
conscious appraisal based on the evaluation of the event and its coherence with the
agent’s/system’s goals.

Another approach is based on the mixed model called ALMA, which aims to
improve the quality of calls between virtual characters (Gebhard 2004) so that the
emotional state influences both the nonverbal and the verbal contribution. In this case,
the mood is calculated based on Ortony and colleagues’ model of emotions ([65],
see below) and on the space of emotional meanings based on Russell and Mehrabian
(1977), defined by pleasure, arousal, and dominance.

2.3 Cognitive Theories of Emotions

While dimensional models do not lead to advanced computational models, this is
more directly allowed by the appraisal view of emotions, arising within the “infor-
mation processing perspective” [37, 56]. These cognitive theories that include [33]
“tendency to action”, are intended to identify the mental processes and contents
that make certain events “emotional”, by composing distinguishable emotions. The
important elements for the emotional experience are called “cognitive appraisals”
and “action tendencies” that capture and condense the structure of meaning of an
emotional event (D’Urso and Trentin, 2009), interpreting it as positive or negative
on the basis of situational meaning and hence causing different emotions [33]. It is
not the nature of the event to arouse the emotion, but its interpretation and evaluation
in relation to a subject’s goals [13]. In fact, the same stimulus can be interpreted
differently and therefore elicit different emotions [33]: the appraisal is a part of the
cognitive representation and a determinant of the emotion; e.g., if I believe I have
been offended, what makes me angry [28] is this “knowledge”. Here, the term refers
to the general aspects and contextual, concrete and abstract knowledge, organized in
our mind in the form of attitudes, beliefs, naive theories; and “cognitive evaluations”
(Appraisal) are “a form of personal significance” consisting of assessments made of
the meaning that the knowledge has for the subject’s well-being [50].
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The emotional process is thus a sequence of relevance evaluation (appraisal),
assessment of significance, action preparation, and action [33, 62] and it is based on
the evaluation of the event as positive or negative not in itself, as posited by dimen-
sional theories, but with respect to the subject’s goals [12]. The motivational core
of emotions becomes central [13]: emotional experiences are frequently motivations
for behavior, every emotion is perceived as an action tendency to do something, and
different action tendencies characterize different emotions [33]. The communicative
theory [62] shows the control mechanisms aimed to evaluate plans and purposes in
progress and to communicate these changes to other modules.

2.3.1 The Cognitive Structure of Emotions: OCC

Within the cognitive approach, some theoretical frameworks were fertile ground
for the study of emotions by computer scientists. The so-called “OCC” model [64]
provides a clear and convincing structure of the eliciting conditions of emotions and
the variables that affect their intensities.

The primary concern of Ortony and colleagues is to precisely characterize “the
range of psychological possibilities for emotions”. Emotions are “valenced reactions
to events, agentswith their particular nature being determined by theway inwhich the
eliciting situation is construed”, and the construction is a cognitive process structured
through goals, standards, and attitudes that are the basis to interpret events, people,
and objects. OCC outlines the overall structure of emotion types, without forgetting
their relationship with language, and using self-reports as the most profitable method
to detect the “phenomenally infinitude of possible emotions” (p. 15). In this sense, the
OCC model can be defined “lexical” [94], being focused mainly on the connotative
lexicon of emotions, which is the semantic basis of its structural model. Ortony et al.
[64] outline a taxonomy of emotions easily computationable since the progression
of a path includes some emotions and excludes others, making them understandable
and replicable for a programming language.

The first distinction is if an event can have consequences for themselves or another
agent, and if positive or negative. Within emotions concerning “fortune-of-others”,
positive events may cause jealousy or “happy for”, negative events gloating or pity.
Those related to “consequences for self”, further split into “prospect relevant” like
fear or hope, that if confirmed by positive event can be satisfaction or confirmation of
fear, and if disconfirmed may cause relief and disappointment, and “prospect irrele-
vant”, like joy or distress. These, combined with attribution processes, give rise to a
cluster “wellness/attribution compound”, focused on the attribution of responsibility,
in which pride and shame regard the self, admiration, and reproach another agent;
attribution to himself or others of positive or negative events results, respectively, in
gratification, gratitude, guilt, and anger. Finally emotions toward objects, so-called
“attraction”.
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2.3.2 The Component Process Model (CPM)

Leventhal and Scherer (1984), focusing on the automatic/aware conditions of emo-
tion processes, propose a dynamic model in which emotions are valued following
three processing levels: sensorimotor, schematic, and conceptual. The first consists
of innate modules and brain activation systems stimulated by internal and external
inputs and represents more basic emotional responses than those processed by the
schematic level, constituted by associations learned during experience that produce
“prototypes” integratedwith sensorymotor responses (Bellelli 2013). The conceptual
level is finally associated to propositional format and extends to a long-term perspec-
tive, including memories, expectations, goals, plans, and the conscious self. These
three evaluative procedures of appraisal operate synchronously and provide support
to the emotional event evaluation, determining relevance, implications, potential cop-
ing, and normative significance [93–95]. The emotional event activates the “stimulus
evaluation checks”, concerning its novelty, intrinsic pleasantness and relevance for
the individual’s goals, while for long-term implications attributional checks are acti-
vated of causality and likeliness of consequences.

The appraisal also has a key role both in detecting the coping potential (power
to deal with the situation) and in assessing normative significance against inter-
nal and external standards; normative appraisal includes evaluation concerning the
importance of implications, possibility to cope in relation to normative standard. In
Leventhal and Scherer’s hypothesis, these checks are sequential, while in Rumelhart
and McClelland’s [90] connectionist model they may act in parallel.

2.3.3 EMotion Adaptation: Gratch and Marsella

The computability of these theoretical works is made explicit, in their EMA model,
by Gratch and Marsella (2010; [37]), who adopt Lazarus’ [48] pioneering and foun-
dational model of appraisal, viewing emotion as a process of interpretation in rela-
tion to the environment, including behavioral consequences and coping strategies.
Lazarus classifies the coping strategies of stressful situations, in relation to the type
of appraisal, as “task oriented” or “emotion oriented”, i.e., oriented respectively to
problem-solving or to emotion expression. In Gratch andMarsella’s architecture, the
system encodes environmental inputs by making a causal interpretation of them in
relation to the agent’s goals, the importance of the event, its desirability, expectation,
controllability, and changeability. EMA is also a computational model of coping
dynamic and is cyclical, based on the appraisal–coping–reappraisal sequence [31,
49]. It is designed to support multiagent simulations by implementing each agent’s
states in specific contexts that allow to figure out and adapt to blackberry agents’
specific goals and beliefs, but recently [37] it has been reinterpreted to be social
and focused on social emotions. As the authors point out, “to maintain an adaptive
relationship in the social world, an intelligent organism must not only understand
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how to shape the physical environment, but also learn to recognize, model and shape
beliefs, desires, and intentions of other social actors (i.e. it needs to understand social
causality)”. Some “social” functions are computationally modeled: social reactivity,
inference on relationalmeaning (a “reverse appraisal”, appraisal of information about
another’s mental state from his appearance or behavior, Whiten 1991), forecasting
how others respond to one’s emotional reactions, making inference on others’ goals
and planning joint actions. Gratch and Marsella, to capture the social complexity of
emotional interaction, incorporate “social signals” [83] in the social version of their
computational model, thus also managing information on the user’s goals, social
status, social relationships, and social attitudes.

2.4 A Socio-Cognitive Account of Emotions

In this section, we briefly present a socio-cognitive model of mind, social interaction,
and communication in terms of goals and beliefs, and based on it we provide an
account of some social emotions.

According to this model [12, 17], emotions, in line with appraisal theories, are
viewed as an adaptive device that monitors the state of achievement or thwarting of
humans’ goals: a multifaceted internal state, encompassing feelings and cognitive,
physiological, expressive, motivational aspects, that is triggered whenever a very
important goal of a person is, or is very likely to be, achieved or thwarted [59, 79].

Since emotions are strictly linked to goals, they can be grouped into types depend-
ing on the type of goals they monitor. A human is regulated at each moment of his
life by his “contingent” goals but also by some “permanent” goals [79] that, though
generally silent, become salient when thwarted, threatened, achieved, or anyway at
stake due to contextual events. All humans have survival goals (to preserve one’s own
and offspring’s life), epistemic goals (to acquire and elaborate knowledge), image
(to elicit positive evaluations by other people), self-image (to evaluate oneself posi-
tively), and other’s image goals (to evaluate others); goals of affiliation (being helped
by others), but also goals of altruism (to help others) and equity (avoid too deep dif-
ferences between others’ and one’s fortunes). These goals are innate and universal,
although different cultures and personalities attribute them different weights: indi-
vidualistic cultures credit higher value to goals of self-empowerment and autonomy,
collectivistic ones to help and cooperation; a narcissistic person values his image
most, an anti-conformist one, his self-image.

Emotions can then be clustered together according to the permanent goal they
monitor: beside “survival emotions” like fear and disgust, we have “epistemic emo-
tions” (e.g. surprise, curiosity, amusement, flow, boredom), “affiliation emotions”
(tenderness, feeling of belonging or exclusion), “altruism emotions” (sympathy and
compassion), “equity emotions” (gratitude, revenge, guilt), “image emotions” (pride,
embarrassment, humiliation), “self-image emotions” (satisfaction, pride, shame), and
“the other’s image emotions” (trust, admiration, contempt, pity).
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2.4.1 Social Emotions

We may distinguish “individual” versus “social” emotions, and within these, four
types of them [79].

An “individual” emotion does not entail another person in its basic structure. I
may be happy because it is sunny today, or disappointed if it is not, but it is not
necessary that any other person be implied in my feeling. On the other hand, with
envy, I necessarily must feel envious of someone else: another person is logically
implied in this very feeling, as well as in other “social emotions” like love, hate,
contempt, admiration, or pity.

An emotion can be considered “social” in four senses.

1. In its very argumental structure. Envy or hate are “social emotions in the strong
sense”: another person is necessarily implied in their formal representation, they
are two arguments predicates of the type FEEL TOWARD x, y. You cannot feel
envy, hate, or compassion but toward someone.

2. a subset of “social emotions” are the so-called “self-conscious” emotions [51], like
pride, shame, embarrassment, humiliation, that we feel when our image or self-
image, an important part of our social identity, is at stake, crucially determining
our relations with others.

3. partially overlapping with the emotions “towards” someone else (type 1) and with
the “self-conscious” ones (type 2), being heavily involved in social interaction,
norms, and values, are “moral” emotions [39, 100], like contempt, shame, guilt.

4. an emotion may be “social” because it is very easily “transmitted” from Agent x
to Agent y through contagion: like enthusiasm, that can thus favor joint action.

In the following, we present a theoretical analysis of some social emotions that
are not so frequently studied in psychological literature, nor often tackled in Virtual
Agents and Sentiment Analysis, highlighting their underlying mental states and their
bodily expression. We start from enthusiasm (Sect. 2.4.2), one typically transmitted
across agents through contagion (type4), but also a self-image emotion, entailing self-
efficacy (type 2). Pride (Sect. 2.4.3), shame (4.4), and bitterness (4.6) are presented
as emotions linked to the goals of image and self-image, power, and lack of power
(type 2); whereas admiration (Sect. 2.4.7) is linked to the other’s image (type 3).

2.4.2 Enthusiasm

Enthusiasm was mainly studied by philosophers, like Plato [75] who saw it as a
state of mystic inspiration, Bruno [9] who stressed it as a state of creative insanity,
and Kant [45], who connected it to the aesthetical experience of sublime, but also
acknowledged its function in revolutions and other innovative events. In the psy-
chological domain, Greenson [38] distinguishes the trait of being an enthusiastic
person from the transitory state of enthusiasm, a type of euphoria apparently similar
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to mania, in which, though, the subject maintains a sense of reality. Csikszentmihaly
[20] connects it to the state of flow, a state of complete immersion in some activity,
that makes it become an “optimal experience”; and he stresses its importance in
education as a way to enhance intrinsic motivation. As we feel enthusiasm we are in
a state of exultance, fervour, elation: a state close to joy, exuberance, optimism. Our
ideas take life thanks to enthusiasm, a peculiar type of joy that implies a complete
transformation of personality, of the Self and of the way we perceive the world. In
general, then, enthusiasm is a fire [9], charge, spur that helps to focus a person’s
physical and mental efforts to reach high value goals.

The word “enthusiasm” derives from Greek èn theòn = God inside. This emo-
tion belongs to the family of happiness, being an intensely positive emotion, felt
for the achievement of a very important goal; but it differs from happiness, exul-
tance, or elation for the goal at stake and the time it is felt [77]. We feel enthusiasm
about goals that are noble, important, worth pursuing, activities entailing novelty
and creativity (e.g., creating a new musical group or founding a new company), or
equity and altruism (fighting for our ideas or defending noble causes, like in political
revolutions). Enthusiasm is not felt after the achievement, but during goal pursuit,
not at the end of the football game but at the first goal, that witnesses we do have
the necessary skills to achieve the end goal. This first success during pursuit of a
high value goal triggers proprioceptions of high activation: heart beat acceleration,
a sense of energy, well-being, good mood, heat, excitation; we cannot stand still, we
talk or shout, we hop up and down and make uncontrolled movements [77]. Such
internal energy felt once achieved an intermediate goal of our action plan sustains
goal pursuit, making us believe “we can”, enhancing our self-efficacy. Enthusiasm
is thus a “self-image” emotion in its self-attribution of power; and its function is to
be the “gasoline of motivation”: its great physiological activation fosters physical
andmental resources inducing persistency and self-confidence, renewingmotivation,
providing new energy for action.

Enthusiasm is expressed by smile, wide open eyes, high eye humidity (bright
eyes), general activation, a desire to move, jump, shout, speak aloud, and its display
generally exerts emotional contagion [40]: a form of emotion transmission [78] in
which Agent A feels an emotion E1 and expresses it through expressive signal s1, B
perceives s1 and reproduces it, even automatically (i.e., not necessarily at a high
level of awareness and intentionality), and this causes B to feel an emotion E2
similar or identical to A’s. Seeing or hearing others’ enthusiasm makes us feel so
too, causing an amplification effect that triggers a loop of enthusiasm. Both A and B
may not be aware that B’s enthusiasm has been transmitted by A, nor A must have
transmitted it consciously or deliberately. But at times A (for example, a political
leader) may consciously want to transmit his enthusiasm. That this highly activating
emotion can be triggered in an automatic and irreflexive way, without checks by
conscious rationality makes enthusiasm and its contagion a powerful but a double-
edged weapon, since it may induce to fanatism, and be exploited by people wanting
others to act without thinking.
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2.4.3 Pride

The emotion of pride has been an object of attention in ancient Greece (Herodotus’
hybris), religion and moral philosophy (for Augustine and Aquinas, one of the worst
sins, the root of all evil). In modern literature [22, 51] include it among the “com-
plex”, more specifically the “self-aware” emotions: ones that, like embarrassment,
shame and guilt, can be felt only when the concept of self has been formed. Tracy and
Robins [102] distinguish two types of pride, authentic and hubristic, the former asso-
ciated with “extraversion, agreeableness, conscientiousness, and favoring altruistic
action, the latter with self-aggrandizing narcissism and shame-proneness” (p. 149),
often contributing to aggression, hostility and interpersonal problems. They propose
that the adaptive function of pride is “to provide information about an individual’s
current level or social status and acceptance” (p. 149), and investigate the nonverbal
expression of pride, demonstrating its universality and singling out its constituting
elements: small smile, head slightly tilted back, arms raised, and expanded posture.
Such expression may serve to “alerting one’s social group that the proud individual
merits increased status and acceptance” (pp. 149–150).

According to a socio-cognitive account [82], we feel pride when due to an action
(e.g., I run faster than others), a property (I am stubborn, I have long blond hair), an
event (my party has won the elections), our goal of having a positive image and/or
self-image is achieved, that is, we evaluate ourselves, or believe to be evaluated by
others, very positively with respect to some goals that are an important part of our
identity. I can be proud of my son because I see what he is or what he does as
something stemming from me; proud of the good climate of my country because I
feel it as my country.

Four types of pride can be distinguished: a self-image pride, plus three types
stemming from achievement of the goal of image: superiority, arrogance, and dignity
pride.

In superiority pride, the proud person feels superior to another person, for instance
because he won over him in a single event, or because (he thinks) he has an acknowl-
edged status that puts him over other people: e.g., an athlete who has just won a race,
or the king’s son.

Arrogance pride is felt (and displayed) by onewho is presently on the “down” side
of the power comparison, who has less power than another, but wants to challenge
the other and his power, while communicating that actually he has more power than
he seems to, that he has the intention to climb the pyramid, to win over the other,
and finally become superior to him.

Dignity pride is felt by a person that sees his image of a human, with its most
typical feature, the right to freedom and self-regulation, challenged by other people
who want to humiliate, submit him, remark his inferiority and dependence. One who
feels dignity pride does not claim to be superior to other, but only to be at the same
level, not inferior to him.

Pride may be also triggered when only the goal of self-image is achieved. A nurse,
after working hard with patients, may feel proud not because anyone has publicly
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acknowledged her outcomes, but simply because she has lived up to her values, thus
feeling self-image pride.

For both pride and shame, as we shall see later, the achievement of the goal of
self-image is a necessary condition, whether or not the goal of image before others is
fulfilled. Only if the standard one is evaluated against by others makes part not only
of one’s goal of image before them but also of the image one wants to have of oneself,
can one feel real pride (as well as real shame). Suppose a boy values making room
for kindness and tenderness as important for his own image, even if others evaluate
him against some value he does not share (say, to be an aggressive macho man) he
will not feel proud of showing aggressive and dominant, nor will he feel shame of
not looking very macho to others.

Beside being an emotion, pride can also be viewed as a personality trait. A “proud”
person is one who attributes a high value to his goal of self-image, mainly to his
self-image of an autonomous person, not dependent on anyone else. This is why a
proud person typically does not ask or accept help from anyone, and he does not
apologize since this would imply submitting to others, being dependent, indebted,
not autonomous.

Pride (as already found by Tracy and Robins [102]) is expressed by a multi-
modal pattern of body signals: small smile, expanded posture, head tilted backward,
arms extended out from the body, possibly hands on hips. Within this multimodal
display [82], smile conveys a positive feeling due to the achievement of the goal of
image or self-image; the expanded posture, enlarging the body, conveys dominance,
superiority, and enhances visibility: when proud of something you want to exhibit
your qualities. Expanding chest implies reference to oneself, to one’s own identity.
Head tilted back is a way to look taller, symbolically communicating superiority, and
induces to look down on the other, remarking his inferiority. But even more specif-
ically, different combinations of these signals distinguish the three types of image
pride. Among pride expressions in political debates [82] dignity pride is character-
ized by head tilted upward and signals of worry and anger, like frown or vertical
wrinkles on the forehead, rapid and nervous gestures, loud voice, eyes fixed to inter-
locutor, and no smile; all conveying seriousness of the proud person’s request to have
one’s dignity acknowledged. In superiority pride, low voice rhythm and intensity
signal absence of worry (if you are superior you have nothing to fear from others),
and sometimes by gaze away from Interlocutor conveys he is so inferior he does not
deserve attention. Arrogance pride is displayed by large smile, almost a scornful
laughter, expanded chest, head tilted back, gaze fixed to interlocutor, that convey
challenge and defiance, and provocative, possibly insulting words. The whole pattern
conveys that the proud person does not fear the interlocutor, even if he is presently
superior to himself.

An experimental study [82] showed that asymmetrical eyebrows without smile
convey either superiority or dignity pride, while frown with smilemainly dignity, but
also other meanings like “I am resolute”, “I want to humiliate you,” and “I won”.
Frown generally conveys dignity pride, asymmetrical eyebrows, superiority, absence
of frown, and arrogance. Smile, mainly if viewed as ironic, is typical of arrogance;
absence of smile, of dignity and superiority pride.
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The intense gratification provided by the emotion of pridemakes it a very effective
incentive to take care of one’s image and self-image, by striving to live up to one’s
standards and values. Succeeding in goals where others fail makes us feel superior,
and repeated achievements increase the sense of our value: thus pride is a symptom
of our having more power than others, but at the same time displaying this emotion,
by telling our superiority, may be exploited to gain further power: the exhibition
of superiority, intimidating the other, can make him refrain from competition or
aggression. Therefore, pride and superiority may be pretended, and their display
become a bluff deliberately aimed at preventing another’s reaction.

2.4.4 Shame and the Multimodal Discourse of Blush

Research on the emotion of shame has long been dominated by the attempt to find
its differences and similarities with respect to guilt feelings. In the long tradition of
“shame and guilt” research, Benedict [6] first stressed the “outward” aspects of shame
of being mainly aimed at maintaining a good reputation from people, and triggered
by transgression of a social, more than a moral kind, with guilt instead viewed as
a more internal feeling punishing the individual from inside, even without public
acknowledgment of his faults. This lead to a quite ethnocentric distinction between
guilt cultures and shamecultures, fortunately overcomebyPiers andSingers [74]who
acknowledged the depth of shame feelings, thatmay grip the individual evenwhen no
other knows of his transgression, thus reestablishing their ethical potential. Beside
the distinctions public versus private and community- versus individual-oriented,
other studies (see [100], for an overview) viewed guilt as more typically induced
by a specific event or action in the moral realm, and shame as an overall negative
self-evaluation of the subject, due to either moral or nonmoral transgressions. An
appraisal and attributional account of the two emotions [103] showed correlations of
shame with internal, stable, uncontrollable attributions for failure, as opposed to the
internal, unstable, controllable attributions linked to guilt.

In terms of the socio-cognitive model above, shame may be defined as a regret
or fear of thwarting one’s goal of esteem and/or self-esteem: the negative emotion
we feel when our goal of eliciting positive evaluations from others or ourselves is
certainly or probably thwarted [14]. We are ashamed when we feel we have fallen
short of some norm or value that we share with our group, or one we want to live
up to: so we can feel shame both before others and before ourselves. If I want to
be a good pianist, and I make a mistake while playing before my friends, I may be
ashamed before them if I think they realized my fault, but also shame only before
myself because, though they do not realize my subtle fault, I did, and I want to be
perfect for and before myself.

Like for pride, the necessary condition to feel shame is that we think that not only
our image before others, but also our image before ourselves is thwarted. As some
standard makes part of my self-image, I am sincerely sorry when I fall short of it;
but if I share it with my group, my fault might lead the group to reject me and close
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social relations with me, so I feel shame also before others, and my display of shame
is an apology, conveying: “I violated this norm, but I still share it with you; do not
aggress or reject me, accept me in the group again”.

The feeling of shame is an internal self-punishment, while its external expression
asks forgiveness from the group, by three signals: (1) head lowering, (2) eyes lower-
ing, (3) blush, the reddening of the face.While head and eyes lowering (the posture of
shame) may be deliberate actions, blushing is a morphological feature, not subject to
conscious will Darwin [22], that cannot be feigned or pretended. They work together
as a multimodal signal of submission and apology, that while acknowledging one’s
faults or shortcomings implies acceptance of the violated standards, to block the
group’s aggression and prevent rejection. Its unavoidable sincerity is a guarantee of
true repentance, allowing to distinguish loyal versus unreliable group members.

Pride and shame are thus specular emotions in feeling and function, but also in
their expression: the display of pride conveys dominance, that of shame submission.

2.4.5 Admiration

Admiration, according to Darwin [22], is “surprise joined with feelings of pleasure
and approval”. Freud [32] considers it as a way of putting another person in the
place of one’s ideal ego. Klein [46], in talking of envy and gratitude and the way
they stem from the child’s relation to his mother, observes that “sometimes we feel
grateful for the other has a unique capacity to produce some good, and this gratitude
is a part of admiration”. Again within a psychoanalytical framework, for Sandell
(1993) admiration, like envy, comes from a sense of “relative deprivation”, since the
other has something you do not have. But in admiration you divide the object in two
different objects, the whole and a part (trait object), so the entire object becomes
irrelevant while the trait object becomes distinguished and comes to be admired.
Sandell also observes that the pathological narcissist is incapable of admiration,
while in normal narcissism the relative deprivation leads to identification with the
other: thus one can feel joy from the good of the other, and admiration becomes a
narcissistic gratification. In the Cognitive Science domain, Ortony et al. [64] consider
admiration an appreciation emotion stemming from attributing the responsibility of a
praiseworthy action to another agent. Its intensity is mainly determined by deviation
from role-based expectations: we admire more a weak, old lady than a baywatch for
saving a drowning child.

In our terms, admiration belongs to the “other’s image emotions”. For an agent
it is relevant to make up an image of other agents, i.e., to have a set of (mainly
evaluative) beliefs about them, to choose who to have positive relationships with,
and emotions like trust, esteem, contempt, are triggered by (and are a symptom of)
our evaluation of others.

Admiration is a positive social emotion felt by an Agent A toward an Agent B,
that encompasses a positive evaluation of either B as a person, or of a quality or skill
Q of B, that A considers desirable or definitely would like to have; so A eventually
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may want to imitate B to learn or acquire quality Q; and due to the positive evaluation
of B and/or of his quality Q, A may want to interact and have social relationships
with B.

Given this highly positive evaluation, A believes that B is superior to A; but
different from envy, where A feels inferior to B, admiration is not a negative emotion
because the acknowledgment of a positive quality in B is not accompanied by the
feeling of A’s powerlessness: here A believes that he is in some way similar to B
(he belongs to the same category), that the very fact that B has Q is evidence that
having Q, though rare, difficult, and unexpected, is not impossible, and that A can
achieve it too. This induces A to interact with B to have the chance of imitating him
and learning from him.

The qualities admired in people range from tenacity, strength, courage, to beauty,
self-confidence, skill, passion, as well any difficult behavior or rare property [79]:
what is most frequently admired is a positive attitude of a person notwithstanding a
difficult situation.

Generally the emotions linked to image and self-image, like shame, guilt, embar-
rassment, respect, are counted among “moral” emotions [100]; but onemight contend
that admiration is an “a-moral” emotion, in that while some people definitely can-
not admire the other’s quality without taking into account the goals to which it is
devoted, for others admiration is more of an aesthetical feeling, where you like the
quality in itself, even when aimed at goals you disprove of: like when a detective
admires the smart thief he is chasing. Actually, Poggi and Zuccaro [79] found out
that the majority of people (72 vs. 26%), when they admire someone do not suspend
their moral judgement: as a person admires another, he generally also feels trust and
esteem for him, considering him a good person.

In an adaptive view, admiration has (1) a social function of enhancing effective
cooperation, leading us to interact with persons we like and with whom conflicts are
minimized, since we consider them better than us and worth respect; (2) a cogni-
tive function of learning from people who are better than we are, to become better
ourselves.

2.4.6 Bitterness

McFall [55] defines bitterness as “a refusal to forgive and forget”, a tendency “to
maintain a vivid sense of the wrongs one has been done, to recite one’s angry litany of
loss long past the time others may care to listen or sympathize”; while Campbell [11]
sees it as “a rational response to the frustration of important and legitimate hopes”.
Starting from these definitions, Campbell observes that bitterness differs from anger
for its failure of uptake, since the one who is recounting his injury here fails to be
listened to.

According to Poggi and D’Errico [80], bitterness is an emotion that shares aspects
of anger and sadness: a kind of restrained anger that we feel when we sense we have
been subject to some injustice, but we cannot, or we believe it pointless, to struggle
against it, because we do not have the power to overcome the one who did us wrong.
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A feels bitterness when his goal G is thwarted in an irreversible way causing
injustice to A, and when A believes that the responsible for this thwarting is another
person B, where B is someone with whom A is affectively involved, and who A
expected would allow or cause the fulfillment of G; A believes that B was committed
to fulfill it, but B disconfirmed A’s expectation.

In some cases, a true injustice has not occurred, and B is A himself: for example
[80], if A in an examination does not perform as she wants, the one A believes was
committed to fulfill G is A herself, and the ingredient of injustice is not present: at
most, A feels she betrayed herself, she is responsible for an irreversible harm she
inflicted to herself. Thus, a common ingredient of bitterness, either caused by others
or by oneself, is responsibility for a nonachieved goal. Bitterness due to discon-
firmed expectation and inequity may be also caused by the disproportion between
personal investment and actual results, e.g., if after years studying and striving one
still cannot find a work. In other cases, the salient ingredient is injustice only, due to
non-motivated harm, e.g., for a relative’s death that causes painwithout an acceptable
motivation.

While goal thwarting, violated expectation, involvement, responsibility, injustice,
are common to anger, another ingredient of bitterness is shared with sadness: impo-
tence to react, to recover the damage undergone, because those who caused the
injustice are stronger than we are. We feel bitterness as we struggle with powerful
agencies, like mafia, or an unjust and iniquitous judiciary system: we feel them too
strong and powerful and conclude we have no chance to win. From this restrained
anger bitterness comes, that entails both impotence to react and impotence to express
one’s anger, thus becoming a kind of restrained disappointment that lasts in time,
just because restrained, which may have a relevant impact on people’s quality of life
in affective relations and in the workplace.

2.4.7 Acid Communication

A form of emotional display of anger, annoyance, and bitterness, not so infrequent
in everyday life and easily recognized by laypeople [25], is “acid communication”:
the way of communicating of a person who feels she has been an object of injustice
and feels emotions like anger, envy, bitterness, grudge, or rancor, but feels she does
not have the power to revenge or even to express her anger freely. So she comes out
with a restrained and half-inhibited way of attacking other people.

Acid communication is a type of communicative verbal and nonverbal acts in
which a sender expresses aggressiveness toward a target by attacking his image, not
in an explicit way but in a covert, yet possibly ostentatious manner, because she feels
she has been subject to injustice, but having less power than the target she cannot
attack him safely. The typical communicative acts of acid communication aim at
criticizing and accusing the other, making him feel guilty, making specification and
pinpointing, but mainly through indirect communication, including a frequent use
of rhetorical figures (irony, sarcasm, euphemism, litotes, oxymoron, allusion, insin-



28 F. D’Errico and I. Poggi

uation). This aims at projecting the image of the acid communicator as a smart and
brilliant person, who did not deserve the attack or abasement undergone. This counts
as both a revenge over the target who somehow humiliated her, and a demonstration
to him, and possibly to an Audience, that S is worth respect or even admiration.

The field of acid communication—a topic never tackled before by research in the
expression of emotions—was explored in three studies [25].

First, a questionnaire investigating the commonsense description of acid com-
munication asked 148 female university students (age 19–25, mean 21) (1) to tell
an episode of acidity, (2) to describe the behavior of an acid person and its typical
verbal and bodily cues, (3) to define the notion of acidity, and (4) to guess its general
and specific causes, by focusing on (4a) another person’s and possibly on (4b) one’s
own acidity.

Acidity is seen as an inner feeling, a permanent trait, or a single behavior: a way
to behave, a stance taken while interacting with others, described as sgarbato (rude),
scontroso (grumpy), lacking politeness and kindness, unpleasant, disagreeable. The
acid person is considered selfish, pessimistic, and negative, not altruistic, her behavior
as ugly, unpleasant, characterized by a sort of “social meanness”, a desire not to
mix up with others, expressed by behaviors aimed at keeping distance, at showing
superior, cold, detached, arrogant, haughty, but actually masking a deep lack of self-
confidence, also cued by a total lack of sense of humor, notwithstanding her irony
that is, in fact, always sarcastic.

Contingent causes of acidity are believed to be frustration, due for instance to
physiological states like tiredness, a quarrel or disappointment from a friend, and
negative feelings (anger, stress, dissatisfaction, annoyance, boredom, badmood, jeal-
ousy, grudge, feeling wounded, sense of injustice, revenge, and impotence). Acidity
results from an impulse to aggression that cannot be acted out but leaks in an indirect
way both as to manner (e.g., the numerous rhetorical figures mask aggression under
a brilliant form) and as to target (being acid toward C when you are angry at B).

The type of speech acts mentioned by participants in the study are challenge,
defiance, and bad, impolite, biting, cutting, “dry” answers (abrupt, not argumented,
nor accompanied by polite formulas), offensive sentences, and display of contempt
and superiority.

Another study, concerning the verbal expression of acidity in sms and email [81]
found out a frequent use of particular speech acts.

Criticism. The acid sender often remarks some fault or blameworthy action of
the target.

Specification. The acid person tends tomake things precise, not to let them vague,
possibly to correct others’ inaccurate statements. Beside correcting the opponent’s
imprecision, specification also implies his being ignorant and inaccurate, thus spoil-
ing his image, discrediting him [23], and at the same time aims at giving an image
of the Acid one as a smart person, one not easy to dupe by vague statements.
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Indirectness. Due to one’s lack of power, the acid person must refrain from direct
attack and resort to more subtle ways of criticizing and discrediting the target, not to
risk retaliation and to keep a formal image of politeness. Thus, typical acid speech
acts are insinuation, an indirect, partially covert accusation, and allusion, referring
to some (generally negative) thing while not mentioning it in an explicit way, or
doing so only incidentally.

Beside particular types of speech acts, acid communication is characterized by
a polished, brilliant, creative language, exploiting a literary and refined lexicon,
sometimes stuffed with rhetorical figures like metaphor, oxymoron, euphemism,
and irony. Irony, in which the sender uses positive statements to imply negative
evaluations of the target, is the perfect candidate for acid communication since it
puts the sender on a level superiority both discrediting the target by making fun of
him, and displaying his originality, divergence, creativity, thus taking revenge of the
supposed injustice or abasement undergone.

In a third study on the multimodal expression of acidity, [25] simulated scenarios
inwhich the social relationship between the acid communicator and the target differed
in two variables: affective versus instrumental, and peer versus hierarchical.

104 female University students were asked to describe a real episode of acid
communication as a narrative and as a script of a scene, specifying aspects of voice,
gesture, posture, facial expression. Eight episodes were selected and rephrased: peer
instrumental, peer affective, hierarchic instrumental, and hierarchic affective, each
in a “dry” version (explicit expression of an acid criticism) and in an “ironic” version
(criticism expressed ironically); participants had to act these versions as if on a stage.

Multimodal acid communication in the instrumental condition ismainly expressed
through signals as the nod of revenge [81], eyebrows raised, high tone and rhythm of
voice, interjections (ahhh of surprise or eh? of request for confirmation at the end of
an interrogative sentence). In the peer relationship, participants report more negative
social emotions like contempt, and perform distancing signals: backward posture,
shoulder shake, head turned away, gaze avoidance, partial closure of eyelids, looking
from down up, andwrinkledmouth with raised upper lip communicating disgust [30].

A frequent activation signal during acid communication is head position and
head movement: irritated participants tend to affirm their position by nodding once
or repeatedly and quickly (with gaze to Interlocutor) but also by head canting (Costa
et al. 2001), in the ironic case with a small smile.

In the instrumental low status relationship, the acid communicator uses jerky
gestures usually repeated with high muscular tension, gestures toward the opponent
like the “accusing finger”, and closure gestures; in high status, slow and fluid gestures
likemoving one hand from down upward repeatedly, indicating how vain is any effort
to improve the low status situation.

A peculiar way to communicate acidity, in the same line as irony, is to make a par-
ody, that is, an exaggerated and distorted imitation of the target, aimed at diminishing
him by making fun of him.



30 F. D’Errico and I. Poggi

2.5 Conclusion. User Modeling, Sentiment Analysis
and Social Emotions

Since its first rising, affective computing, the research area aimed at the recognition,
processing, and simulation of affect [69, 73, 101] has investigated the recognition of
primary emotions from face [107], voice [2, 19], and written text [10, 15, 70, 99]. So
did the field of sentiment analysis, aimed at capturing the people’s attitudes that is,
their personal evaluations in favor or against entities like individuals, organizations,
topics ([53]; Saif et al. this volume), composed by subjectivity, polarity and emotion
detection. In both Affective Computing and Sentiment analysis, the emotion detec-
tion side has generally focussed on the six basic emotions: anger, disgust, fear, joy,
sadness, and surprise [98], while the “social” emotions have been often almost totally
neglected. Yet, there are other emotions that people frequently feel in everyday life—
at home and in the workplace, in affective and service relationships—for instance
social emotions like envy or admiration, bitterness or pride. An accurate description
of these emotions is then called for, both as to their vocal, facial, postural, and written
verbal displays and as to their internal cognitive structure, the underlying feelings,
the actions they typically induce, and their effects on people’s life.

This work has attempted to outline themental ingredients of some social emotions
that are linked to people’s image and self-image, then essential for their social identity.
We tackled pride and shame, that signal the achievement or thwarting of a person’s
striving for success or complying with social norms; admiration, that corresponds to
a need for affiliation and learning from good models; enthusiasm that enhancing our
self-efficacy incentives our striving; bitterness and acidity, that highlight received
injustice.

Taking into account these emotionsmight enrich user models in human–computer
interaction, by improving Affective Computing and Sentiment Analysis techniques,
but also be of use in monitoring the quality of life in organizations and the quality
of social relationships between people. Tools for facial expression detection might
tell us if a person is particularly proud hence particularly keen to get offended. A
sophisticated sentiment analysis that finds a high frequency of rhetorical figures—a
typical feature of acid communication—in emails between faculty members might
be a cue to a high sense of injustice in that context. Our work is but a first attempt to
go in deep in these emotions, so frequently felt in our life, but so rarely studied by
emotion research.
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Chapter 3
Models of Personality

Sandra Matz, Yin Wah Fiona Chan and Michal Kosinski

Abstract In this chapter, we introduce and discuss some of the most important
and widely used models of personality. Focusing on trait theories, we first give a
brief overview of the history of personality research and assessment. We then move
on to discuss some of the most prominent trait models of the nineteenth century—
includingAllport’s trait theory,Cattell’s 16FactorModel, Eysenck’sGiantThree, and
the Myers–Briggs Type Indicator (MBTI)—before focusing on the Big Five Model
(Five Factor Model), which is the most widely accepted trait model of our time.
Next, we introduce alternatives to the Big Five that appear to be useful in the context
of personalized services (the HEXACO and RIASEC models), and subsequently
outline the relationships between all the models discussed in the chapter. Finally, we
provide an outlook on innovative methods of predicting personality with the help of
digital footprints.

3.1 Introduction

Weall have an intuitive concept of personality that guides our everyday social interac-
tions. For example, we use descriptions such as “the party animal” to refer to a friend
who differs systematically from “the nerdy geek”; we explain our partner’s sudden
outburst of anger with his “impulsive and neurotic” character; and we predict that our
sister will be a good lawyer as a result of her “competitive” nature. While these lay
conceptualizations of personality are only loosely defined and often implicit, scien-
tific models of personality provide a structured approach for describing, explaining,
and predicting individual differences. Rather than accounting for the full complex-
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ity of individual differences, they are pragmatic approximations and standardized
frameworks for generating and validating new scientific hypotheses and research
questions. Similarly, they provide practitioners in a variety of applied contexts, e.g.
personnel selection, coaching and psychotherapy, or marketing with a tool to reduce
the complexity of human nature to a manageable level. The theories that have been
suggested in the context of personality are diverse. While some of them focus on
biological differences (biological paradigm) or behavioral learning and condition-
ing (behavioral paradigm), others highlight the importance of childhood experiences
(psychoanalytic paradigm) or cognitions and social learning (social-cognitive par-
adigm). However, although all of these theories provide valuable insights into the
development and expression of personality, the most prevalent and widely accepted
approach to personality is the trait approach. Trait theorists assume that our cogni-
tions, emotions, and behaviors are determined by a number of consistent and rela-
tively stable traits. Therefore, in this chapter, we will focus on different trait models
that have been suggested during the last century. We begin with a brief introduc-
tion to the idea of trait models in Sect. 3.2. We then move on to some of the most
important trait models of the nineteenth century in Sect. 3.3, before discussing the
Big Five (the most widely accepted trait model of our time) in Sect. 3.4. Section3.5
introduces two alternatives to the Big Five: the HEXACO model (a modification of
the Big Five) and the RIASECmodel (a vocational interest model). Finally, Sect. 3.6
outlines the relationships between these models. Given the breadth of the topic, this
chapter serves as a comprehensive introduction to personality models. Readers who
are interested in learning more are encouraged to read [17, 18, 49].

3.2 Trait Theories of Personality

Trait theories of personality are not only the most researched and widely used the-
ories among all personality paradigms, but they also correspond most closely to
our lay conceptualization of personality. Researchers following the trait approach
suggest that personality consists of a range of consistent and relatively stable char-
acteristics (traits) that determine how a person thinks, feels, and behaves. This idea
dates back to the Greek philosophers and physicians, Hippocrates (460–377 BC)
and Galen of Pergamum (AD 130–200), who first formulated the theory of the four
humors represented by different body fluids: black bile, yellow bile, phlegm, and
blood. These humors were believed to be a balanced system in the human body that
determined one’s health. For instance, a deficit or a surplus of any humor would
cause an imbalance of the system and lead to physical illness or mental diseases.
In his temperament theory, Galen first suggested that the four humors were also the
basis of differences in human temperament and behavior. His four temperaments of
sanguine (excess blood), choleric (excess yellow bile), melancholic (excess black
bile), and phlegmatic (excess phlegm) reappear in writings of Wilhelm Wundt, one
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of the fathers ofmodern psychology, andHans Eysenck, the author of the three-factor
personality model. Although Hippocrates’ and Galen’s theories on the links between
body fluids and temperament are not supported by modern science, their idea that
people systematically differ, with regard to a number of distinct characteristics, set
the basis for the study of individual differences and modern trait theories.

Factor analysis: Factor analysis is a statistical method aimed at reducing com-
plexity by summarizing the information of a large number of variables (e.g.
questions in a questionnaire) by a limited number of factors (e.g. personality
traits). The composition of dimensions depends on the correlations (the degree
to which two variables are related) between the variables, so that related vari-
ables become summarized within one dimension. For example, it is very likely
that a person who indicates a strong agreement with one Extroversion ques-
tion will also indicate a strong agreement with other Extroversion questions.
Based on the resulting intercorrelations of questions, factor analysis summa-
rizes those items under one latent factor (latent = not directly observable).
Once the optimal number of factors has been extracted, variables are assigned
to the factor with the highest factor loading (correlation of variablewith factor).
Eventually, each factor can be interpreted by looking at the “common theme”
of its items (e.g. Extroversion contains items such as “I am the life of the party”
or “I start conversations”).

The development of modern trait theories in the second half of the twentieth
century was mainly driven by new advancements in the field of data collection,
measurement, and statistical analysis. Perhaps, most importantly, the develop-
ment of factor analysis allowed for reducing the diversity of behaviors and
preferences to a limited number of meaningful factors. Most of the trait theo-
ries presented in this chapter were derived using factor analytical approaches,
and often went hand in hand with the development of new questionnaire mea-
sures. The main contributors to this trend were psychologists working in the
field of individual differences, such as Raymond Cattell, Paul Costa, Robert
McCrae, or Charles Spearman.

3.3 Early Trait Theories

Numerous trait models have been suggested before the introduction of the Big Five.
Here, we focus on the four most prominent and influential ones: Allport’s Trait
Theory [2]; Cattell’s 16 Factor Personality [15]; Eysenck’s Three Dimensions of
Personality [25, 27]; and the Myers–Briggs Type Indicator (MBTI [57]).
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3.3.1 Allport’s Trait Theory

Building on the idea first introduced by Sir Francis Galton, Gordon Allport (1897–
1967) hypothesized that important personal characteristics must be encoded in lan-
guage, and the most important characteristics will be described by a single word
(referred to as the lexical hypothesis [2, 3]). Together with Henry Odbert, Allport
examined in this hypothesis by extracting from an English dictionary 17,953 words
that could be used to describe others. They grouped these words into four categories:
(1) personality traits; (2) present states, attitudes, emotions, and moods; (3) social
evaluations; and (4) miscellaneous. Personality traits were further divided into car-
dinal traits, central traits, and secondary traits. A cardinal trait is one that dominates
any given person’s behavior (e.g. the bad-tempered David). Central traits are, to
some degree, found in everyone. For instance, everyone could be described by some
positive (or negative) level of honesty. Finally, secondary traits are not shared by
all people and are expressed only in certain contexts, such as “disliking formal din-
ners.” The lexical hypothesis spawned an enormous amount of research. Many of the
most popular personality models—including Cattell’s 16 Factor Model and the Big
Five—were based on the comprehensive collection of personality traits identified by
[2, 3].

3.3.2 Cattell’s 16 Personality Factor

A chemist by training, Raymond Cattell (1905–1998) was driven by the idea of iden-
tifying “basic psychological elements” resembling those of the periodic table. Cattell
made an important conceptual distinction between surface traits and source traits.
According to Cattell, surface traits are superficial behavioral tendencies that exist “on
the surface,” and thus can be observed directly. Source traits, in contrast, represent
deeper psychological structures that underlie surface traits and explain their corre-
lations. For example, the surface traits of shyness, being reserved and quiet among
strangers, or avoiding big crowds, can all be explained by the underlying source trait
of Introversion. Accepting Allport’s lexical approach, Cattell stated that “all aspects
of human personality, which are or have been of importance, interest, or utility, have
already become recorded in the substance of language” [14], p. 483). He reduced
Allport’s word list from over 4,500 to 171, by excluding rare or redundant traits.
Cattell used factor analysis to reduce people’s self-ratings on each of those 171 traits
to a smaller number of essential factors. Furthermore, he supplemented those results
using similar analyses of life records (natural behavior observed in everyday situa-
tions) and objective test data (behavior in artificial situations examining any given
trait). The idea behind Cattell’s multisource approach was that the most basic and
fundamental psychological traits should reappear in all three data sources. He even-
tually suggested that the variance in human behavior could be sufficiently described
by 16 primary factors, or source traits. Further factor analyses of the 16 primary
traits led Cattell to report five global personality traits, which are sometimes referred
to as the original Big Five: (1) Extroversion/Introversion, (2) High Anxiety/Low
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Table 3.1 Cattell’s 16 primary factors and five global traits

Extroversion/
Introversion

High anxiety/
Low anxiety

Tough-mindedness/
Receptivity

Independence/
Accommodation

Self-control/
Lack of restraint

Warmth Emotional Warmth Dominance Liveliness

Liveliness Stability Sensitivity Social boldness Perfectionism

Social boldness Vigilance Abstractedness Vigilance Abstractedness

Privateness Apprehension Openness to Change Openness to
Change

Rule

Self-reliance Tension Consciousness

Since Cattell’s global factors are not conceptualized as independent, primary factors can appear in
multiple global factors

Anxiety, (3) Tough-Mindedness/Receptivity, (4) Independence/Accommodation,
and (5) Self-Control/Lack of Restraint. Table3.1 illustrates the primary and sec-
ondary factors.

Cattell’s development and application of advanced factor analytical techniques,
as well as his systematic analysis of different data sources, have paved the way for
the development of later trait models such as the Big Five. However, although the
16 Personality Factor Questionnaire [15], measuring both primary and secondary
traits, is still in use and available in more than 30 languages, the 16 factor model has
never acquired the academic popularity that Cattell had hoped for. Probably the most
important reason for this is that the 16 factor model is more difficult to understand
and remember than more parsimonious models such as Eysenck’s Giant Three or the
Big Five.

3.3.3 Eysenck’s Giant Three

Another popular trait model is the Three Dimensions of Personality proposed by
Hans Eysenck (1916–1997), which is also known as the Giant Three. Like Cattell,
Eysenck used factor analysis of questionnaire items to derive common personal-
ity traits (low-level traits) and secondary factor analysis to infer a smaller number
of higher order factors (superfactors). In his initial model, Eysenck identified two
superfactors: Extroversion and Neuroticism (1947).Whereas the Extroversion factor
refers to the degree to which people like to engage with the social world around them,
and seek excitement and activity, the Neuroticism factor reflects the degree to which
people experience and express their emotions. Contrary to Cattell, Eysenck concep-
tualized personality factors as independent (orthogonal), and used their continuous
nature to create a two-dimensional personality space. According to Eysenck, this
Neuroticism-Extroversion space was not entirely new but reflected the four humors
introduced by the Greek philosophers. Themelancholic type, for example, resembles
a combination of high Neuroticism and low Extroversion, while the sanguine type
is a mixture of low Neuroticism and high Extroversion.
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Table 3.2 Big Five traits,
facets, and sample items

Superfactor Primary traits

Psychoticism Aggressive, cold, egocentric,
impersonal, impulsive,
antisocial, unempathetic,
creative

Extroversion Sociable, lively, active,
assertive, sensation-seeking,
carefree, dominant, surgent,
venturesome

Neuroticism Anxious, depressed, guilt
feelings, low self-esteem,
tense, irrational, shy, moody,
emotional

Later on, Eysenck and his wife Sybil Eysenck added the Psychoticism superfac-
tor [27]. Contrary to the other two factors, Psychoticism is concerned with what one
might consider “abnormal” rather than normal behavior. It includes low-level traits
such as aggression, antisocial behavior, and impulsiveness. The three resulting super-
factors form the acronymPEN.Acknowledging that Psychoticism, Extroversion, and
Neuroticism might not be sufficient to account for the complexity of individual dif-
ferences, Eysenck included a number of low-level primary traits to further specify
the superfactors (see Table 3.2).

One of the most noteworthy contributions fromEysenck was his systematic inves-
tigation of the biological correlates and foundations of personality traits. According
to Eysenck, the identification of biological systems and mechanisms underlying the
expression of personality traits is particularly important in avoiding circular expla-
nations of traits. For example, Extroversion is often validated by measuring its rela-
tionship with the frequency and quality of a person’s social interactions. If the trait
of Extroversion, however, is measured with items such as “I meet my friends fre-
quently,” “I am a sociable person,” or “I make friends easily,” substantial correlations
between Extroversion and social behaviors do not prove Extroversion’s existence as a
real psychological trait. Although Eysenck investigated the biological correlates and
causes for all of the three super-traits, he was most successful in providing evidence
for the links between Extroversion and a person’s level of cortical arousal [26]. His
work suggests that people who avoid social occasions (Introverts) have a relatively
high baseline of cortical arousal, which leads them to perceive further stimulation as
unpleasant. In contrast, outgoing people (Extraverts) tend to have a lower baseline of
cortical arousal, which leads them to seek stimulation by attending social occasions.

3.3.4 The Myers–Briggs Type Indicator (MBTI)

The Myers–Briggs Type Indicator (MBTI [57]), named after its two develop-
ers, Katharine Cook Briggs (1875–1968) and her daughter Isabel Briggs Myers
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Table 3.3 The four MBTI dimensions

Dichotomous dimensions of the MBTI

Extroversion (E)–(I) Introversion

Sensing (S)–(N) Intuition

Thinking (T)–(F) Feeling

Judging (J)–(P) Perception

(1897–1980), was developed on the basis of the psychological type theory by Carl
Gustav Jung (1875–1961). Jung’s type theory classified people according to the three
dimensions of (1) Extroversion versus Introversion; (2) Sensing versus Intuition; and
(3) Judging versus Perception. Although Jung acknowledged that people are likely to
engage in both categories of one dimension (e.g. Sensing and Intuition), he believed
that they differ in regard to their preferences for and frequency in use of them [38].
For example, a counselor might focus on sensing, while an artist might rely more on
his or her intuition; a programmer might predominantly use rational thinking, while
a poet might emphasize feeling. Contrary to the models discussed previously, Jung’s
type model therefore does not conceptualize personality traits as continuous dimen-
sions, but as dichotomous and mutually exclusive categories. Being aware of the
potential of Jung’s model, Briggs and Myers further refined it by adding the Judging
versus Perception dimension, and later developed the MBTI with four dimensions
(see Table3.3). As the name “Type Indicator” implies, theMBTI assigns specific per-
sonality types by combining the dominant categories of the four dimensions. Each
of the 16 types is associated with a specific pattern of personality characteristics.
While people of type ENTP, for example, are driven by their motivation and desire
to understand and make sense of the world they live in, people of type ISFJ are
characterized by their desire to serve others as well as their ‘need to be needed’.

Although the MBTI is widely used in applied contexts, it has been heavily criti-
cized for (1) its oversimplification of the complex nature of individual differences;
and (2) its questionable reliability and validity in explaining real-life outcomes (e.g.
[63]). Since the results of the MBTI are given in the form of a four-letter code repre-
senting the dominant categories of each dimension (e.g. ENTJ), the MBTI reduces
the theoretically unlimited space of personality profiles to only 16 distinguishable
personality types. Taking into account the nature of individual differences in the popu-
lation, the dichotomous classifications offered by theMBTI appear to be dramatically
over-simplistic. First, it fails to distinguish between moderate and extreme levels of
a given trait. Second, as personality traits are normally distributed in the population,
most of the people are characterized by scores close to average. Consequently, even
a small inaccuracy in the measurement leads to a person being misclassified. In fact,
several studies showed that even after short test-retest intervals of five weeks, up to
50% of participants were classified into a different type [35]. Third, the MBTI’s
validity is questionable, given that many studies were unable to replicate its factor
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structure [63]. Finally, the MBTI was found to be poorly predictive of real-life out-
comes. Taken together, the questionable validity and other psychometric properties
of theMBTIwarrant caution in its application in research and applied settings.While
the MBTI is still relatively popular in the industry, especially in the U.S., it is usually
avoided in science due to the reasons outlined above.

3.4 The Big Five

The variety of competing personality models, differing in their numbers and types
of dimensions, largely prohibited the systematic integration of personality research
conducted during that time. It was not until the late 1980s that with the introduction
of the Big Five, a framework of personality was proposed that could be agreed upon
by the vast majority of personality researchers. The Big Five model is a trait theory
that posits five independent domain traits, including: Openness to Experience (O),
Conscientiousness (C), Extroversion (E), Agreeableness (A), and Neuroticism (N).
Each of the traits can be broken down into facets that further specify the nature and
scope of the factors (see Table3.4).

Table 3.4 Big Five traits, facets, and sample items

Trait Facets Sample items

Openness to
experience

Fantasy, aesthetics, feelings, actions,
ideas, values

“I have a vivid imagination”

“I have difficulty understanding
abstract ideas” (R)

Conscientiousness Competence, order, dutifulness,
achievement-striving, self-discipline,
deliberation

“I am always prepared”

“I leave my belongings around” (R)

Extroversion Warmth, gregariousness,
assertiveness, activity,
excitement-seeking, positive
emotions

“I feel comfortable around people”

“I don’t like to draw attention to
myself” (R)

Agreeableness Trust, straightforwardness, altruism,
compliance, modesty,
tender-mindedness

“I take time out for others”

“I feel little concern for others” (R)

Neuroticism Anxiety, angry hostility, depression,
self-consciousness, impulsivity,
vulnerability

“I am easily disturbed”

“am relaxed most of the time” (R)
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Big Five versus Five Factor Model: The terms “Big Five” and “Five Fac-
tor Model” are often used interchangeably to refer to the five personality
dimensions outlined in Table3.4. Those models, however, they were devel-
oped independently and differ in their underlying assumptions [69]. While the
Big Five is based on a lexical approach and is mostly associated with the work
of Lewis R. Goldberg, the Five Factor Model was developed on the basis of
factor analysis of questionnaire results, and is most closely linked to the work
of Robert R.McCrae, Paul Costa, andOliver P. John. Despite these differences,
the two models use the same factor labels and are highly consistent (proving
the generalizability of the five factor approach).

3.4.1 Description of the Big Five Traits

The trait of Openness to Experience refers to the extent to which people prefer nov-
elty over convention; and it distinguishes imaginative, creative people from down-
to-earth, conventional ones. People scoring high on Openness can be described as
intellectually curious, sensitive to beauty, individualistic, imaginative, and uncon-
ventional. People scoring low on Openness, on the other hand, can be characterized
as traditional and conservative, and are likely to prefer the familiar over the unusual.

Conscientiousness refers to the extent to which people prefer an organized or a
flexible approach in life, and is thus concerned with the way in which we control,
regulate, and direct our impulses. People scoring high on this trait can be described
as organized, reliable, perfectionist, and efficient, while people scoring low on this
trait are generally characterized as spontaneous, impulsive, careless, absentminded,
or disorganized.

Extroversion refers to the extent to which people enjoy company, and seek excite-
ment and stimulation. It is marked by pronounced engagement with the external
world, versus being comfortable with one’s own company. People scoring high on
Extroversion can be described as energetic, active, talkative, sociable, outgoing, and
enthusiastic. Contrary to that, people scoring low on Extroversion can be character-
ized as shy, reserved, quiet, or withdrawn.

The trait of Agreeableness reflects individual differences concerning cooperation
and social harmony. It refers to the way people express their opinions and manage
relationships. People scoring high on this trait are generally considered as being
trusting, soft-hearted, generous, and sympathetic, while people scoring low on this
trait can best be described as competitive, stubborn, self-confident, or aggressive.

Finally, Neuroticism refers to the tendency to experience negative emotions, and
concerns the way people cope with and respond to life’s demands. People scoring
high on Neuroticism can be characterized as being anxious, nervous, moody, and
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worrying. On the other hand, people scoring low on Neuroticism can be described
as emotionally stable, optimistic, and self-confident.

It should be noted that there are no fundamentally good or bad personalities, as
scoring high or low on each of the traits has its advantages and disadvantages. One
might, for example, be tempted to consider high Agreeableness as a “good” trait.
However, although being friendly and trusting certainly has its advantages in some
aspects of life (e.g. relationships and team work), Agreeableness is also expressed
as gullibility and a lack of assertiveness. Disagreeable individuals, while often less
friendly, are particularly good at making difficult decisions when necessary, taking
the lead in a competitive environment, or pointing out when something is wrong.
Consequently, low agreeableness can prove extremely valuable in many contexts,
such when as leading a team or a company.

3.4.2 Big Five’s Significance

According to McCrae and John [54, p. 177], the Big Five model “marks a turn-
ing point for personality psychology” by providing “a common language for psy-
chologists from different traditions, a basic phenomenon for personality theorists to
explain, a natural framework for organizing research, and a guide to the comprehen-
sive assessment of individuals.” Indeed, the impact of the Big Five on personality
research has been remarkable and, as of yet, there is no other model of personality
that has been used and researched as extensively as the Big Five. Unlike previous
models, the Big Five was found to be stable across cultures [53], as well as instru-
ments and observers [51]. Furthermore, the Big Five has been linked to numerous
life outcomes. Table3.5 displays some of the most important associations (for a more
comprehensive overview, we advise consulting the review paper by Ozer and Benet-
Martnez [61]). By providing researchers around the world with a common model to
describe and predict individual differences, the Big Five did not only allow for the
efficient integration of existing literature, but also encouraged the joint development

Table 3.5 Examples of links between the Big Five traits and real-life outcomes

Trait Associated life outcome

Openness Intelligence [1], verbal intelligence [58], liberal political attitudes [50]

Conscientiousness Academic achievement [58], job performance [68], (-) risky health-related
behavior [9], (-) antisocial behavior [71]

Extroversion Subjective well-being [32], job satisfaction [72], leadership effectiveness
[33]

Agreeableness Volunteerism [13], cooperative behavior [46], job performance [68]

Neuroticism Clinical mental disorders [59], (-) subjective well-being [32], relationship
satisfaction [39]

Note (-) indicates negative correlations
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of a framework in which empirical findings could be validated and accumulated.
Today, the Big Five constitutes the most popular and prevalent model of personality.

3.4.3 Big Five Assessment

TheBigFivehas been traditionally associatedwith questionnairemeasures.Although
there is a number of questionnaires assessing the Big Five dimensions, the public
domain item International Personality Item Pool (IPIP [30]), the Big Five Inventory
(BFI [36]), and the commercial NEO-Personality Inventory Revised (NEO-PI-R
[20]) are the most frequently used and thoroughly validated ones. All three mea-
sures rely on participants indicating their agreement with statements describing their
preference or behavior (e.g. “I get stressed out easily” in IPIP) using a five-point
Likert scale (ranging from “very inaccurate” to “very accurate” in IPIP). Further-
more, they are all characterized by excellent psychometric properties, including high
reliability, convergent and discriminant validity with other measures [20, 30, 36],
as well as robust criterion validity when predicting real-life outcomes such as aca-
demic achievement, job performance, or satisfaction with life (see Sect. 3.4.2 for a
broader overview of Big Five correlates). Finally, the psychometric properties of the
three measures were shown to be stable across cultures [8, 53]. Applying a scoring
key to participants’ responses to the IPIP, BFI, NEO-PI-R, or similar questionnaires
produces raw scores. Raw scores can be used to compare the results between partic-
ipants in a given sample; for example, a given participant might be more extraverted
than 80% of the other participants in a sample. However, one has to be extremely
cautious when drawing inferences stemming from beyond the particular sample. A
score that is high in the context of a given group of participants might be average (or
low) in the context of another group or general population. Thus, the interpretation
of the scores is often supported by the norms (or standards) established using some
reference group: a nationwide sample, for example. The process of transforming the
scores based on standards is called standardization. When giving feedback to test
takers, it is best practice to represent their scores in an easily interpretable fashion.
Hence, the common method is to transform standardized scores into percentiles. A
percentile score represents one’s location within the population; a percentile score
of 68, for example, indicates that one’s raw score is higher than that of 68% of indi-
viduals in the reference population. Figure3.1 illustrates two examples of Big Five
profiles on the percentile scale.

Importantly, the practical use of personality measures is not trivial and requires
considerable training. As in other psychometric measures, the validity of the results
can be affected by a number of factors, including participants’ deliberate misrepre-
sentation, linguistic incompetence, inattentiveness, and social desirability [37]. For
example, in a recruitment context, respondents are likely to present themselves as
more in line with the job requirements (e.g. applicants for an accountant position
may misrepresent themselves as more Conscientious than they really are).
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Fig. 3.1 Example of a Big
Five profile using percentiles

3.5 Other Models of Individual Differences: HEXACO
and RIASEC

Although the Big Five is arguably the most widely accepted and used personality
model of our time, there are also other models that can be useful in investigating
individual differences. The HEXACOmodel expands on the Big Five by introducing
an additional dimension, while the RIASEC model focuses on personal interests
rather than classical personality traits.

3.5.1 The HEXACO Model

The HEXACO model is a six-dimensional trait theory proposed as an extension of
the Big Five [44]. The acronym HEXACO refers to the six dimensions of Honesty-
Humility (H), Emotionality (E), Extroversion (X), Agreeableness (A), Conscien-
tiousness (C), and Openness to Experience (O). The Honesty-Humility dimension
is meant to distinguish between sincere, loyal, faithful, honest, and genuine people
on one hand; and cunning, arrogant, disloyal, pretentious, and envious people on
the other hand. While adding the sixth factor to the Big Five structure does not sig-
nificantly change the content of the Extroversion, Openness, and Conscientiousness
traits, it alters the Agreeableness and Neuroticism factors. Trait indicators related to
temper, for example, are linked to the Neuroticism trait in the Big Five, but are sum-
marized under the Agreeableness dimension in the HEXACO framework. Although
there is a growing body of empirical evidence that supports the six-dimensional
structure across a number of different languages [4, 44], the HEXACOmodel is still
relatively rarely used. Furthermore, some studies reported difficulties in replicating
the Honesty-Humility factor [23].
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3.5.2 The RIASEC Model

The RIASEC model was developed by John Lewis Holland [34]. Unlike the models
discussed in previous sections, RIASEC is not a personality model in the conven-
tional sense. While traditional personality models are conceptualized to be context-
independent, RIASEC focuses on individual differences in vocational interests.
Corresponding to the acronym RIASEC, Holland suggests that people as well as
work environments can be classified into six different types: Realistic (R), Inves-
tigative (I), Artistic (A), Social (S), Enterprising (E), and Conventional (C). Based
on their closeness, the six types are typically organized into a hexagonal structure
(see Fig. 3.2). While the definitions of personality types are based on preferences
for and aversions to certain types of work characteristics, the definitions of work
environments are derived from typical work activities and job demands placed on
individuals. RIASEC assumes that people flourish and excel in work environments
that match their personality type. Although the matching can be done on the basis of
individual types, Holland suggests combining the three types with the highest score
to form a higher order profile (e.g. REA or CSE). The dimensions can be assessed
with the Strong Interest Inventory [12], or with the help of open source questionnaires
online (e.g. at http://www.mynextmove.org/explore/ip).

Following the logic of personality-environment types, Realistic people (“Doers”)
can be described as practical, persistent, and down-to-earth. They prefer dealing with
things rather than with people or abstract ideas, and flourish in work environments
that involve tactile,mechanical, or physical tasks (e.g. Electrician). Investigate people
(“Thinkers”) are described as being intellectual, curious, inquisitive, and scholarly.
They prefer work environments that allow them to explore their surroundings, solve
problems, and satisfy their curiosity (e.g. Researcher). Artistic people (“Creators”)

Fig. 3.2 The hexagonal structure of the RIASEC model

http://www.mynextmove.org/explore/ip
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can be described as creative, original, articulate, and open-minded. They excel in
unstructured work environments in which they can express their creativity and imag-
ination, as well as develop their own ideas and concepts (e.g. Actor). Social people
(‘Helpers’) can be described as empathetic, cooperative, caring, and patient. They
prefer interpersonal, service-oriented work environments that highlight teamwork
and that allow them to help and teach others (e.g. Social Worker). Enterprising peo-
ple (“Persuaders”) can be described as enthusiastic, ambitious, energetic, and opti-
mistic. They excel in competitive work environments that involve persuading and
motivating others; and require leadership, public speaking, and salesmanship skills
(e.g. Politician). Finally, Conventional people (“Organisers”) can be described as effi-
cient, organized, detail-oriented, and reliable. They prefer structured and stable work
environments that involve practical tasks and precise instructions (e.g. Accountant).

3.6 Relationships Between Personality Models

Considering that the trait models introduced in this chapter have substantial similari-
ties with the Big Five when it comes to their conceptualization and naming of traits, it
is not surprising that research has established strong empirical correlations between
them. Since the RIASECmodel is not a trait model in the traditional sense, and most
distant from the Big Five conceptually, its correlations with the Big Five are by far
the smallest. The relationships between the models are illustrated in Table3.6.

3.7 Discussion and Conclusion

Decades of psychological research suggest that individuals’ behaviors and prefer-
ences are not random, but are driven by latent psychological constructs: personality
traits. This chapter focused primarily on the most widely used and accepted model,
namely the Big Five [20, 30, 36]. Its five broad dimensions (Openness, Conscien-
tiousness, Extroversion, Agreeableness, and Neuroticism) are believed to capture the
fundamental dimensions on which individuals differ most apparently. The Big Five
were found to be stable across the lifespan and are, at least to some extent, heritable
[10, 24, 47, 64]. For example, Loehlin and Nichols [47] examined the personality
of nearly 850 twins and showed that personality profiles of identical twins were
more similar than those of fraternal ones. Having said this, however, it is important
to note that there is nothing like an “Extroversion” or “Conscientiousness” gene.
Rather, it is the complex interaction of different genes and environmental influences
(gene–environment interaction) that predisposes us to behave in a certain way.

The trait models introduced in this chapter focus on the stability of behaviors
within individuals to investigate differences in behaviors across individuals. They
assume that an individual’s behavior is highly consistent across situations. For exam-
ple, extraverted individuals are expected to consistently display extroverted behav-
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iors no matter whether they are at work, among friends, or at home with their family.
Although the majority of personality models follows this traits approach, some per-
sonality psychologists have argued that its assumption of stable personality traits is
fundamentally flawed [55]. They argue that behaviors can differ as much within indi-
viduals as they differ across individuals. For example, an individual might display
very extraverted behaviors at work, where the situation requires her to do so, but be
very quiet when spending time with her family. Hence, rather than conceptualizing
personality as a stable set of traits that explain behaviors across a variety of contexts,
they emphasize the influence of situation-specific exigencies to explain and predict
reoccurring patterns of behaviors ([56], e.g. if she is around work colleagues, she
is highly sociable and assertive, but if she is around her family, she takes on the
role of a quiet observer). In an attempt to reconcile these two seemingly contra-
dictory approaches, researchers have suggested an interactionist perspective [28]:
while individuals might be generally more extroverted at social occasions than at
home with their families, extroverts should still be more extroverted than introverts
when investigating the same occasion. While individuals behaviors might indeed be
partially determined by situational factors, the existence of stable and distinct per-
sonality traits is valuable in practice: it is a pragmatic way of describing individuals
by a small number of variables (e.g. five) that can subsequently be used to accu-
rately predict behavior and preferences across different contexts and environments.
In fact, research has shown that personality traits are predictive of many life out-
comes, including job performance (e.g. [6, 68]), attractiveness (e.g. [11]), drug use
(e.g. [66]), marital satisfaction (e.g. [40]), infidelity (e.g. [60]), and happiness (e.g.
[61]).

Expressions of our personalities can be found in many aspects of our everyday
interactionswith our physical and social environment.Researchers, for example, have
shown that individuals can identify other people’s personality traits by examining
their living spaces [31] or music collections [65]. Following the shift in human
interactions, socializing, and communication activities toward online environments,
researchers have noted that personality-related behavioral residues are not restricted
to the offline environment. They showed that personality is related to keyboard and
mouse use [41], smartphone logs [19, 22], contents of personal websites [48, 73],
Facebook profiles [42], Facebook Likes [43, 74], or Facebook profile pictures [16].

However, practical applications of personality models have been severely limited
in the context of online platform and services. This has been predominantly caused
by the time and effort-consuming nature of traditional questionnaire-based assess-
ments. Making use of the unique opportunities offered by the digital environment,
however, those limitations might be overcome by assessing personality directly from
behavioral footprints. In fact, digital products and services offer an unprecedented
repository of easily accessible and yet highly valid records of human behavior [5].
Recent studies show that personality assessment based on such digital footprints can
rival those based on well-established questionnaire measures. Potential sources of
footprints include personal websites [48], Facebook Likes [43, 74], Facebook Status
updates [62, 70], or Twitter messages [29]. Furthermore, the digital environment
offers an enormous potential for the development of new models of personality.
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The unprecedented ability to inexpensively and conveniently record the behavioral
residues of large groups of people, and across long periods of time, can be used to
identify patterns of behavior representing existing or yet undiscovered latent psycho-
logical dimensions. Factor analyticalmethods—such as those used to developperson-
alitymodels based onquestionnaire responses ormanually recorded behavior—could
be applied to much wider records of digital footprints. While extracting interpretable
dimensions from digital footprints is not a trivial task, it could eventually lead to the
development of new andmore robust personality models. Taken together, the person-
ality models identified in this chapter offer valuable insights into the most fundamen-
tal dimensions underlying individual differences. They can be a useful source when
trying to explain and predict an individual’s needs, motives, preferences, and aspira-
tions, all of which can contribute to the development and refinement of personalized
systems. Especially when considering the richness of information available on Inter-
net users, a personality-based approach to personalized systems could help reduce
the complexity of individual differences and channel our attention to the aspects that
are most important.

Acknowledgments We thank John Rust, Vess Popov, and David Stillwell for their feedback on
previous versions of the manuscript.
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Chapter 4
Acquisition of Affect

Björn W. Schuller

Abstract This chapter gives a brief overview on the state of the art in emotion and
affect acquisition for various modalities and representation forms—mainly discrete
and continuous. Its main content covers a survey of existing computational models
and tools (i.e. off-the-shelf solutions), before looking at future efforts needed covering
the current trends and the open issues.

4.1 Introduction

In this chapter, we will be dealing with the computational acquisition of affect of
humans. The chapter starts off with a description of the state of the art in this field.
This will include the consideration of various modalities for the acquisition, mainly
spoken and written language, video including facial expression, body posture and
movement, physiological signals such as brain waves and tactile interaction data.
Thereafter, wewill take a look at toolkits available to enable systems to automatically
acquire affect of humans. Finally, future research potential is outlined and divided
into current trends and ‘white spots’. Many of the presented here will be similar
to the principles introduced in Chap. 5 of this book dealing with the acquisition of
personality.

4.2 Brief Description of the State of the Art

In principle, a technical system can acquire the affect of a human by explicitly asking
about her emotion. For obvious reasons, however, automatically acquiring the state
in an implicit way may not only be the more elegant way, but open up a much
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broader range of applications. The true inner emotional state of an individual can
become apparent in three ways: first, the personal subjective experience; second,
the inward ‘expressions’ by bio signals and third, by outward expressions such as
by audio and video signals. Different modalities transport thereby different kind
of information on the underlying affective state. It is generally believed that an
individual’s subjective experience is related both to internal and external expressions
[53]. Likewise, according cues of both of these have been considered for automatic
acquisition of affect grouped under bio signals and motion capture signals for the
inward, and under audio, language, visual and tactile cues for the outward expression.
The latter would in principle also include other modalities such as olfactory, which
are, however, hardly or not considered in an automatic affect acquisition framework
to this date.

Twomajor representation forms currently prevail in computer-based acquisition of
affect—discretemodels (usually based on a number of categories or tags such as those
described in Chap.2 in this book, often discretised also in time), and more recently
continuous models represented in dimensional spaces (cf. also Chap.12 in this book)
mostly formed by orthogonal axes and increasingly also (pseudo-)continuous sam-
pling in time processing long unsegmented recordings in regular (short) intervals.
Such continuous modelling comes at a number of challenges including real-time
processing and online updating of buffers and features [50, 51, 55, 90, 111–113].
One has to ensure that such continuously updated predictions are not too sensitive to
changing conditions. Further, whereas in non-continuous analysis, the data of inter-
est is (pre-)segmented, e.g. by some event such as a spoken word or a facial or body
action unit, this has to be done automatically in continuous analysis. In an ideal way,
such segmentation would relate directly to the beginning and end of an affective
event. Such chunking leads in general to the unit of analysis, such as a window of
variable size [50] or a spoken word or phrase [124], etc. The length of this unit typ-
ically varies depending on the modality. Further, there is a trade-off [18] between
reaching online processing demanding for a small window size for analysis such as
one or several seconds [18], and assuring a high recognition accuracy which may
demand longer units of analysis [10, 101]. In other words, similar to Heisenberg’s
uncertainty relation, one is not able to reach maximum resolution in time and at the
same time maximum resolution in (continuous) emotion primitives such as arousal
or valence.

Beyond the optimal representation form, it is also still unclear which modality is
best suited for the computer-based acquisition of affect. In fact, the variousmodalities
known to have different strengths and weaknesses, such as textual and facial expres-
sion cues being particularly suited for the acquisition of valence or acoustics of the
speech signal and physiological measurement partially reported to be better suited
for arousal acquisition [50, 100] (cf. also Table4.1). In addition, multiple modali-
ties may be congruent or incongruent—e.g. when regulating emotion. This has been
partially investigated for perception [81, 137], but hardly in automatic recognition.

A more quantitative overview on the state of the art is given by the competi-
tive research challenge events held in this field. The first ever was held in 2009 at
the INTERSPEECH conference dealing with recognition in child–robot interaction

http://dx.doi.org/10.1007/978-3-319-31413-6_2
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Table 4.1 Selectedmodalities for affect acquisition and qualitative description of selected attributes

Source A V Ctrl Strength Weakness Major challenge

Audio signal +++ ++ hi Reliable, easy to
capture

Often not present Person/content
independence, noise
and reverberation

Language ++ +++ hi Relates to
linguistic content

Needs ASR if
spoken

Multilinguality and
timing

Visual signals ++ +++ lo Present ‘Observation’
feeling

Light, rotations and
occlusions

Peripheral
physio.

+ + no Robust capture,
present

Intrusive Annotation and
incompleteness

Brain signal + ++ no Informative, high
future potential

Intrusive Annotation

Tactile signals ++ + lo Robust capture,
unobstrusive

Often not present Person/context
independence

“+” to “+++” indicate good and better reliability in the acquisition of arousal (A) and Valence (V).
No, low (lo), and high (hi) degree of control of a person over the modality is further given. “Present”
alludes to the sheer presence in the sense that, e.g. the visual (if in camera view) and physiological
signals bear affective information at all times, while speech or tactile signals are not always present.
ASR stands for Automatic Speech Recognition

[125]. The FAU Aibo Emotion Corpus of naturalistic children’s speech was used.
The 15 finalists’ best results reached 70.3% unweighted accuracy for two emotions
and 41.7% for five. In the 2010 sequel, continuous-valued recognition of interest
[117] reached a correlation coefficient of 0.428 [117]. The best result on the task
reached 0.504 [153] after the challenge event. The 2013 sequel [128] dealt with
enacted speech in twelve categories as contained in the Geneva Multimodal expres-
sion (GEMEP) corpus [6]. The 11 finalists reached up to 42.3% unweighted accu-
racy. The first audiovisual challenge was held in 2011 within the first Audio/Visual
Emotion Challenge andWorkshop (AVEC 2011) [126]. Binary above/below average
decisions needed to be classified individually for the activity (arousal), expectation,
power and valence dimensions on the frame- or word-level. In 2012 the same data
was used, but the task was formulated as fully continuous task. The 2013 and 2014
follow-ups used new data but sticked with fully continuous measurement. The fifth
edition is upcoming including for the first time physiology (AV+EC 2015) alongside
audio and video for affect acquisition in a challenge event. A similar effort was made
in the Emotion in the Wild (EmotiW) challenge [33] that deals with affect analysis
in movies in the big six categories and neutral. The nine finalists’ best result reached
41% accuracy. All of these results demonstrate recognition rates significantly above
chance level—however, it also becomes clear that more research efforts will be
needed before automatic systems can truly be used ‘in the wild’. In the following,
we will have a more detailed look at the acquisition of affect for each modality.
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4.3 Description of Affect Acquisition

The typical flow of processing in automatic affect acquisition consists of preprocess-
ing, feature extraction, optimising the feature space by selection and reduction of
features and training a suited machine learning algorithm (cf. Fig. 4.1).

An overview on features per modality and fusion of these is given, e. g., in [54,
156]. However, apart from extracting these, the reduction of the feature space is
usually crucial as one wants to avoid overtraining, i.e. one seeks a good balance in
terms of reducing the information from the full audio, video or similar signal to some
few salient characteristics that describe the affect but not further aspects contained
in the full signal (cf., e. g., [35, 131]).

In addition, subject-effects may occur making good generalisation additionally
difficult. This seems to be particularly true for physiological measurement [74]. In
fact, as a consequence, in this modality often a subject-dependent approach is consid-
erably more promising without a general baseline [18]. For audio and video-based
affect acquisition, subject-dependent and independent results are often compared
showing clear downgrades in the independent case (e. g., [87]).

Next, let us take a closer look at each modality. References focus on more recent
ones. For earlier references, cf., e. g., [15, 40, 63, 65, 69, 85, 86]. A short overview
on selected predominant strengths and weaknesses as well as peculiarities of the
considered modalities is given in Table4.1. There, also the reliability for arousal and
valence is indicated—these are tendencies based on [42, 83, 99, 134, 154] and other
works in the field. Obviously, these trends may change with oncoming improved
acquisition technology.

Fig. 4.1 Workflow of a state-of-the-art automatic affect analyser for arbitrarymodalities.Dark blue
boxes indicate mandatory units, light blue ones typical further units, and lighter blue optional ones.
Red indicates external units—light red interfaces to other modalities and contextual information
and knowledge bases. External connections are indicated by arrows from/to the ‘outside’. LLD
abbreviates Low Level Descriptors (i.e. frame-level features). For details, cf. Sects. 4.3 and 4.4
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4.3.1 Audio and Language Signals of Affect

In audio analysis, one can focus at least on three kinds of information: the acoustics of
the speech signal, the non-verbal sounds such as laughter or hesitations and thewords.
In particular intense affective speech may in fact make, however, the recognition of
speech itself a challenge [150]. Besides, one can analyse further sounds produced by
the human for affect acquisition, such as the gait sounds [43].

The models used for assessment of affect in audio include the valence-arousal
space [22, 23], the appraisal-based theory [46], complex emotions [123] and simply
discrete classes. There are few commonly agreed upon ‘rules’ how the voice changes
under affect, such as that pitch mean and range vary with arousal [12]. Further, the
mean intensity, speech rate [58], ‘blaring’ timbre [30] and high-frequency energy
[103] are positively correlated with arousal, whereas pause duration and inter-breath
stretches are negatively correlated with arousal [143]. Unfortunately, less ‘linear’
dependencies are known for further dimensions such as valence or dominance. The
latter seems to have similar parameters partially even with similar tendencies being
indicative of dominance of speakers. Additional correlations include such with the
vowel duration, and negative correlation of pitch. As for valence, positive correlation
is observed for speaking rate, vowel durations and pitch range; negative correlation
for mean pitch and the amount of high-frequency energy [103]. Surveys on this topic
include [106, 109]. However, mostly high-dimensional feature spaces are used with
up to several thousands of features. These are often brute-forced from frame-level
low-level descriptors (LLDs) by means of statistical functionals per larger unit of
analysis such as mean of pitch calculated over the duration of a word, phrase or
similar (cf. Fig. 4.1).

The classification is often considering two (positive vs negative or active vs passive
classification—e.g. [122]), three (lower, middle and higher—e.g., [141]) or four
classes (the four quadrants of the 2D arousal-valence plane—e.g., [152]) besides
more specific class sets such as the Ekman big six emotions. Continuous affect
acquisition is also seen more often recently (e. g., [34, 47, 148, 152]).

The words themselves are known to be informative in terms of valance rather
than arousal (cf. Table4.1) [152]: while the keywords again, assertive, and very are
apparently correlatedwith arousal, good, great or lovely seem to bemore indicative of
the degree of valence.Obviously, appraisal or swearwords are further good indicators
for this dimension.

Manifold approaches are employed to classify emotion from text (cf. also Chap.7
on Sentiment Analysis in this book)—be it of spoken language after speech recogni-
tion or directly from written text such as in chat or posts [98]. Some popular variants
include the usage of salience measures from single words or sequences of words (N-
Grams), the vector space representation based on bag-of-words or bag-of-N-Grams
and bag-of-character-N-Grams.More specific variants include string kernels for Sup-
port Vector Machines, and tailored ways to exploit knowledge sources [138]. The
latter comprise affective word lists such as EmotiNet [4], Concept Net, or General
Inquirer or WordNet(-Affect) [14, 116].

http://dx.doi.org/10.1007/978-3-319-31413-6_7
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Re-tagging by part of speech classes such as noun, verb, adjective, adverb, etc. [79]
or combinations of these such as adjective-adverb [9] or adjective-verb-adverb [140]
is known to be of additional help when seeking affect in the words [7]. Such tagging
is subsumed under LLD extraction in Fig. 4.1 based on the word string coming from
Automatic SpeechRecognition (ASR) in case of spoken languagewhich is subsumed
under preprocessing in the figure in this case. However, there is no straight forward
rule as to how frequencies correlate to the dimensions agreed upon.

The non-verbal sounds can be processed in-line with the word string, cf., e.g.
‘this is great <laughs>.’ [38, 121] (cf. also Chap.6 in this book on other social
signals). If features are represented in the vector space, <laughs> would make up
for another feature, just as ‘great’ would. Accordingly, one can consider mixed N-
Grams of linguistic and non-verbal entities, e.g. ‘no<laughs>’. Recognition of these
non-verbal entities can be part of ASR. Some findings include that laughter—just as
one expects—is observed more often in case of positive valence. In addition, valence
polarity seems to be encoded towards the end of a turn [8].

Surprisingly, the speech recognition may be degraded to higher extents without
influencing the acquisition of affect [84]. Further, stemming or stopping (i.e. cluster-
ing of morphological variants of a spoken or written term and exclusion of terms) is
known to have rather minor influence, and word order seems to be of lower relevance
[119].

It seemsworth to note that the classes of interest in the literature are often quite dif-
ferent from those for acoustic speech analysis when considering text. These comprise
irony, metaphor, parody, sarcasm, satire or sentiment. The dimensional approach is
found rather sparsely (cf., e.g. [116, 121] for spoken and [13, 119] for written text
analysis). If there is a tendency, then that vector space modelling seems to prevail
not only since it gives good accuracies, but as it lets one include the textual features
easily in a multimodal feature vector. In online speech analysis, single word analysis
can also be very efficient [38].

4.3.2 Visual Signals of Affect

Visual signals of affect include the richly researched facial actions such as pulling
eyebrows up, and facial expressions such as producing a smile [89], and the less
pursued body postures and gestures such as backwards head bend and arms raised
forwards and upwards [26, 129]. Further, analysing walking patterns, i.e. gait, has
been considered for the automatic acquisition of affect [61, 64]. In perception studies
[59] it was further found that the head or torso inclination, and walking speed are
indicative of arousal and valence.

For the capturing, sensors providing depth information have become very popular
such as the Microsoft Kinect device. These often offer solutions to the typical needs
in video analysis such as segmentation of the body. Yet, they often come with the
need for proper calibration.Alternatively, standard cameras—evenwebcams—are an
option, albeit at lower recognition performance. In addition, motion capture systems

http://dx.doi.org/10.1007/978-3-319-31413-6_6


4 Acquisition of Affect 63

can be used—mostly for analyses of affect rather than in real-life applications for
facial expression analysis [151], body posture analysis [72, 73] and affective body
language [82].

The body of literature on feature extraction for face, body and gesture tracking
and general video analysis is large. Extraction of facial features can be categorised
[89] into appearance-based and feature-based approaches and such using both in a
hybrid manner. In the appearance-based approach changes in texture and motion
of regions are observed. As for the feature-based approach, facial features, e.g. the
pupils or the inner or outer corners of the eyes or the mouth are located and followed,
typically exploiting knowledge on the anatomy. Then, one can calculate distances
between these as feature information.

As for hand or body gesture recognition and human motion analysis, a similar
categorisation can bemade [95, 96] into appearance-based (exploiting colour or grey
scale images or edges and silhouettes), motion-based (merely based on motion infor-
mation neglecting structure of the body) and model-based (modelling or recovering
3D configurations of the body parts). Typical signs include body trembling, expan-
sion of the chest, squaring of the elbows, placing feet with pressure on the ground
for a secure stand or erection of the head in case of anger [27, 146]. Targeting con-
tinuous arousal, in [93], velocity, acceleration and jerk of movements were found
indicative. Mostly, up to this point, static postural aspects have been exploited such
as of the arms, legs and head [20, 72] besides increasingly temporal segments [49],
and dynamic according movements [19, 24, 52, 146].

In case of motion capture, geometrical features are usually considered after regis-
tration, definition of a coordinate system followed by calculation of relative positions,
euclidean distances and velocities of and between captured points. In addition, ori-
entation such as of the shoulder axes are used in affect analysis [72, 73].

If thermal infrared imagery is used, among the various feature types typical ones
include blobs or shape contours [144]. Further, one can divide the individual ther-
mal images into grids of squares. Then, the highest temperature per square serves
as reference for comparison [67] or templates of thermal variation can be applied
per emotion category as a reference. The tracking is carried out as in the visible
spectrum by the condensation algorithm, particle filtering or other suited methods
unfortunately inheriting the same kind of problems [144]. Alternatively, differen-
tial images between the mean neutral and the affective body or face image can be
used [155] in combination with a frequency transformation such as discrete cosine
transformation.

Video-based affect acquisition beyond ‘classical’ emotion categories often uses
binary high/low arousal/valence classification [80, 85]) or the ternary quadrant prob-
lem in this space [44, 60]. Some more recent works also use the dimensional model
in continuous time [52, 71, 87]. Looking at bodily expression, mostly categorical
classification has been considered targeting angry, happy and sad as ‘easier’ tasks
as compared to, e.g. disgust or social emotions such as pride. Also for acquisition
of affect from thermal imagery, typical emotion classes prevail over dimensional
approaches at the time.



64 B.W. Schuller

4.3.3 Physiological Signals

The physiologicalmeasurement focuses onmultichannel biosignals as recorded from
the central and the autonomic nervous systems. Typical examples as analyses in
search of affective cues are galvanic skin response correlated with physiological
arousal [17], and electromyography for measurement of the electrical potential that
stems mostly frommuscular cell activities and is believed to be negatively correlated
with valence [56] just as is heart rate. Next, heart rate variability provides information
on relaxation or mental stress. Further, the respiration rate measuring the depth,
regularity and speed of breathing, e.g. by a breast belt can be indicative for anger or
fear [17, 56] but also for the analysis of laughter. Brain waves, such as measured over
the amygdala can also provide information on the felt emotional state [16, 62, 97]. To
give an example, the activation of the left or right frontal cortex is known to indicate
approach or withdrawal. Asymmetrical brain activity can further be informative in
terms of valence [29]. The desired EEG measurement is, however, unfortunately
difficult owing to the deep location of the amygdala in the brain. Further, higher
blood perfusion in the orbital muscles as can be seen by thermal imagery [144]
appears to be correlated with the stress level.

A downside of physiological measurement is the usually needed body contact
of sensors that is often considered as more invasive. Large efforts are thus put into
wearable devices that recently appeared on the mass consumer market able to sense
heart rate at thewrist or even brainwaves, e.g. theBodyANTsensor [75] andEmotiv’s
Epoc neuroheadset. In addition, physical activity such as sports or simply walking
may interfere with the measurement.

As in any signal processing, a first step in processing physiological signals is
usually noise removal. This can be obtained by simple mean filters, e.g. for blood
volume pressure, Galvanic Skin Response (GSR) or respiration measurement. Fur-
ther, filtering in the spectral domain, e.g. by bandpass filters is commonly used. Then,
in the frequency domain, e.g. by Fourier transformation or time-frequency domain,
e.g. by wavelet transformation. Similar to the processing of audio signals, supraseg-
mental analysis takes place such as by thresholding or peak detection [78] followed
by functional application including moments such as mean or standard deviation,
and mean of the absolute values of the first differences [18, 91].

Mostly, binary classification problems are targeted such as high or low arousal
or valence [48]. In addition, hierarchical classification [41] or quantification of the
continuous emotion primitives have been attempted [68], e.g. by self-organising
maps to identify four emotion categories in the arousal/valence plane.

4.3.4 Tactile Signals

In [3] it was shown that humans can recognise emotion in touch as is expressed
by other humans via two degrees-of-freedom force-feedback joysticks. In the
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experiment, they were able to recognise seven emotions above chance level— they
were, however, better at recognising other humans’ emotions as expressed in a direct
handshake. In [114, 120] it is reported that also computers can automatically recog-
nise emotions in mouse-movements or touch-screen interaction. More recently, in
[42] finger-stroke features are considered for the analysis of game-play on a tablet.
The four emotional states excited, relaxed, frustrated and bored could be automat-
ically discriminated by accuracies around 70%. Further, two levels of arousal and
valence reached around 90% accuracy. Nine emotions as expressed by touching
a lap-sized prototype of a pet-robot that had pressure sensors and accelerometers
mounted were recognised automatically at 36% accuracy in [66]. Similarly, in [147]
it is shown how affective touch gestures can be recognised on a specially designed
8×8 touch sensor field.

4.3.5 Tools

Lately, a larger number of toolkits free for research purposes and often open source
are appearing and used more broadly (cf. Table4.2 for an overview). This also
contributes to increasing reproducibility of results and standardisation in the field.

Table 4.2 Selected tools for multimodal affect aquisition

Purpose Tool Comment Reference

Annotation ANVIL Multimedia annotation [70]

ELAN Categorical
descriptions

[11]

FEELtrace Continuous
dimensions

[22]

Gtrace Configurable
dimensions

[25]

iHEARu-PLAY Game for
crowd-annotation

[57]

Analyser openSMILE Speech and other
signals

[37]

EmoVoice toolkit Speech [145]

CERT Facial expression [77]

EyesWeb Body gestures and
vision

[45]

Multimodal
framework

SEMAINE API Analysis, synthesis
and dialogue

[107]

Encoding standards EARL Emotion [108]

EMMA Includes affect tags [2]

W3C EmotionML Freely extensible [110]
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A rather complete framework is, for example, given by the SEMAINE API [107]—
an open source framework that allows to build emotion-oriented systems including
analysis and synthesis of emotion by audio and video as well as dialogue manage-
ment and reaction to emotional cues in real-time. It sticks to standards for encoding
of information and provides a C++ and Java wrapper around a message-oriented
white-board architecture and has in the meanwhile found manifold applications.

Specifically for annotation, available tools include ELAN for categorical descrip-
tions. Multimedia can be labelled continuously in separated annotation layers and
by linguistically meaningful event labelling in a media track [11]. Next, ANVIL is
widely used for annotation [70]. Individual coding schemes are allowed, and data is
stored in XML format allowing for colouring of elements. Multiple tracks are also
supported. ELAN files can be exported, and agreement analysis, cross-level links,
non-temporal objects and timepoint tracks are supported. For value and time contin-
uous annotation, the FEELtrace toolkit is largely used. Audiovisual material can be
viewed while moving sliders in real-time [22]. Gtrace—an extension—also allows
for individual scales [25].

For audiovisual feature extraction, the openSMILE C++ open-source library
allows extraction of large feature spaces in real-time [37]—it has also been suc-
cessfully used for physiological and other feature types. There are a large number
of predefined feature sets that can be used for emotion recognition. An alternative,
but closed source, is given by the EmoVoice toolkit [145] which is more focused
on speech processing. For facial expression recognition, the Computer Expression
Recognition Toolbox (CERT) [77] providing a real-time facial expression recogni-
tion engine is broadly used. It outputs a prediction for the head orientation in 3D
(pitch, roll and yaw), locations of ten facial features, 19 facial actions with intensity
and the Ekman big six basic emotions for QVGA at 10 fps. The EyesWeb XMI
Expressive Gesture Processing Library [45, 129] allows to extract features of body
movement and gestures including activity levels, jerkiness of gestures, spatial extent
and symmetry.

In addition, a number of standards exist for the encoding of the recognition result
or even the features used (e.g. [7, 133]). The HUMAINE Emotion Annotation and
Representation Language (EARL) [108] can be considered as the first well-defined,
machine-readable description of emotions. It was followed by theW3C EmotionML
[110] recommendation that allows for more flexibility and supports the description
of action tendencies, appraisals, meta context, regulation, as well as, metadata and
ontologies. Other standards not intended for affect in the first place partially also
include the option to label affective phenomena, e.g. theW3CExtensibleMultiModal
Annotation (EMMA) markup language [2].

The AAAC Portal1 is a good resource for seeing the latest development of tools
in this field.

1http://emotion-research.net/toolbox.

http://emotion-research.net/toolbox
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4.4 Future Directions

To close this chapter, let us have a look at some interesting current trends and open
issues to be solved in this field.

4.4.1 Current Trends

In the following, some particularly dominant trends that are of recent and increasing
interest in the community will be outlined.

4.4.1.1 Non-prototypicality

Affect acquisition ‘in the wild’ is requiring systems able deal with non-prototypical
instances [125]. Such ‘non-prototypical’ examples can be ambiguous cases where
humans disagree upon the correct emotion label [136]. Ultimately, this means that
no ‘cherry picking’ of easy cases is done in (test) data preparation, and that the affect
portrayal is more realistic and naturalistic rather than exaggerated. In addition, this
often means broadening the range beyond the ‘big N’ emotions, cf. [132].

In case of ambiguity, a one-to-one correspondence between instances and labels
cannot be assumed. This has significant implications for modelling, recognition and
evaluation. However, today’s systems are still mostly trained and evaluated on the
premise that a well-defined ground truth label exists for every instance. To model
the complexity of the underlying problem, it would first be necessary to take into
account the certainty of the ‘ground truth’, i.e. the labels derived from observer
ratings, in training. This can be done in a rather crude way by focusing training on
‘prototypical’ instances, i.e. selection of training instances with high rater agreement
[136], but arguably one would rather have a method to exploit all available training
data—there are already promising results in this direction [1]. Besides, in evaluation
it mightmake sense to switch to alternativemeasures besides traditional accuracy, for
example, by considering recognition errors as less severe if observers showsignificant
disagreement on the instance.

4.4.1.2 Crowdsourcing and Efficient Data Exploitation

Overall, for refining automatic analysers, there seems to be an ever present need for
data with high number of participants from diverse backgrounds in terms of culture,
personality, language, age, speaking style, health state, etc., and data with richer
and novel annotations by including situational context. Obtaining rich annotations
is not trivial as it requires considerable amount of time and human effort. The use of
crowdsourcing platforms such as the ‘pay per click’ Amazon’s Mechanical Turk has
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now become an alternative way among researchers to obtain statistically significant
amount of annotations. Also gamified crowdsourcing platforms exist for collecting
affective data in a playful way [57]. Another alternative way of making the most
of existing databases is to use them in a combined manner, in training and testing
procedures to learn a more generic prediction model [127]. A more complex but
promising alternative is to use synthesised training material, particularly for cross-
corpus testing [118].

4.4.1.3 Transfer Learning

Transfer learning deals with generalising from a source domain to a target domain.
Obviously, such generalisation is of central importance if data from the target domain
is not available, or scarce. In human affect acquisition, the domain concerns the
population from which emotional speech samples are drawn, the type of emotion
elicitation and the emotion representation.

Recent transfer learning approaches in emotion recognition mainly target the
feature space in order to improve the generalisation ofmodels,which are trained using
labelled data from the source domain, to a given target domain. Unsupervised feature
transfer learning, such as by auto-encoding approaches, requires only unlabelled
data from the target domain. There, a neural network is trained to reproduce the
acoustic feature vectors from the target domain, with the hidden layer size being
significantly smaller than the dimension of the input feature vector, and optional
sparsity constraints. Then, the recognition model is trained on the source domain
feature vectors. Such methods have been proven successful in transfer learning from
adults’ to children’s emotional speech [32], and from affect in music to affect in
speech [21].However, it is certainly also of interest to aimatmodel transfer learning to
see if trainedmodels can be usedwithout the need of retraining, but ‘only’ transferring
the model.

4.4.1.4 Semi-Autonomous Learning

Since unlabelled data of human affect are plentiful, efforts have been focused on
reducing the costs of labelling by humans—formally, to achieve a given performance
with least human labelling effort, or to obtain best performance with a given number
of human annotations.

Active learning aims at exploiting human labellers’ work force more efficiently
by concentrating on examples that are most relevant for classifier training. This can
be done in a white-box classifier model by considering criteria such as the expected
change in model parameters when including certain examples in the training data,
[130], or in a black-box model by considering the class posteriors: A near-uniform
distribution of class posteriors is interpreted as uncertainty of the current model as
to how to label a specific example, and thus as an indication that a human label for
that example could be useful. In the case of affect acquisition, where annotations
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from multiple raters are often available, uncertainty (confidence) estimation can
alternatively be formulated as the prediction of howmany raters would (dis-)agree on
the emotion labels [158]. A good scheme also avoids a skew of the label distribution
towards neutral or ‘non-affective’ instances, which is often present in naturalistic
human data [135]. Further, for increased efficiency, dynamic decisions can be made
based on the agreement: if the sourced labels are in a agreement, less opinions might
need to be sourced per instance thus further saving labelling efforts [159].

In semi-supervised learning, one is given human labels only for an initial set of
instances, based on which the parameters of an initial model are optimised. The goal
is to maximise performance by fully autonomous learning starting from this model.
Its predictions on a random subset of a pool of unlabelled feature vectors are used
instead of human annotations to retrain the model on both the human labelled data
and the machine labelled data, and this process is continued iteratively. To reduce
the amount of noise, semi-supervised learning takes into account the instances with
high confidence. It has been shown that semi-supervised learning can be effectively
used both for acoustic [157] and linguistic [28] emotion recognition.

The two approaches—namely, active and semi-supervised learning—have also
been united in the more efficient Cooperative Learning for affect acquisition [161].
Note that, a crucial precondition for these approaches to work is the calculation of
meaningful confidence measures—for the acquisition of affect, this is itself still a
young field [31].

4.4.1.5 Unsupervised and Deep Learning

Unsupervised learning does not require human labelling at all, but rather it ‘blindly’
clusters the instances, e.g. based on distance measures in an acoustic feature space,
such as the one spanned by the features discussed above. However, depending on the
chosen feature space, this clustering may also reflect subject characteristics rather
than affect. Thus, unsupervised learning is rarely used for practical affect acquisition
[149]. However, hierarchical clustering methods hold the promise to overcome this
issue [142]. Unsupervised learning is also often used in deep learning to initialise
several layers of ‘deep’ neural network one by one in a meaningful way [139].

It seems noteworthy that also features can base on unsupervised such as by vector
quantisation (cf. Fig. 4.1) to produce bag-of-word-type features for other modalities
such as audio or image words [92]. Similarly, unsupervised vector quantisation is
employed in distributed acquisition of affect (cf., e.g. [160]) where not a full signal
or feature vector but only the index of a reference vector is sent to reduce bandwidth
and increase the degree of privacy of users.

4.4.1.6 Robustness

The presence of various disturbances, such as caused by acoustic environments (addi-
tive noise and room impulse responses) or occlusions and varying viewing angle in
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video, as well as general noise in anymodality alongside recording equipment (chan-
nel response), or transmission (band limitation and package loss) poses severe prob-
lems. Robustness can be addressed by feature selection [36, 115], similar in spirit to
transfer learning. Further, multi-condition training using non-disturbed conditions
and various disturbed conditions, which can often be simulated (such as by mixing
with noise recordings, or randomly dropping or clipping samples) is a simple, yet
promising approach.

4.4.2 Open Issues

Concluding this chapter, some open issues of higher relevance are named.

4.4.2.1 Cultural and Linguistic Diversity

A highly relevant, yet little addressed issue related to transfer learning is the general-
isation of automatic affect recognition across cultural and language borders. So far,
most studies have been focusing on cross-cultural affect recognition by humans, pro-
viding evidence both for the ability of humans to recognise emotion cross-culturally
[102, 105] as well as for significant differences in emotional expressivity [104].
As a result, the universality of automatic affect acquisition is still under question.
In particular, it has been found that the results of ‘unsupervised’ affect acquisition
by humans, i.e. without priming or making specific affect accessible, are far below
results reported in earlier studies [76]. The implications of these findings for technical
systems are severe, as they indicate not only that affective behavioursmay be attached
to entirely different interpretations—e.g. positive instead of negative valence—but
also that some emotions may only be detectable in certain cultures. The former could
still be solved by adequate machine learning techniques, while the latter implies that
some cases cannot be translated to other cultures. In summary, systems modelling
cross-cultural differences explicitly are yet to be designed.

Related to cross-cultural issues is the challenge of multilingual usage. At a super-
ficial level, this touches the vocabulary used for linguistic analysis, and the acoustic
modelling required for speech recognition. There exist approaches for multi-lingual
emotion recognition from text [5]. Yet also acoustic analysis can be affected by
speech coming from different languages, even in a similar culture [39, 94]. In addi-
tion, different prosody exists between tonal (e.g. Mandarin Chinese) and non-tonal
languages. If prosody is used as an indicator of affect, it might be confounded by
linguistic content in tonal languages.
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4.4.2.2 Multi-subject Affect Recognition

For the application of emotion recognition to fields such as robotics, it is crucial to be
able to copewith, and better yet, tomake sense of, interactions withmultiple users. In
particular, distinguishing utterances from different interlocutors, and labelling them
with potentially various emotions, seems highly relevant in this context. Speaker
diarisation and verification enable to distinguish utterances from various speakers in
a continuous audio stream, and to detect and attribute overlapping speech [88]. These
methods are well known, but have so far not been applied to affect recognition.

4.4.2.3 Zero-Resource Recognition

The extreme data scarcity (not only scarcity of labels, as in the previous section) for
some affect recognition scenarios, such as from atypical populations (e.g. individ-
uals with autism spectrum condition), has motivated the re-discovery of rule-based
approaches, which rely on manually selected features and expert-crafted rule sets.
They are called ‘zero’-resource for the fact that they do not rely on large-scale statis-
tical analysis, although some data collection is necessary to design and verify expert
rules as well. Besides dispensing with the need for large-scale data collection, a ben-
efit of zero-resource approaches is that manual feature selection and rule design by
experts is not prone to over-fitting, such as to subjects, and can thus lead to better
generalisation.

4.4.2.4 Linking Analysis with Synthesis

Overall, affect analysis and affect generation (synthesis) appear to be detached from
each other even in multi-party and multidisciplinary projects such as SEMAINE
[113]. Although the overall perception and acceptability of an automated system
depends on the complex interplay of these two domains, analysis and synthesis are
treated as independent problems and only linked in the final stage. Investigating how
to interrelate these in earlier stageswill indeed provide valuable insight into the nature
of both areas that play a crucial role for the realisation of affect-sensitive systems
that are able to interpret multimodal and continuous input and respond appropriately.

Concluding, the state of the art in acquisition of affect shows that engines are able
to provide meaningful results, and tools are available. Moreover, avenues towards
further improvement were given here that will likely lead to further improvement
in robustness, reliability and integrability in applications. The major challenge will,
however, lie in the testing and adaptation of such engines in real-life products operated
‘in the wild’.
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Chapter 5
Acquisition of Personality

Ailbhe N. Finnerty, Bruno Lepri and Fabio Pianesi

Abstract This chapter provides an overview of the methods that can be used to
automatically acquire information about an individual’s personality. In particular,
we focus our attention on the sources of data (e.g. text, audio, video, mobile phones,
wearable sensors, etc.) and the features used to automatically infer personality. For
each data source, we discuss the methods of extracting the cues used to detect per-
sonality, as well as themajor findings. Lastly, we refer some limitations of the current
research which is relevant for the advancement of the state of the art.

5.1 Introduction

The goal of this chapter is to provide an overview of the methods that can be used
to automatically acquire information about an individual’s personality. After a brief
overview (for a detailed review see Chap.3) of models of personality, in particular
the five factor model, we will focus on the sources of data (e.g. text, audio, video,
mobile phones, wearable sensors, etc.) and the features used to automatically infer
personality.

Scientific psychology has developed a view of personality as a stable high-level
abstraction, introducing the notion of personality traits which are stable dispositions
towards action, belief and attitude formation. The main assumption is that they
differ across individuals, are relatively stable over time and influence behaviour [50].
Interindividual differences in behaviour, belief and attitude can therefore be captured
in terms of the dispositions/traits that are specific to each individual. This provides
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a powerful descriptive and predictive tool that has been widely exploited by various
disciplines including social, clinical, educational and organizational psychology.

The search for personality traits has often been pursued bymeans of factor analytic
studies applied to lists of trait adjectives, an approach based on the Lexical Hypoth-
esis [4]. A well-known and very influential example of a multi-factorial approach
is the Big Five model [16, 36]. This model takes five main traits as constitutive
of people’s personality: (i) Extraversion (sociable, assertive, playful), (ii) Agree-
ableness (friendly, cooperative), (iii)Conscientiousness (self-disciplined, organized),
(iv) Emotional Stability (calm, unemotional), and (v) Openness to Experience.

Over the last 50years the Big Five model has become standard in psychology.
Several experiments using the Big Five have repeatedly confirmed the influence of
personality on many aspects of individual behaviour including leadership [30, 37],
sales ability [24], teacher effectiveness [57] and general job performance [32].

The assessment of personality traits can be done using a variety of methods, the
most traditional method in personality psychology being self-reported assessments,
using questionnaires containing descriptive items that accurately reflect the five traits
[3]. As well as self-assessed methods, where you are the judge as to what extent each
item in the questionnaire accurately represents your personality, others’ assessments
have been found to be successful at predicting personality. Having people close to
you, such as family members and friends, rating the questionnaire items was found
to have the same results as self-reported values [68]. More recently, the judgements
of complete strangers have been used to assess personality from short amounts of
behavioural information (thin slices) such as one minute or even forty second video
clips [6, 7], which were found to provide enough behavioural information to make
accurate assessments.

The recent advancements in technology (e.g. advancements in computer vision
and speech recognition techniques, diffusion of social media andmobile devices) and
the increasing interest of computer scientists in personality computing, have added
new and different perspectives on personality assessment and acquisition tasks (see
Vinciarelli and Mohammadi, for a general review [77]). In the next sections, we will
provide a review of the sources of data (video, audio, mobile and wearable devices,
text, social media, etc.) and the methods used to automatically detect personality.

5.2 Non-verbal Communication

Social and personality psychology suggest that non-verbal communication is a way
to externalize personality [21] and, at the same time, a relevant cue that influences
the traits that others attribute to an individual [34]. Similar cues, usually coming
from uncontrolled or unconscious behaviours, are tone of voice, pitch, speaking rate,
prosody, eye gaze, facial expression, postures and gestures. Hence, several studies
in personality computing have used non-verbal features to automatically recognize
personality traits.
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5.2.1 Audio Approaches

Many studies in personality psychologyhave emphasized the relevance of non-verbal
for inferring personality traits. Extraversion is associatedwith higher pitch and higher
variation of the fundamental frequency [69, 70], with fewer and shorter silent and
filled pauses along with higher voice quality and intensity [49]. Moreover, studies on
the differences between the communication styles of introverts and extroverts suggest
that the latter in general speak more, they also speak faster, with fewer pauses and
hesitations [23, 70]. Computational approaches of personality have also investigated
the effectiveness of using non-verbal acoustic features [55, 56].

Mohammadi et al. [56] used a collection of 640 speech samples extracted from 96
newsbulletins from330 separate individuals. The goal of theirworkwas to use speech
features in an attempt to predict the personality of those speaking and to investigate
whether the prediction of the personality matched the scores from the personality
judgements. The judgements were made by human annotators based on the Big Five
model of personality. The annotators were assessing the aspects of speech and not
the spoken word as they did not speak the language of the clips (French). Each clip
was assigned five scores for each of the five personality traits. The speech features
extracted from the data were pitch, formants, energy and speaking rate. They found
that the performance using computational methods was above chance for each trait
except Openness to Experience. Their findings should be treated as preliminary for
two reasons, (1) they show simply that human annotators and algorithms display
agreement and (2) there were only two traits, Extraversion and Conscientiousness,
where the recognition rate was satisfactory.

Further experiments using the same data obtained better performances:
Mohammadi et al. [55] used (i) pitch (number of vibrations per second produced
by the vocal cords), the main acoustic correlate of tone and intonation, (ii) the first
two formants (resonant frequencies of the vocal tract), (iii) the energy of the speech
signal and (iv) the length of voiced and unvoiced segments, which is an indirect
measure of speaking rate. Again, the higher performances were obtained for Extra-
version and Conscientiousness, supporting the previous findings [56]. Specifically,
the mean of the formants (resonant frequencies of the vocal tract) appears to be the
only important cue in the case ofAgreeableness. This suggests that voiceswith higher
formants tend to be perceived as less agreeable. A similar situation is observed for
Neuroticism, where the means of pitch and first two formants appear to be the most
important cues. In the case of Openness, the performance was not significantly better
than the baseline. The main reason could be that this trait is difficult to perceive in
the particular setting of the experiments.

5.2.2 Multimodal Approaches

Several studies have exploited the multimodal nature of non-verbal communica-
tion using a combination of acoustic and visual signals to predict personality.
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Biel et al. [12] used a dataset of 442 vlogs containing just one video per vlog-
ger. The vlogger’s personality annotations were done by external observers taking
into account just the first minute of the conversation. Each video was scored by
five raters, inter rater agreement displayed moderate reliabilities for the aggregated
annotations and varied from 0.42 for Emotional Stability to 0.77 for Extraversion
(0.42 < ICC(1,k) < 0.77). Then, a list of acoustic and visual cues were extracted:
from audio tracks, speaking activity statistics (e.g. speaking time, speaking turns and
voicing rate) as well as emphasis patterns (energy, pitch and autocorrelation peaks).
The visual cues extracted from the dataset were based on weighted motion energy
images, and from the energy basic statistical features, such as entropy, mean, median
and centre of mass (horizontal and vertical) were calculated. The results of the exper-
iments revealed significant correlations between the audio features and Extraversion,
followed by Openness to Experience and Agreeableness. Specifically, speaking time
was significantly correlated with Conscientiousness, Extraversion and Openness to
Experience. The authors also found a negative association between the number of
speech turns and Extraversion, which supports the claim that extraverts have higher
verbal fluency. Visual activity as measured by the entropy, mean and median of the
energy feature was correlated with Extraversion and Openness to Experience while
it was negatively correlated with Conscientiousness.

Again adopting amultimodal (audio–visual) approach, some studies have targeted
the recognition of personality traits during small group interactions, usually meet-
ings. Pianesi et al. [64] examined the interactions of individuals in small meeting
groups using theMission Survival Corpus, a collection ofmulti-partymeetings based
around a table, recording both video and audio. Meeting participants were required
to solve the Mission Survival Task [29], where they had to list in order of importance
15 items necessary for survival after a plane crash. The meeting continues until a
consensus is reached by all members of the group. From the corpus, a number of
audio and visual features were extracted. In particular, audio features were related
to four classes of social signals, namely (i) Activity, the conversational activity level
measured as a percentage of speaking time, (ii) Emphasis, measured by variations
in prosody, pitch and amplitude, and for each voiced segment by the mean energy,
the frequency of the fundamental formant and the spectral entropy, (iii) Mimicry,
defined as the unreflected copying of one person by another during a conversation,
or back and forth exchanges of short words, and finally (iv) Influence, computed
by counting the overlapping speech segments (see Chap.6 for a detailed review of
social signals). The visual features calculated were related to fidgeting behaviour and
the energy associated with body gestures. Classification experiments were run for
the Extraversion trait using features computed on one-minute windows. The results
showed that acoustic features yielded better results performances for Extraversion
than visual features, with an accuracy of 87% compared to the baseline of 67%.

Using a subset of the Mission Survival dataset, Lepri et al. [44, 45] exploited
behavioural cues such as subject’s speaking time, the amount of visual attention the
subject received from, and the amount of visual attention the subject gave to, the
other group members. For each subject, short sequences of expressive behaviours,
the so-called thin slices [6, 7], were formed by taking sequences of these behavioural
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cues in windows of varying size (1/2/4/5/6min) covering the duration of the meeting.
The features used in this study were speaking time, attention received from others,
attention received from others while speaking, attention received from others while
not speaking, attention given to others, attention given to others while speaking,
attention given to others while not speaking. The aim of the experiments was to
accurately detect Extraversion by using just these features. The main findings were
that speaking time was ineffective when used as a stand alone measure, while when
combined with measures of attention received from others it had more predictive
powers. Moreover, the attention that the subject gives to others was not found to
be a powerful predictor of personality, while the attention that the subject received
from others while not speaking yielded significant results. Manually annotated data
yielded accuracies (between 53 and 64%) not exceptionally high but significantly
above the baseline, while the automated analysis yielded overall accuracies between
53 and 60%.

A similar approach has also been used for personality prediction in different set-
tings, such as, subject’s short self-presentations [10] and human–computer collabo-
rative tasks [9]. Batrinca et al. [10] asked 89 subjects to briefly introduce themselves
using a broad range of possible topics such as their job, last book read, last holiday,
preferred sports, etc. The length of the video and audio recorded self-presentations
ranged from 30 to 120s. The authors extracted a large number of acoustic and visual
cues from the dataset: acoustic cues such as pitch, intensity, average speaking time,
and length of self-presentation and visual cues including eye gaze, frowning, hand
movements, head orientation, mouth fidgeting and posture. The results of the experi-
ments found that Conscientiousness and Emotional Stability were the easiest traits to
recognize during self-presentations, while Agreeableness and Extraversion were not
accurately recognized, suggesting that the latter traits are more clearly manifested
during social interactions [45, 64].

In a more recent study, Batrinca et al. [9] dealt with the task of recognizing per-
sonality traits during collaborative tasks performed between a human subject and a
machine. Specifically, the study participants were asked to successfully guide their
partner, a computer system, through a map while encountering some obstacles in the
way, such as differences in the maps and unclear landmarks for giving directions.
The “Wizard of Oz” method [39] was used in the data collection, this is a method
by which the subject believes that they are interacting with an autonomous com-
puter system, but which is actually being operated or at least partially operated by
an unseen human being. The unique aspect of this task was that there were four dif-
ferent levels of collaboration exhibited by the “computer system”, whether the task
was made more difficult by displaying aggression and annoyance towards the partic-
ipant: (i) a fully collaborative, calm and polite exchange with the system (ii–iii) two
intermediate levels, with polite or neutral responses, while not being able to follow
directions and finally (iv) a non collaborative level with an aggressive and offensive
overtone. A number of acoustic features were extracted from the dataset such as
pitch, intensity, number of speaking turns taken by the participant, number of long
turns (speech segments lasting more than two seconds), total speaking duration, total
speaking duration of the experimenter, total duration of overlapping speech and total
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duration of the silence for the duration of the video. Following Jayagopy et al. [35]
motion vector magnitude and residual coding bitrate over all the skin blocks were
computed as a measure of individual activity. The experiments performed revealed
that Extraversion and Emotional Stability were the only personality traits recognized
which were consistently significant above baseline (67%) under the different col-
laborative settings, more precisely for all collaborative levels except for Emotional
Stability (74.41–81.30%) and all but the fully collaborative levels for Extraversion
(accuracies from 72.09–81.39%).

5.3 Wearable Devices

The technological advancements in wearable technologies have allowed the col-
lection and monitoring of human behaviour in an unobtrusive manner [65]. The
data collected through these devices can often be more telling and objective than
self-reported data in situations where behaviour changes occur without the individ-
ual necessarily being aware. Wearable devices are being used in detecting frustration
during learning [28], stressful situations at work [41] and in a variety of other contexts
where personality can also be detected through the data recordings. Two examples
of these devices are detailed further here. The Electronically Activated Recorder
(EAR) [51] and Sociometric badges [61] are technologies that can be used to carry
out research in ecologically valid contexts. The EAR is a modified digital voice
recorder that periodically records brief snippets of ambient sounds [51]. The device
is worn on the belt or in a small bag and subjects carry it with them during their nor-
mal everyday life. It is unobtrusive and records moment-to-moment ambient sounds
and samples, recording only a fraction of the time instead of continuous recording,
therefore not requiring the presence of a researcher. The device samples without
interrupting the flow of the subject’s daily life whereas traditional research methods
such as experience sampling measures [17] need to be recorded at specific time inter-
vals and require the individual to stop what they are doing. The device also means
that subjects are unaware of which specific moments are being recorded, suggesting
that they are unable to alter their behaviour due to an awareness of being recorded
and feeling self-conscious, which can occur with less discrete devices.

Mehl et al. [52] examined the expression of personality by tracking 96 partici-
pants over two days using the EAR. Participants’ personality scores were correlated
with EAR-derived information on their daily social interactions, locations, activities,
moods and language use; these daily manifestations were generally consistent with
trait definition and (except for Openness) were often gender specific. To identify
implicit folk theories about daily manifestations of personality, the authors corre-
lated the EAR-derived information with impressions of participants based on their
EAR sounds, with accuracies between 39 and 58%. Their findings pointed out the
importance of naturalistic observation studies on how personality is expressed and
perceived in the natural stream of everyday behaviour. The behavioural manifesta-
tions and the independent judgements were correlated between 0.21 and 0.41 with
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significance values of p<0.05 and p<0.001. Specifically, the time spent talking was
indicative of subjects’ Extraversion, using swear words was negatively related to
Agreeableness, and attendance at the classes was strongly associated with Consci-
entiousness. The EAR fills an important gap in the psychological study of person–
environment interactions (for a review see [78]); however, this method has obvious
limitations. For example, it allows only the acoustic observation of daily life, and
not many other interesting social phenomena which can be grasped by other means.

UsingSociometricBadges, it is possible to be able to provide amulti-viewdescrip-
tion of daily life captured, from copresence in a specific place to face-to-face inter-
actions and speech behaviours. Sociometric Badges are devices worn around the
neck and are equipped with a microphone, an accelerometer, a Bluetooth sensor and
an Infrared sensor. The badges record data from interactions with other users also
wearing the badges. These are aspects of social behaviour, such as, proximity to
each other from the Bluetooth, face-to-face interactions from the Infrared, which
register hits when two badges are less than one metre apart facing each other, and
energy and speaking features from the accelerometer and the microphone, respec-
tively. The badges can also record data from base stations positioned in various
locations around the area of interest, such as specific rooms or meeting points, which
give further information of the social activities of the subjects under investigation.
Sociometric badges have also been used to correlate behavioural cues and personality
traits [60]. The authors recorded the interactions of 67 nurses in a post anaesthesia
care unit (PACU) over 27days. Correlational analyses to understand which features
were linked to each personality trait were performed. Results can be summarized
as follows. The lower the daily average time in close proximity to a bed or phone
and the lower daily variation in phone call length, the more extroverted the individ-
ual. Openness to experience was associated with higher variation in daily physical
activity, less variation in speaking time, more variation in close proximity to a phone
and more variation in daily average betweenness centrality, computed from the face-
to-face network. The less variation across days of speech volume modulation, and
the less variation of time in close proximity to a bed, the more agreeable the person
was and the less variation across days in the daily average betweenness the more
conscientious the person was.

5.4 Smartphones

Nowadays, smartphones are becoming an unobtrusive and cost-effective source of
previously inaccessible data related to daily social behaviour. These devices are
able to sense a wealth of data: (i) location, (ii) other devices in physical proximity
through Bluetooth scanning, (iii) communication data, including both metadata (i.e.
event logs: who called whom, when, and for how long) of phone calls and text
messages (sms) as well as their actual content, (iv) movement patterns, etc. Finally,
smartphones are also increasingly being used as the main device to access social
networks (e.g. Facebook, Twitter, etc.), to check and send email, to query the Web
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and more broadly to access and produce information. Social psychologist Geoffrey
Miller published The Smartphone Psychology Manifesto, arguing that smartphones
should be taken seriously as new research tools for psychology [53]. In his opinion,
these tools could revolutionize all fields of psychology and behavioural sciences
making these disciplines more powerful, sophisticated, international, applicable and
grounded in real-world behaviour. Recently, some researchers have started using the
digital traces captured by mobile phone data in order to infer personality traits.

Chittaranjan et al. [14, 15] showed that smartphone usage features, such as, the
number of calls made or received, their average duration, the total duration of outgo-
ing/incoming calls, the number of missed calls, the number of unique Bluetooth IDs
seen, Internet usage and so on, can be predictive of personality traits. Their results
revealed some interesting trends: extroverts were more likely to receive calls and
to spend more time on them, while features pertaining to outgoing calls were not
found to be predictive of the Big Five traits. Oliveira et al. [19] also investigated the
role played by a limited set of nine structural characteristics of the social networks
derived from the contextual information available frommobile phone data (call logs).
More recently, de Montjoye et al. [18] used a set of 40 indicators which can be com-
puted from the data available to all mobile phone carriers. These indicators referred
to five classes of metrics: (i) basic phone use (e.g. number of calls, number of text
messages), (ii) active user behaviours (e.g. number of initiated calls, time taken to
answer a text message), (iii) mobility (e.g. radius of gyration, number of places from
which calls have been made), (iv) regularity (e.g. call and text messages inter-time)
and (v) diversity (e.g. call entropy, ratio between the number of interactions and the
number of contacts). By using just the call log features, they were able to predict
whether the subjects were classed as being high, medium or low for each personality
trait, with accuracies from 29 to 56%, better than random, giving support for the
claim that personality can be predicted using standard mobile phone logs.

A different approach was followed by Staiano et al. [75] which considered the
role of a number of structural ego-network indices in the prediction of personality
traits, using self-assessments as a ground truth. The structural indices were grouped
into 4 basic classes, centrality, efficiency, triads and transitivity, and were extracted
from two different types of undirected networks based on (i) cellphone Bluetooth
hits and (ii) cellphone calls. The exploited dataset comprised the digital traces of 53
subjects for three months. The results showed that for all traits but Neuroticism the
information about colocation (Bluetooth network) seemed to be more effective than
the information about person-to-person communication (Call network). The outlier
role of Neuroticism could be associated with the specific characteristics of this trait,
based on the necessity to control for potentially stressful social situations, such as,
when many people are together in the same place. Another interesting result is the
positive association between Extraversion and transitivity indices with Bluetooth
network, which could be related to the tendency of extraverts to keep their close
partners together, also by promoting their introduction to each other at social face-
to-face gatherings.
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5.5 Text

A large area of research has used written texts to automatically infer personality
traits, taking into account both style and topics [8, 47, 48]. A preliminary work
addressing the automatic recognition of personality from text was done by [8]. This
work used the relative frequency of function words and of word categories based
on Systemic Functional Grammar to train classifiers for Extraversion and Emotional
Stability. Then,Oberlander andNowson [59] extracted n-gram features from a corpus
of personal weblogs. A major finding of theirs was that the model for Agreeable-
ness was the only one to outperform the baseline. Influential works were also done
by Mairesse et al. [47, 48], which used datasets collected from Pennebaker and
King [63].

Holtgraves [31] analyzed the association between texting styles and personality
traits. Texting is particularly interesting because it represents a merging of oral and
written communication, much like email with the difference of taking place interac-
tively in real time. The aim of the work was to understand how the language used
in text messaging varies as a function of personality traits and interpersonal context.
224 students were asked to come to the lab with their cell phones. After completing
a personality questionnaire they were asked to retrieve the last 20 text messages
that they had sent, and for each message the date and time it was sent, the location,
whether others were present at the time and the age and gender of the recipient. Then,
they rated the recipients of the text message on a number of items such as whether
they were close, liked each other, their relationship to them and how long they had
known each other. Using the text analysis tool, Linguistic Inquiry and Word Count
(LIWC), they analyzed the textual content of the messages. The results showed that
others being present is not a hindrance to texting behaviour and the messages on the
whole were short and more relational than informational, more as a mechanism for
maintaining social connections. Extraversion was associated with more frequent tex-
ting and the use of personal pronouns as well as word expansions (using more letters
to add emphasis to a word) but was not related to swearing, while Agreeableness
was negatively correlated with the use of negative words.

Schwartz et al. [71] used data collected from 75,000 Facebook users. All the users
filled in a personality questionnaire to be used as a ground truth using the Facebook
add-onMyPersonality [42]. The final dataset consisted of over 15.4million Facebook
status updates. In their work, the authors used two different approaches: (i) LIWC to
categorize each word with respect to predefined word categories and (ii) an open data
approach based on Differential Language Analysis (DLA) that categorizes the words
by similarity rather than predefined categories, hence it does not limit the data that
would not have fit into the predefined categories. The study found that fromFacebook
likes as well as detailed demographic information, private traits and attributes can be
predicted. By using this data, they were able to discriminate between sexual prefer-
ence, race and political affiliation. This shows that the data about us that is available
through social networking sites is representative of our identity, attitudes and beliefs.
The results showed, for example, evidence that there were some keywords related to
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certain personality traits—party and friends for extroverts, while words such as alone
were found to be more related to introverts. A further study using linguistic features
extracted from the same dataset [62] found that comparisons with self other reports
and external criteria (self-reports and language-based assessments) suggested that
language-based assessments are capable of capturing true personality variance. The
results show that the most highly correlated words, phrases and language topics for
each trait were consistent with the characteristics of each of the personality traits. For
example, those scoring high on Extraversion used language and symbols reflecting
positive emotion (e.g. love, :)), enthusiasm (e.g. best, stoked) and sociability (e.g.
party, hanging). The correlations between the language features and Extraversion
ranged from (r = 0.13 to r = 0.33), and all correlations were significant at p<0.001.
Similar findings for the language used and the reported personality scores were found
for all five of the personality traits.

Emails are another ubiquitous communication tool that constitute a significant
portion of social interactions and are characterised as the natural ’habitat’ of the
modern office worker [20]. Hence, emails have also been used to predict personality,
although with modest results. Specifically, researchers aimed to predict personality
by using features extracted from email text while also maintaining the privacy of the
sender by masking the content.

The work of Shen et al. [72] used two datasets collected from Outlook email
server and Gmail emails and outlined various features that can be extracted from
these data for predicting personality. The features they extracted were; bag of words
features (e.g. most commonly used words), meta features (e.g. to and from, word
count, time, date, etc.), word statistics (e.g. nouns, verbs, sentiment), writing styles
(e.g. greetings, formality, emoticons) and speech act scores (detecting the purpose
of the email, such as proposing a meeting). Using all the available features with
single label classifiers and Support Vector Machines (SVM) learning algorithm,
69% accuracy was achieved on the Outlook set and 72% on the Gmail set. By
using the Information Gain criterion the features that had the greatest predictive
value were sorted according to their power, features from word statistics and writing
styles appeared most frequently in the list. The results show that those with high
Conscientiousness tend to write long emails and use more characters, those with
high Agreeableness tend to use “please” and good wishes in their emails, while
those with high Neuroticism use more negations. As well as using emails ‘Blogs’ are
another potential source of data [33], however it has to be taken into consideration,
that those who write blogs may be more outgoing and open individuals and so being
able to predict all five personality traits from these sources would be limited.

5.6 Social Media

Social media are increasingly becoming one of the main channels used to interact
with others and to self-disclose. Social media are also emerging as an excellent
ground for personality computing [26, 42, 43, 58, 66].
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Golbeck et al. [26] used several characteristics extracted from Facebook profiles
such as education, religion, marital status, the number of political and generic orga-
nizations the users belonged to. In addition, the authors also extracted the density of
users’ egocentric networks and analyzed the text posted in the “About Me” section
using LIWC. A similar approach was performed by the same authors [25] using data
from Twitter: in particular they predicted subject’s personality using features such
as number of followers, density of subject’s network, number of hashtags, number
of links, words per tweet, etc. The authors found that Openness to Experience was
the easiest trait to detect while Neuroticism was the most difficult.

Quercia et al. [66] investigated the relationship between personality traits and
five types of Twitter users: (i) listeners, those who follow many users, (ii) popular,
those who are followed by many users, (iii) highly read, those who are often listed in
others’ reading lists and two types of influentials. Their results showed that popular
and influential users are both extroverts and emotionally stables in terms of traits.
Also, popular users are high in Openness, being imaginative, while influentials tend
to be high in Conscientiousness. The authors predicted users’ personality traits using
three features that are publicly available on any Twitter profile: (i) the number of
profiles the user follows, (ii) the number of followers and (iii) the number of times
the user has been listed in others’ reading lists. They found thatOpenness is the easiest
trait to predict (same result as obtained by Golbeck et al. [25]), while Extraversion
was the most difficult. In another study, Quercia et al. [67] studied the relationship
between Facebook popularity (number of contacts) and personality traits on a large
number of subjects. They found that popular users (those with many social contacts)
are more extroverted and less neurotic. In particular, they found that the Extraversion
score is a good predictor for number of Facebook contacts.

Kosinski et al. [42, 43] used subjects’ likes and activities on Facebook pages to
predict traits andpreferences.Kosinski [42] used the data collected fromover 350,000
US Facebook users collected from the MyPersonality project [42] to examine how a
user’s personality is reflected in their Facebook likes. The results for the personality
traits revealed significant correlations with Openness to Experience (r = 0.43) and
Extraversion (r = 0.40). The remaining personality traits were correlated with lower
values, between (r = 0.17 and r = 0.30). These findings show that personality can
be, to some extent, inferred from a user’s Facebook profile and that actual online
behaviour can be used to understand aspects of user’s personality.

A second study [43] expanded the range of features used in the prediction tasks.
The subjects browsing habits were calculated by using the Facebook like function
and classifying the pages into certain categories as defined by [11]. The results
found that Extraversion was the most highly expressed by Facebook features, while
Agreeableness was the hardest trait to predict. Extroverts were more likely to share
what was going on in their lives and their feelings, they attend more events, belong to
more groups and have larger numbers of friends. Thosewho scored high onOpenness
to Experience post more status updates and join more groups, while those who were
high in Conscientiousness use the like feature less frequently and were less likely
to join groups. A wide variety of people’s personal attributes, ranging from sexual
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orientation to intelligence, can be automatically and accurately inferred using their
Facebook Likes.

A new study [79] has also compared the judgements using features obtained from
Facebook data, self-reported assessments of personality and self other assessment
of the subjects’ personality, taken from a Facebook friend of the subject. The results
showed that computer-based models, based on the subjects’ ‘likes’, are significantly
more correlated with participants’ self-ratings (r = 0.56) than average human judge-
ments (r = 0.49).

Finally, a preliminary work by Celli et al. [13] exploited a Bag-of-Visual-Words
technique to automatically predict personality fromFacebook profile pictures. Profile
pictures convey a lot of information about a user and are directly connected to their
identity. Results revealed that extrovert and emotionally stable people tend to have
pictures where they are smiling and appear with other people. Introverts tend to
appear alone, neurotics tend to have images without humans and close-up faces.
Profile pictures of people with low scores in Openness to Experience tend to have
strong spots of light and sometimes darkened figures.

5.7 Beyond Traits: Personality States Recognition

Anassumption of the approaches described above is that traits are stable and enduring
properties, but people do not always behave the same way: an extrovert might, on
occasion, be less talkative ormake fewer attempts to attract social attention; a neurotic
person need not always react anxiously, etc. Behavioural variability has the effect
that attributions based on, e.g. short behavioural excerpts will always exhibit a certain
amount of dependence on the selected excerpts. There is, in other words, a tension
between the invariance of personality traits and the natural variability of behaviour
in concrete situations that can seriously hamper current attempts at automatically
predicting personality traits. In psychological studies, such a tension has often been
resolved by considering behaviour variability as noise that has to be cancelled out.
However, it can be argued that within-individual variability is not just noise to be
cancelled out; on the contrary, stemming from the interaction between enduring traits
and variable situational properties, it can give a valuable contribution to personality
prediction [22, 54].

A decade ago, an alternative take on this debate was considered in the form of
personality states [22]. Personality states are concrete behavioural episodes described
as having the same contents as traits. In one of their personality states, a person can be
said to behave more or less introvertedly, more or less neurotically, etc. Personality
traits can be reconstructed as distributions over personality states conditioned on
situational characteristics. People would differ because of their different personality
state distributions, meaning that, e.g. an introvert does not differ from an extrovert
because they never engage in extrovert behaviours, but because they do so in a
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differentmanner. Such an approachwould reconcile the traditional focus on between-
person variability with themeaningfulness of within-individual variability by turning
actual behaviours into personality states.

A first attempt at automatically recognizing personality states was done by
Staiano et al. [73, 74] employing visual and acoustic features in a meeting scenario.
Then, Lepri et al. [46] ran a 6-week long study in which they monitored the activities
of 53 people in a research institution during their working days. In particular, dur-
ing the study both stable and transient aspects of the participants’ personality traits
and personality states were collected using self-reported measures through expe-
rience sampling methods. The behavioural cues of the participants were collected
by means of the Sociometric Badges. Using the data collected by Lepri et al. [46],
Kalimeri et al. [38] investigated the effectiveness of cues concerning acted social
behaviours, for instance the number of people interacting and the number of people
in close proximity, as well as other situational characteristics such as time spent in
the canteen, in coffee breaks or in meetings and so on, for the sake of personality
states’ classification.

With the same data, Alshamsi et al. [5] and Teso et al. [76] explored the influence
played by specific situational factors, the face-to-face interactions and the proximity
interactions, over the ego’s expression of a specific personality state in a working
environment. Specifically, Alshamsi et al. [5] have shown that a contagionmetaphor,
namely the adaptation of behavioural responses to the behaviour of other people, can-
not fully capture the dynamics of personality states. Interestingly, the authors found
that social influence has two opposing effects on personality states: adaptation effects
and complementarity effects, whereby individuals’ behaviours tend to complement
the behaviours of others. Teso et al. [76] also investigated how the complexity of
the social network structure of the interacting alters can play a significant role in
predicting the personality states of the ego. To this end, people’s interactions were
represented as graphlets, induced subgraphs representing specific patterns of inter-
action, and design classification experiments with the aim of predicting the subjects’
self-reported personality states. The results demonstrate that the graphlet-based rep-
resentation consistently contributes to recognition improvements. Furthermore, the
amount of improvement tends to increase with graphlet complexity.

5.8 Open Issues

As seen in previous sections, personality recognition is attracting increasing inter-
est in the computational community. However, there are a number of open issues
requiring particular attention from researchers working in this field. In the following
subsections, we will list some of these open issues.
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5.8.1 Available Data and Tools

Data plays a crucial role in developing and testing personality recognition algo-
rithms and the lack of open datasets and benchmarks is limiting the number of
studies and creates issues in the process of validation and reproducibility needed
by the scientific community. To the best of our knowledge, the datasets available,
or partly available, containing personality data are the Friends and Family Dataset
[1], the SSPNET Speaker Personality Corpus [55], myPersonality [42], the YouTube
Personality Dataset [12], and the more recent SALSA Dataset [2]. Similarly, very
few ready-to-use tools are available for personality recognition, a notable example
being Bandicoot1 based on the approach described by [18].

5.8.2 Methodological Issues

As pointed out by Vinciarelli and Mohammadi [77], the personality computing
researchers often propose binary classification approaches,where the goal ismapping
behavioural features into high and low classes for each personality trait. However,
splitting subjects into classes (e.g. above and below the median of a given trait) is
not really meaningful from a psychological point of view. A more meaningful task
might be ranking people according to their personality traits. Moreover, personality
computing addresses each trait separately based on the assumption that traits are
independent and uncorrelated. However, this is not always the case as highlighted by
Vinciarelli and Mohammadi [77]. Hence, computational approaches able of jointly
modelling the traits should be investigated.

Additionally, some concerns can be raised about the reliability of socialmedia data
(e.g. Twitter, Facebook, etc.) as valid sources of information about personality. One
possible concernwith these data is due to the fact thatwe select the type of information
we openly share on social networking platforms and thus it may represent the best
version of ourselves and not the true self. In a study, Gosling et al. [27] investigated
if social media data can be a reliable and valid source of information and their results
support this hypothesis. However, it is still an open issue debated by researchers.

5.8.3 Privacy Concerns

Privacy concerns need to be addressedwhen considering the future of research for the
automatic acquisition of personality. Certain sources of data cannot be anonymized;
for example, a given individual can easily be identified fromvideo, audio and location
data. Similarly, socialmedia data retain personal identifiable aspects that canbe traced
back to the individual simply from searching the web [80]. Protecting the privacy of
subjects’ data is a critical issue to consider [40].

1http://bandicoot.mit.edu/.

http://bandicoot.mit.edu/
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5.9 Conclusion

In this chapter, we provided an overview of the data sources (text, audio, video,
mobile phones data, wearable sensors data, etc.) and methods that can be used to
automatically acquire information about an individual’s personality. From a more
general point of view, the results of the described studies show the feasibility of the
automatic acquisition of personality and encourage further research.

In particular, the future of automatic personality acquisition has to do with the
improvement of the feature extraction methods and to investigate new promising
sources of data (e.g. spending data from credit card transactions). It is worth noting
that personality computing is increasingly attracting more attention from a wide and
diverse range of communities (e.g. mobile computing, social media, robotics, com-
puter vision and speech processing, natural language processing, human–computer
interaction, etc.) and this field, as highlighted by [77], might become a common
ground for disciplines and areas that in the past have barely communicated with each
other.
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Chapter 6
Computing Technologies for Social Signals

Alessandro Vinciarelli

Abstract Social signal processing is the domain aimed at modelling, analysis
and synthesis of nonverbal communication in human–human and human–machine
interactions. The core idea of the field is that common nonverbal behavioural
cues—facial expressions, vocalizations, gestures, postures, etc—are the physical,
machine-detectable evidence of social phenomena such as empathy, conflict, inter-
est, attitudes, dominance, etc. Therefore, machines that can automatically detect,
interpret and synthesize social signals will be capable to make sense of the social
landscape they are part of while, possibly, participating in it as full social actors.

6.1 Introduction

To the best of our knowledge, the expression “Social Signal Processing” (SSP) was
used for the first time, at least in the computing community, in 2007 [35]. The first
attempts to outline the scope of the domain were proposed shortly after [65, 66], but
the first full definition of the field was proposed only in 2012 [68], when SSP was
clearly shown to include three major areas of interest, namely conceptual modelling,
automatic analysis and artificial synthesis of social signals. Conceptual modelling
is the definition of theoretic models of social signals in terms of psychological and
cognitive processes. Automatic analysis is the development of approaches that detect
and interpret human behaviour in terms of social signals. Artificial synthesis is the
development of machines capable to synthesize social signals that affect people,
typically users, in the same way as those displayed by humans.

The main outcomes of these initial efforts were, on the one hand, the definition
of SSP in terms of scientific and technological questions and goals [11] and, on the
other hand, the proposition of theoretically grounded definitions of what a social
signal is: “actions whose function is to bring about some reaction or to engage in
some process” [10], “acts or structures that influence the behaviour or internal state
of other individuals” [30], “communicative or informative signals which [...] provide

A. Vinciarelli (B)
University of Glasgow, Sir A.Williams Building, Glasgow G12 8QQ, UK
e-mail: vincia@dcs.gla.ac.uk

© Springer International Publishing Switzerland 2016
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information about social facts” [39]. In other words, social signals are observable
behaviours that not only convey information about social phenomena, but also influ-
ence others and their behaviours.

On the basis of the definitions above, the research community has been moving
along two major dimensions

• Development of methodologies aimed at analysis and synthesis of social signals.
These include efforts aimed at automatic recognition of facial expressions [75],
computational paralinguistics [55], expressive speech synthesis [54], action and
movement recognition [40], etc.While being pertinent to SSP, this type of research
is typically carried out in other communities (e.g. computer vision for facial expres-
sion analysis and action recognition, signal processing for computational paralin-
guistics and speech synthesis, etc.).

• Development of approaches for automatic analysis and synthesis of major social
and psychological phenomena such as conflict and disagreement [9], personal-
ity [64], leadership [52], etc. This research dimension is most readily recognized
as SSP oriented and it will be the focus of this chapter.

In parallel with the research lines above, there is the attempt to adopt SSPmethod-
ologies in view of real-world applications such as recommendation systems [61],
robot companions [20], analysis of development in children [5], multimedia analy-
sis, tagging and retrieval [16, 34], etc. (see Sect. 6.5.5).

The rest of this chapter is organized as follows: Sect. 6.2 provides a conceptualmap
of the domain, Sect. 6.3 provides a state of the art, Sect. 6.4 introduces a methodolog-
ical map, Sect. 6.5 proposes some future important challenges and Sect. 6.6 draws
some conclusions.

6.2 A Conceptual Map of SSP

The goal of this section is to provide a conceptual map of SSP, i.e. to show that
most activities of the domain correspond to one or more elements of the Brunswik’s
Lens [12], a human–human interaction model commonly adopted in the psycholog-
ical literature (see Fig. 6.1).

6.2.1 Externalization

According to theBrunswik’sLensmodel, people externalize social andpsychological
phenomena through everything observable they do. By social and psychological is
meant, any phenomenon that has to dowith the inner state of an individual and cannot
be sensed and/or accessed through direct observation: personality traits, attitude,
intentions, emotional states, mood, etc. The externalization process corresponds to
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Fig. 6.1 The picture shows a simplified version ofBrunswik’s lens. At the phenomenal level, the left
side is the externalization (people manifest their inner state through distal cues), the central part is
the perception (physiological, cultural and cognitive phenomena transform distal cues into proximal
cues), the right side is the attribution (observer attribute states and make perceptual judgments). At
the technological level, every SSP research problem targets one of the elements of the Brunswik’s
lens

the left side of Fig. 6.1 and results into distal cues, i.e. any form of evidence that can
be perceived by others.

Of all possible distal cues, SSP focuses on nonverbal behaviour because of its
primacy in social interactions and because it is honest [36], i.e. it leaks information
about the actual state of an individual independently of her intention to do it.However,
distal cues include many other overt behaviours like, e.g. the way people organize
apartments and other spaceswhere they live [22], physiological signals (galvanic skin
conductance, heartbeat, blood pressure, etc.) [38], written texts [60] and, recently,
electronic traces left via mobile phones [44] and social media [64]. Potentially, every
cue can become a social signal, i.e. a form of evidence that conveys socially relevant
information.
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Research efforts revolving around the externalization process, i.e. aimed at
automatically detecting distal cues and mapping them into inner states of an individ-
ual, can be considered anSSP relevant effort. In the case of nonverbal communication,
this includes the twomajor research lines outlined in Sect. 6.1: detection and interpre-
tation of nonverbal cues, and analysis and synthesis of major social and psycholog-
ical phenomena. From an application point of view, this part of the Brunswik’s lens
encompasses, e.g. detection of cognitive and developmental problems like autism,
Alzheimer’s disease, depression, etc. (see Sect. 6.3.2), or personalization of devices
based on emotional state or personality traits (see Sect. 6.3.5).

6.2.2 Perception

Once distal cues are perceived by an observer (the person on the right side of Fig. 6.1),
they undergo a perception process and are transformed into proximal cues, i.e. the
cues actually at disposition of our cognition. The perception includes physiological
processes through which physical signals are transformed into percepts as well as
cultural, psychological and cognitive biases that can influence our perception of
others and of the social landscape. While no major efforts have been done to take
into account physiological perception processes, cognitive and psychological aspects
have been extensively studied in SSP [10, 30, 39].

From a technological point of view, this is the part of the Brunswik’s lens that
has been addressed least, if it has been at all. The main probable reason is that the
computing community, where SSP is born and it is developing, has no familiarity
with the methods used in perception physiology. Furthermore, the development of
cognitive and psychological models requires one to address problems that are out of
reach for computing approaches because they are based on evidence that cannot be
detected with sensors and cannot be modelled in mathematical and statistical terms.
To the best of our knowledge, there are no application or research efforts associated
to this part of the Brunswik’s lens in the SSP community.

6.2.3 Attribution

The last part of the Brunswik’s Lens corresponds to the attribution, i.e. the process
that maps proximal cues into judgments. In other words, the attribution process is
responsible for opinions and beliefs that people develop about others. The impor-
tant aspect of the attribution process is that judgments are not necessarily accurate
(e.g. an observer can attribute personality traits to another person that do not corre-
spond to the actual traits of this latter), but explain how observers behave towards
observed individuals.
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From a technological point of view, the research lines working on this part of
the lens are the efforts aimed at developing machines that stimulate the attribution
of predefined characteristics (e.g. the synthesis of voices that sound extravert or the
development of artificial agents that look competent), and the development of tech-
nologies aimed at understanding social phenomena where the way people perceive
others plays a role (e.g. conflict, personality, leadership, disagreement, roles, etc.).
From the point of view of the applications, this part of the lens encompasses, e.g.
multimedia retrieval approaches taking into account the effect data produces on users
(see Sect. 6.3.4) or conversational technologies (see Sect. 6.3.6).

In principle, research approaches targeting the attribution process shouldmake use
of proximal cues. However, to the best of our knowledge, all current technologies
use distal cues instead. The main probable reason is the lack of efforts aimed at
modelling the perception process (see Sect. 6.2.2).

6.3 State of the Art

This section proposes a survey of the most recent work in SSP, with particular atten-
tion to phenomena that have been extensively investigated in the last years.

6.3.1 Personality

Personality computing [64], the development of technologies dealing with human
personality, is an emerging SSP trend. The main reason behind the interest for per-
sonality is that such a construct captures reliably long-term behavioural tendencies
and, therefore, it makes it easier to predict the behaviour of an individual. This is a
major advantage for any technology expected to interact naturally with its users. Per-
sonality computing approaches target both externalization and attribution processes
(see Sect. 6.2). In the former case, the goal is to automatically predict self-assessed
traits, i.e. the traits that people attribute to themselves (Automatic Personality Recog-
nition,APR). In the latter case, the goal is to predict the traits that people are attributed
by others (Automatic Personality Perception, APP) or to artificially generate behav-
ioural cues that convey predefined personality impressions (Automatic Personality
Synthesis, APS).

In the case of APP and APR, the typical approach is to automatically infer person-
ality traits from observable behavioural traces. These latter include written texts [4],
nonverbal behaviour [68], social media profiles [42, 43], gaming behaviour [72, 74],
use of mobile and wearable devices [57], etc. In most cases, the task actually per-
formed by the approaches proposed in the literature is to predict whether a person is
above or below a threshold (typically median or average of the observed personality
scores) along a certain trait [64]. Only in a few cases, the approaches target the actual
continuous scores associated to the traits of an individual. In the case of APS, the
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typical approach is to generate artificial behavioural cues aimed at stimulating the
attribution of desired personality traits [29, 31, 58, 59]. The most common forms
of embodiment adopted to generate cues are synthetic voices, robots and artificial
agents, etc.

6.3.2 Cognitive, Mental and Developmental Problems

The detection of cognitive, mental and developmental problems—e.g. depression,
Alzheimer, autism, Asperger syndrome, etc—is another domain that attracts signif-
icant attention in the SSP community. The reason is that the health problems above
leave traces in the way people behave. Therefore, SSP methodologies appear to be
particularly suitable. Furthermore, behavioural analysis is particularly effective for
children that do not speak or for patients that are at the earliest stage of their pathology
and, therefore, manifest only minor deviations with respect to their normal behav-
iour. Overall, the approaches of this domain focus on the externalization part of the
conceptual map (see Sect. 6.2), the reason being that health conditions are an actual
state of people and not something that others attribute to them.

A large number of efforts have focused on autism in young children, but more
recent efforts target problems that have a major societal impact such as depres-
sion [63] or ageing-related cognitive deterioration. Besides providing diagnostic
tools, SSP research in the field tries to improve the condition of the patients through
treatments like the use of robots for helping autistic children to interact better [18]
or assistive robots that help people with physical and/or mental problems.

6.3.3 Proxemics and Surveillance

The main goal of surveillance technologies is to monitor the behaviour of people
in environments where safety and security are at risk, whether this means to follow
workers that operate potentially harmful devices in an industrial plant, to detect
criminal behaviour in public spaces or to checkwhether peopleflowwithout problems
through the alleys of a station. For at least two decades, surveillance research has
focused on the sole technology, i.e. people were tracked and analyzed like any other
target in videos and audio recordings. In recent years, the research community has
realized that analysing the behaviour of people can benefit from the integration of
social psychology findings [15], especially when it comes to proxemics (the use
of space as a means to convey social meaning [14]). Several approaches have then
tried to detect F-formations, the typical spatial arrangements that people form when
they interact with one another, or to take into account social force models in the
movement, apparently random, of pedestrians on the street.
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In ultimate analysis, the goal of most surveillance approaches is to support the
decision of human operators on whether it is necessary to intervene in a situation
under observation or not. This requires one to know the actual intentions and attitudes
of people and, therefore, surveillance technologies tend to target the externalization
problem (see Sect. 6.2 and Fig. 6.1).

6.3.4 Multimedia Analysis

The effect known as Media Equation [46] shows that people do not make any
difference, from a cognitive point of view, between individuals they meet face-to-
face and individuals they see in videos or hear in audio recordings. This suggests
that multimedia material should be indexed not only in terms of visual and acoustic
properties (like it typically happens in multimedia indexing and retrieval technolo-
gies), but also in terms of social, psychological and cognitive effects they induce in
their consumers.

The literature proposes several trends that go in the direction outlined above.
Human-centered Implicit Tagging is the attempt of tagging multimedia data in terms
of the behavioural reactions they stimulate in data consumers (e.g. a video that
makes people laugh will be tagged as funny) [34]. In parallel, the literature has
proposed several approaches aimed at predicting the emotion that people experience
in consuming multimedia data based on measurable characteristics of these latter
such as colour (in the case of pictures) [73] or beat (in the case of music) [27].
More recently, the literature has proposed that the data people exchange in social
media (e.g. pictures on Flickr or videos on Vine) might work as a social signal, i.e.
it might play in social media interactions the same role that nonverbal cues play in
face-to-face interactions [16].

The research trends described in this section tend to target the attribution com-
ponent of the conceptual map proposed in Sect. 6.2 (see Fig. 6.1). The reason is that
these technologies are based on what people perceive in the data and not on the actual
content of this latter.

6.3.5 Human–Computer Interaction

Research on Human–Computer Interaction has explored for two decades the
tendency of people to attribute typically human characteristics (e.g. personality traits
and intentions) tomachines [32], especiallywhen these display human-like behaviour
and features like virtual agents or social robots [20]. Therefore, it is not surprising to
observe that SSP approaches target Human–Computer Interaction and, in particular
leverage on “on the power and potential of unconsciously conveyed attentive and
emotional information to facilitate human–machine interaction” [2].
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Recent examples include the detection of hesitations in movie-on-demand sys-
tems [70], the analysis of gazing behaviour in image consumption [45], or the design
of uncomfortable experiences [7]. SSP-oriented HCI approaches cover both exter-
nalization and attribution processes in the conceptual map of Fig. 6.1. The former
aim at understanding the user (the machine needs to know the internal state of the
user), the latter aim at displaying cues and behaviours that stimulate the attribution
of desirable characteristics.

6.3.6 Conversational Technologies

Conversation is the “primary site of human sociality” [53] and it remains the subject
of extensive efforts in SSP,whether conversation takes place face-to-face, through the
phone or, more recently, via social media and chats. Most efforts in this area aim at
inferring the social phenomena taking place in a conversation from the nonverbal cues
that people display. The spectrum of phenomena being addressed in this way is wide
and it includes conflict [64], dominance [25], mimicry [19], group dynamics [37],
negotiation [17], engagement [49] and the list could continue. As a confirmation
of the primacy of conversational technologies, the European Commission is making
major efforts toward the definition of a Roadmap for the development of technologies
dealing with conversation [47].

Approaches in this domain tend to focus on externalization processes (the typical
goal is to understand automatically the state of the people involved in a conversation),
but a few approaches consider attribution processes as well, given that these drive
the behaviour of one person towards the others [62].

6.4 A Methodological Map of Social Signal Processing

Figure6.2 proposes a methodological map of SSP, i.e. a scheme showing the main
issues to be addressed in order to develop an effective approach. The upper part
corresponds to the analysis problem, i.e. the inference of social and psychological
phenomena from observable, machine-detectable behaviour. The lower part corre-
sponds to the synthesis problem, i.e. the generation of artificial behaviours aimed at
conveying the same socially relevant messages as the natural ones.

In the case of the analysis problem, the main issues to be addressed are sensing,
data, detection and modelling. The first step corresponds to capture and record-
ing of physical signals expected to account for the behaviours under observation.
The most common sensors are microphones and cameras, but the recent years have
witnessed the proliferation of other sensing devices. In most cases, these address
observable behaviour (e.g. wearable devices, RGBD cameras, etc.). However, it is
increasingly more frequent to capture physiological signals (e.g. skin conductance,
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Fig. 6.2 The picture shows a methodological map of SSP. The upper part shows the synthesis an
the lower one shows the synthesis. In the first case, the main steps are sensing, data (design and
collection), detection and modelling (including interpretation). In the second case, the main steps
are the selection of the cues and then the embodiment

blood pressure, etc.) that, while not fully fitting the most common definitions of
behaviour, still provide useful information about interacting people.

Unlike in other domains, data is not just passive material to be processed and ana-
lyzed, but the first step towards the development of an effective approach. In fact, it
is through collection and observation of data that it is possible to establish a relation-
ship between behaviour and social phenomena. The data collection typically involves
the design of setting and scenario, namely the conditions in which subjects interact
(with other people and/or with machines) and the particular tasks and goals to be
achieved during the interaction. Furthermore, data collection includes often anno-
tation and modelling. The former refers to the creation of metadata showing events
of interest in the data (e.g. occurrences of a given behavioural cue), the latter to the
collection of psychometric questionnaires and/or ratings that describe in quantitative
terms the social phenomena taking place in the data [67, 69].

The rest of the process includes approaches aimed at detection and modelling of
nonverbal behavioural cues in the signals captured with the sensors above. While
the analysis of audio and video recordings can rely on the extensive experience
accumulated in communities like speechprocessing and computer vision, the analysis
of data collected with more recent sensors is still relatively unexplored.

In the case of synthesis (see lower part of Fig. 6.2), the main issues to be addressed
are the cues’ selection and the form of embodiment. The most common forms of
embodiment include synthetic speech, virtual agents and robots. Depending on the
particular form of embodiment, it will be possible to generate certain behaviours,
but not others. Major efforts have been done in the case expressive speech synthesis
(whatever is the form of embodiment, social machines tend to speak because this is
necessary to transmit any information) and facial expression animation. In the last
years, increasingly more attention is being dedicated to the combination of multiple
cues and, furthermore, to the ability of an artificial agent to display a cue at the right
moment. When the form of embodiment is a robot, it becomes possible to implement
proxemic cues (e.g. the distance with respect to users) or touch behaviours that are
not possible with non-embodied agents.
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6.5 Open Issues and Challenges

This section proposes the main issues and challenges that the community currently
recognizes as crucial for the progress of the domain.

6.5.1 The Data

Data plays a crucial role in SSP. Collecting corpora of social interactions is typically
the first step towards the development of an effective approach. The main reason
is that the observation of interacting people—to be performed according to rigor-
ous practices developed in domains like social psychology, anthropology, ethology,
etc. [6, 28]—is probably the only way to measure in quantitative terms the relation-
ship between overt, machine-detectable behaviour and social or psychological phe-
nomena typically targeted in SSP. In absence of such a relationship, SSP approaches
cannot work properly.

The lifecycle of a corpus includes three main stages: collection, annotation and
distribution. The collection is performed with a wide spectrum of sensors and for a
diverse range of purposes [66]. The use of microphones and cameras is ubiquitous
because these instruments correspond to our main senses (hearing and sight) and,
furthermore, speech processing and computer vision attract major attention in the
scientific community. However, it is not uncommon to collect data with wearable
devices and, in recent years, with physiological sensors.

The annotation is the step during which the raw data captured with sensors is
enriched with metadata that accounts for the observation made over the corpus
(e.g. timing and duration of specific cues, psychometric questionnaires filled by
the subjects appearing in the data, etc.). This is an expensive and time-consuming
step, but it makes the difference between data that can actually be beneficial for SSP
and data that cannot. In this case as well, there is a standardization problem and there
is no format that is widely accepted and recognized by the community [26]. This
slows down the progress because it is not possible to build instruments that can work
on all possible data and no interoperability can be guaranteed.

Besides the technical limitations, the annotation step involves scientific problems
as well. Social phenomena are situated, i.e. they depend on the specific context
where they are observed. However, annotations rarely take into account such an
aspect and this might lead to inappropriate generalizations of the results obtained
over one particular corpus. A possible solution is to adopt the notion of genre [8] as
a way to distinguish between general types of interaction, but it is still unclear how
different genres can be identified and defined. Furthermore, SSP effort have insisted
mainly on nonverbal communication, but the semantic component of communication
is important as well. Therefore, annotations should take into account transcriptions
of what people say and, correspondingly, indication about the interaction between
verbal and nonverbal component.
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Finally, data distribution has a crucial impact on SSP progress because it allows
different groups to work on the same data, possibly using the same protocols, and
rigorously compare their respective results (see, e.g. the results obtained in recent
benchmarking campaigns [56]). The main limitations here are not only logistic—
publicly available data is distributed across a large number of sources—but also legal
and ethical. In particular, the distribution of the data must take into account copyright
and intellectual property regulations as well as the respect of ethical and privacy
issues related to data about human subjects. In this respect as well, a standardization
approach can be of major benefit for the community [47].

6.5.2 Detection: Taking into Account More Physical Traces

The key-idea of SSP is that nonverbal communication is the physical, machine-
detectable trace of social and psychological phenomena [66, 68]. The reasons for
focusing on nonverbal communication are multiple. Nonverbal cues are honest [35],
i.e. they cannot be fully controlled and, therefore, leak information about the actual
inner state of people independently of their intention to do so. Nonverbal cues can
be accessed via common, unobtrusive sensors (see Sect. 6.5.1) that allow people to
interact naturally. Furthermore, focusing on nonverbal communication allows one to
avoid the automatic transcription of what people say, a task that is technologically
difficult and it is a potential threat for the respect of peoples’ privacy.

However, most of the attention focused on a relatively few nonverbal cues
(e.g. facial expressions and prosody) and, furthermore, any other potential physical
trace of social and psychological phenomena has been largely neglected. Addressing
these two limitations can be of major help for the progress of the domain.

Recent attempts to consider nonverbal cues neglected so far include the analysis of
headmovements [23], themodelling of facial appearance [1, 33], themotor activation
of people speaking through the phone [51] or the detection of F-formations in public
spaces [24]. In all cases, the cues have proved to be as effective as the ones that are
most commonly adopted in the state of the art. Therefore, at least part of the SSP
progress can pass through the development of approaches aimed at detection and
interpretation of less common cues.

In parallel, SSP approaches can be enriched by taking into account other physical
traces left by social and psychological phenomena. The application of techniques like
the Linguistic InquiryWord Count [60] or statistically oriented language models [21]
can help to include the verbal aspects of human–human communication. The goal
is not to model what people say, but to investigate whether the choice and the use
of the words reflect social and psychological phenomena, like widely demonstrated
in sociolinguistics. Another important direction is the use of physiological changes,
including galvanic skin conductance, heartbeat, blood pressure and, more recently,
the change on hormones’ concentration [71]. Biological signals cannot be considered
overt behaviour (they cannot beobserved and they are not under the control of people),
but they can still help machines to better understand human behaviour.
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Still, all directions above (using more cues, taking into account language and
measuring physiological processes) should consider that all physical traces are situ-
ated (see Sect. 6.5.1) and, therefore, should be considered only in conjunction with
the context where they are used.

6.5.3 Improving Modelling Approaches

Most of the SSP work consists in bridging the gap between observable, machine-
detectable evidence and social and psychological phenomena, non accessible to sen-
sory experience. In general, this is performed by using statistical models such as
classifiers or regressors depending on the particular psychometric questionnaires
being used in the experiments. Research on statistical models is carried out in fields
such as machine learning and pattern recognition, but there are specific needs that
emerge in the case of SSP and, more in general, in the case of Human Behaviour
Understanding. These include the development of models that explain the results,
i.e. allow one not only to achieve good classification and regression performances,
but also to explain the results, possibly in semantic terms [13]. The second is the
development of models that take into account the cognitive processes underlying
social interactions [41].

Automatic understanding of behaviour means to convert low-level features
extracted from sensors’ signals into human-understable constructs such as actions,
personality traits, emotions, etc. The process may be helped by grounding it with
a prior semantic model, which may describe psychological knowledge and operate
during both learning and inference. This semantic layer can be represented by means
of an ontology (or a set of ontologies), intended as a set of primitive concepts and
relations expressed by axioms providing an interpretation to the vocabulary cho-
sen for the description of a behaviour (e.g. gestures, facial expressions, etc.) [13].
Given that one of the main goals of SSP is to make machines capable to under-
stand humans like humans do, the semantic layer above should take into account
the typical cognitive processes that underly social exchanges like, e.g. “(1) (joint)
attention and saliency, (2) common ground, conceptual semantic spaces and repre-
sentation learning, (3) fusion across time, modalities and cognitive representation
layers, and (4) dual-system processing (system one vs. system two) and cognitive
decision nonlinearities” [41].

6.5.4 Challenges of Embodiment

The expression “embodied agents” defines technologies like social robots, conver-
sational agents, avatars, etc. that interact with their users with the help of a physical
body. An embodied agent must understand and interpret the behaviour of its users
and, hence, address the issues outlined in Sects. 6.5.2 and 6.5.3. Furthermore, it must
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address problems related to the fact that and embodied agent, at least in principle,
should be capable to interact with its users over an extended period of time—possibly
the entire life in the case of a companion robot—and in a wide spectrum of different
contexts and situations [50].

In this respect, the main open issues include [3] the use of sensory modalities that
so far have been neglected (e.g. olfact, haptics, etc.), the integration of pragmatics and
semantics in the analysis of social cues (see Sect. 6.5.3), the adoption of experience
based learning approaches for adapting the agents to different contexts and, related
to this latter, the ability to situate users’ behaviour in a specific setting.

6.5.5 Applications

Like any other technological domain, SSP aims at having an impact not only in terms
of scientific advancement, but also in terms of real-world applications. Therefore, it is
not surprising to observe that companies start commercializing products and services
that rely on detection and understanding of social signals. It is, e.g. the case of Cogito1

and EngageM82 that support the activities of call centre agents, or the Behavioural
Insights Team,3 an institution that leverages on social psychology research to design
better public policies. Furthermore, several initiatives aimat bridging the gapbetween
SSPoriented research and themarket like, e.g.ROCKIT 4 (focusing on conversational
technologies) and euRobotics5 (focusing on robots).

Major efforts are being spent towards the application of SSP technologies in
healthcare, especially when it comes to developmental and cognitive diseases that
leave traces in behaviour like, e.g. autism and depression (see Sect. 6.3.2). Further-
more, given the crucial role of the interaction between doctors and patients inmedical
treatments, some of the efforts dedicated to the development of virtual agents focuses
in particular on medical contexts [48]. Other important results can be observed in
multimedia retrieval applications where personality traits are used to adapt systems
to specific users and hesitation is detected to help users in achieving their goals.
Furthermore, several robotic toys such as AIBO6 display social signals expected to
engage the users and the gaming industry is exploring the possibility of using players’
behavioural feedback to improve the playing experience.

1http://www.cogitocorp.com.
2http://www.engagem8.com.
3http://www.behaviouralinsights.co.uk.
4http://groupspaces.com/ROCKIT.
5http://www.eu-robotics.net.
6http://www.sony-aibo.co.uk.

http://www.cogitocorp.com
http://www.engagem8.com
http://www.behaviouralinsights.co.uk
http://groupspaces.com/ROCKIT
http://www.eu-robotics.net
http://www.sony-aibo.co.uk
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6.6 Conclusions

This chapter has proposed an overviewof Social Signal Processing in both conceptual
and methodological terms. From a conceptual point of view, the chapter establishes
a parallel between relevant psychological processes (externalization, perception and
attribution) on one hand and, on the other hand, on the typical tasks addressed by
SSP technologies (recognition, synthesis and perception). From a methodological
point of view, the chapter identifies the main technological problems underlying an
SSP approach and, correspondingly, the main issues and challenges still open in the
community.

After the earliest pioneering stages—the expression Social Signal Processing
was coined less than ten years ago [35]—agenda and scope of the domain are well
defined [68], but are still open to changes and evolution. So far the domain has focused
mainly on nonverbal cues exchanged during face-to-face interactions, in line with
the earliest definitions of the field [66]. However, recent developments promise to
extend the interests of SSP in directions that were not planned initially.

Physiological and biological processes accompanying social signals attract
increasingly more interest. This happens for two main reasons: the first is that physi-
ological sensors become less expensive and obtrusive. The second is that the relation-
ship between overt behaviour on one side and neural processes, hormonal changes
and physiology on the other side appears to be stable and reliable enough to be
modelled with statistical approaches. In parallel, the extensive use of social media
and mobile technologies shows that fully technological actions (e.g. posting a pic-
ture, “liking” an item posted online or filling an online profile) act as social signals
and convey the same type of socially relevant information that nonverbal cues do.
Last, but not least, SSP technologies are now leaving the laboratory to be applied
in real-world technologies and this is likely to introduce new problems and research
avenues.

The new avenues briefly outlined above do not fit entirely the original scope of
the field, but will definitely contribute to its original goals and purposes, i.e. to make
technology socially intelligent and capable to seamlessly integrate human–human
interactions.
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Chapter 7
Sentiment Analysis in Social Streams

Hassan Saif, F. Javier Ortega, Miriam Fernández and Iván Cantador

Abstract In this chapter, we review and discuss the state of the art on sentiment
analysis in social streams—such as web forums, microblogging systems, and social
networks, aiming to clarify how user opinions, affective states, and intended emo-
tional effects are extracted from user generated content, how they are modeled, and
how they could befinally exploited.Weexplainwhy sentiment analysis tasks aremore
difficult for social streams than for other textual sources, and entail going beyond
classic text-based opinion mining techniques. We show, for example, that social
streams may use vocabularies and expressions that exist outside the mainstream of
standard, formal languages, and may reflect complex dynamics in the opinions and
sentiments expressed by individuals and communities.

7.1 Introduction

Sentiment Analysis is the field of study that analyzes the people’s attitudes toward
entities—individuals, organizations, products, services, events, and topics, and their
attributes [36]; The attitudes may correspond to personal opinions and evaluations,
affective states (sentiments and moods), or intended emotional effects. It represents
a large problem space, covering different tasks, such as subjectivity identification,
sentiment extraction and analysis, and opinion mining, to name a few.
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Although some of the above tasks have been addressed on multimodal data
sources—e.g., sentiment extraction in audio and video, from its origins, sentiment
analysis has mainly focused on textual data sources [48]. Hence, it commonly refers
to the use of natural language processing, text analysis, and computational linguis-
tics to extract and exploit subjective information from text materials. In Chaps. 2
and 4 the reader can find overviews of the state of the art in affective information
representation and acquisition for various modalities.

With the advent of the Social Web, the amount of text material is huge and grows
exponentially every day. The Web is a source of up-to-date, never-ending streams of
user-generated content; people communicate online with contacts in social networks,
create or upload multimedia objects in online sharing sites, post comments, reviews
and ratings in blogs and recommender systems, contribute to wiki-style repositories,
and annotate resources in social tagging platforms.

The Web thus provides unstructured information about user opinions, moods and
emotions, and tastes and interests, which may be of great utility to others, includ-
ing consumers, companies, and governments. Hence, for instance, someone who
wants to buy a camera may look in web forums for online opinions and reviews
about different brands and models, while camera manufacturers implicitly/explicitly
get feedback from customers to improve their products, and adapt their marketing
strategies. Very interestingly, this information can go beyond reflecting the users’
subjective evaluations and sentiments about entities and their changes over time, by
triggering chains of reactions and new events. For instance, identifying the overall
concern, expressed in social media, on certain political decision may impact the
modification or rejection of such decision.

The interest and potential exploitation of sentiment analysis in social streams—
understood as social media in which user-generated content emerges and changes
rapidly and constantly, are evident, and have been shown in numerous domains and
applications, like politics and e-government [6, 45, 77], education and e-learning
[76], business and e-commerce [85], and entertainment [23, 72, 80]. The reader is
referred to several chapters of this book for detailed surveys of particular applications
of affective information by personalized services, specifically by recommender sys-
tems (Chaps. 9, 15 and 17), conversational systems (Chap.10), multimedia retrieval
systems (Chaps. 12 and 14), and e-learning systems (Chap. 13).

The high availability of user-generated content in social streams, nonetheless,
comes with some challenges. The large volume of data makes difficult to get the
relevant information in an efficient and effective way. Proposed techniques have to
be simple enough to scale up, but have to deal with complex data. Some of these
challenges are related to general natural language processing (NLP) approaches, such
as opinion-feature association [31], opinion negation [32], irony and sarcasm [12,
18], and opinion spam [33]. Others, in contrast, are related to issues characteristic of
online user-generated content, such as multiple languages, high level of ambiguity
and polysemy, misspellings, and slang and swear words [70]. In this context, it is
also important to mention the need of determining the users’ reputation and trust.
For certain topics, the majority opinion (i.e., the wisdom of the crowd) may be
the best solution [49], while for others, only the experts’ opinions should be the
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source of information to consider [87]. Another relevant issue is the existence of
particular pieces and forms of information existing in social streams: explicit citations
to users, groups, and organizations (e.g.,@robinwilliams in Twitter), explicit forms
for referring to concepts (e.g., Twitter hashtags #comedian and #funny), emoticons
and slang terms noting emotions andmoods (e.g., :D and lol), mechanisms to express
interests and tastes (e.g., Facebook likes), and URLs to resources that complement
posted information. There, the use of contextual metadata also plays a key role;
extracting and mining time and geo-location metadata may be very valuable for
sentiment analysis on dynamic and global social stream data.

In this chapter, we review and discuss the state of the art on sentiment analy-
sis in social streams, describing how opinion and affective information is extracted,
processed, modeled, and exploited, in comparison to classic text-based opinion min-
ing techniques.

The chapter is structured as follows. In Sect. 7.2 we overview the research lit-
erature in sentiment analysis, focusing on the main addressed tasks and applied
techniques. In Sect. 7.3 we provide a description of social media, characterizing the
user-generated content and research challenges that arise from them.Next, in Sect. 7.4
we discuss sentiment analysis to social streams, and describe existing applications
in such context. Finally, in Sect. 7.5 we discuss current and open research trends on
Sentiment Analysis in social streams.

7.2 Sentiment Analysis

In the last 15 years, Sentiment Analysis and Opinion Mining have been fed by a
number of research problems and opportunities of increasing importance and interest
[48]. In this section, we review the main tasks addressed in the literature related to
sentiment analysis, together with the different assumptions and approaches adopted.
We then discuss some interesting proposals, resources, and techniques intended to
deal with those tasks.

7.2.1 Sentiment Analysis Tasks

The different sentiment analysis tasks can be categorized based on the granularity of
their linguistic units they consider. In this sense, there are tasks where the document
is assumed to be the main linguistic unit as a whole, while there are others where
sentences or even words are considered as linguistic units. We can summarize these
levels as follows:

• Document-level: At this level, it is assumed that each document expresses a par-
ticular sentiment, or at least it poses a predominant one. Many works have faced
sentiment analysis tasks at the document level; see for example the survey pre-
sented in [78].
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• Sentence-level: Some tasks could benefit from the determination of the sentiment in
a text at a sentence level, as done in information extraction and question answering
systems, where it is necessary to provide the user with particular information for
a given topic.

• Aspect-level: In general, a sentence can contain more than one opinion about
different aspects of an entity or topic. In an aspect-level approach, the context of
the words are taken into account to determine the subjectivity of each expression
in a sentence, and the specific aspect being opinionated [82, 84]. This level can be
useful, for example, in recommender systems [13], and in automatic processing of
product reviews [16, 44], where knowing individual opinions about each feature
of a given product is crucial for the performance of the system.

• Word-level (also called as entity level): In this category, we can find those tasks
consisting of identifying the sentiment expressed by a given word regardless it
context. Word-level analysis is useful in order to build resources like sentiment
lexicons with the possible sentiment orientations of a word [29, 64].

Another possible classification of sentiment analysis tasks can be made from
the point of view of the dependency on the target domain. While some tasks are
defined independently of the domain of application—like subjectivity detection,
some research works have shown the influence of domain-dependency on sentiment
analysis problems—e.g., polarity detection [16, 52, 53, 83].

In general, the following are the main goals of sentiment analysis:

• Subjectivity detection. Identifying subjective and objective statements.
• Polarity opinion detection. Identifying positive and negative opinions within sub-
jective texts.

• Emotion detection. Identifying human emotions and moods.

Subjectivity detection can provide valuable knowledge to diverse NLP-based
applications. In principle, any system intended to extract pieces of information from a
large collection of texts could take advantage of subjectivity detection approaches as
a tool for identifying and considering/discarding nonfactual information [57]. Such
is the case of question answering [86] and information extraction systems.

Polarity detection aims to identify whether a text expresses a positive or a negative
sentiment from the writer. Since it is very common to address this task only on sub-
jective texts, usually a subjectivity detection stage is needed. Hence, in the literature
we can find a number of works that tackle both problems—subjectivity and polar-
ity detection—as a single one. Existing approaches commonly distinguish between
three types of texts: positive, negative, and neutral or objective texts. Some works
have shown this approach is much more challenging than the binary classification
of subjective texts [57]. Applications of polarity classification are the identification
of the writer’s political ideology—since it can be considered as a binary classifica-
tion problem [21], and the analysis of product reviews—determining user positive
or negative opinions about a given item (a product, a movie, a hotel, etc.) or even
personal sentiments about specific features of such item.
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In emotion detection, the main object of study is the user’s emotional attitude with
respect to a text. In this context, we may aim to determine the writer’s mood toward
a text [82] or to identify the emotions “provoked” by the text to the reader [67].

7.2.2 Sentiment Analysis Approaches

In this section, we discuss some interesting approaches intended to deal with the
sentiment analysis tasks and goals previously described. For the sake of clarity, we
classify them into two groups, according to the nature of the applied techniques:

• Lexicon-based approaches are those techniques that rely on a resource containing
information about the affective terms that may occur in the texts, and usually addi-
tional information about such terms (e.g., polarity, intensity, etc.). These resources
can be manually or automatically generated, domain independent or focused on
a particular domain. Most of these approaches take advantage of the information
available in a lexicon to compute subjective and affective estimations over the
texts.

• Machine-Learning approaches are those techniques that apply a machine-learning
method to address sentiment analysis tasks. In this case, a majority of techniques
have been based on support vector machines, which are usually fed with lexical
and syntactic features, or even with lexicon-based features, to provide subjective
and affective classifications.

It is worth to note that the creation, integration, and use of lexicons are crucial
in sentiment analysis, not only for lexicon-based techniques, but also for machine-
learning techniques, which can be enhanced with the information available in such
resources. In this context, General Inquirer [69] can be considered as one of the
most relevant and widely used resources. It is a manually built lexicon formed by
lemmas with associated syntactic, semantic and pragmatic information. It contains
4,206 lemmas manually tagged as positive or negative.

The MPQA (Multi-Perspective Question Answering) is a lexicon of news doc-
uments from the world press based on General Inquirer, including a set of words
obtained from a dictionary and a thesaurus, and a set of automatically compiled
subjective terms [57]. The MPQA lexicon is composed by 8,222 words with a set
of syntactic and semantic features (type strength, length, part of speech, stem, and
prior polarity).

Following the same schema, the Bing Liu’s English Lexicon (BLEL) [30] consists
of an automatically generated list of words that have been classified into positive
and negative. This classification is manually updated periodically. In total, BLEL
contains 4,783 negative words and 2,006 positive words, including misspelled terms,
morphological variants, and slang words, among others.

Maybe one of the most well-known and widely used lexical resources is Word-
Net [42], a thesaurus for English based on the definition of the so-called synsets,
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which are groups of words with the same meaning and a brief definition (gloss). To
relate synsets, WordNet provides a number of semantic relations, such as synonymy,
hypernonymy, and meronymy.

A very large number of works have used WordNet in a wide number of tasks and
domains, and some of them have aimed to enrich or expand WordNet in different
ways. In this context, it is worth to mention the Global WordNet Association,1 a
noncommercial organization devoted to provide a platform to ease the creation and
connection of WordNet versions in different languages. Regarding the enrichment
of WordNet, we can highlight WordNet Domains [5], a semi-supervised generated
resource that augments WordNet with domain labels for all its synsets. Related to
it, we find WordNet Affect [68], which assigns to each WordNet synset a set of
affective labels encoding emotions, moods, attitudes, behaviors, etc. in order to build
a resource suitable for emotion detection, in addition to subjectivity and polarity
classification. Another affective extension of WordNet is SentiWordNet (SWN) [4],
which attaches to each WordNet synset three sentiment scores in the range [0, 1]
summing up to 1, representing positivity, negativity, and objectivity degrees of each
synset. The polarities of words are assigned bymeans of a propagation of the polarity
of some manually picked synsets through the relations in WordNet. SWN includes
117,000 synsets with sentiment scores.

The main advantage of WordNet-based resources and techniques over MPQA,
BLEL, or General Inquirer is the lack of semantic ambiguity between synsets, which
unequivocally represent the term meaning. Word sense disambiguation constitutes
a crucial problem in NLP, and most of the works using the above lexicons address
such problem by computing the polarity at the level of words or lemmas by means
of the polarity values from all the respective synsets [1, 71]. In addition to this,
the graph structure of WordNet-based resources allows for the application of graph-
based techniques in order to better exploit the semantic information encoded within
the relations.

Among the existing lexicon-based approaches, the technique presented in [78] has
been amain reference work for many others. This technique is applied over manually
selected sets of strongly positive words (such us excellent and good) and strongly
negative words (such as poor and bad), which are considered as seed terms. The
technique computes the pointwise mutual information (PMI) between input words
and the seeds in order to determine the polarity of the former. Since the polarity of
a word depends on the relation between the word and the seed sets, the technique
is usually called semantic orientation by association. A similar idea is proposed in
[34], but replacing the PMI computation by building a graph with the adjectives in
WordNet for computing the polarity of a word; specifically, by selecting the shortest
graph path from the synset of the word to the synsets of the positive and negative
seeds.

With respect to machine-learning-based approaches, a considerable number of
works has been done, applying well-known machine-learning techniques, such as
SVM and LSA, to deal with sentiment analysis tasks. These works usually include

1http://globalwordnet.org/.

http://globalwordnet.org/
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the exploitation of lexical, syntactic, and semantic features suitable for the classifi-
cation problems that must be tackled in sentiment analysis for the subjectivity and
polarity detection. Among these features, one may highlight n-grams, part-of-speech
(POS) tags, PMI, and features extracted from lexicons [19, 84]. In this context, it has
to be noted that the joint use of lexicon—an machine-learning-based approaches can
be performed in the opposite direction, i.e., by using machine-learning techniques in
order to improve lexicon-based approaches. For instance, in [51] LSA-based tech-
niques are used to expand a given lexicon for different languages.

The work presented in [29] is another representative example of a machine-
learning-based sentiment analysis approach. It aims to predict the orientation of
subjective adjectives by analyzing a large unlabeled document set, and looking for
pairs of adjectives linked with conjunctions. It then builds a graph where the nodes
correspond to terms connected by equal-orientation or opposite-orientation edges,
according to the conjunctions that link the terms, and finally apply a clustering algo-
rithm that partitions the graph into clusters of positive and negative terms.

A combination of ideas from Turney [78] and Hatzivassiloglou [29] is presented
in [15], where a set of seed words is used to introduce a bias in a random-walk
algorithm that computes a ranking of the terms in a graph of words linked according
to the conjunctions that join them in the texts. In the generated rankings, positive
and negative terms are respectively located into the highest and lowest positions.
The word graph is also used as a mechanism to process the negations in the text by
developing a PageRank-based algorithm that builds graphswith positive and negative
weighted edges.

7.3 Sentiment Analysis on User-Generated Content

Online social media platforms support social interactions by allowing users to create
and maintain connections, share information, collaborate, discuss, and interact in a
variety of ways. The proliferation and usage of these platforms have experienced
an explosive growth in the last decade, expanding to all areas of society, such as
entertainment, culture, science, business, politics, and public services. As a result,
a large amount of user-generated content is continuously being created, offering
individuals, and organizations a fast way tomonitor people’s opinions and sentiments
toward any form of entity, such as products, services, and brands.

The nature and purpose of these platforms is manifold, and thus, they differ in a
variety of aspects, such as the way in which users establish connections, the main
activities they conduct, and the type of content they share. These characteristics
pose novel challenges and opportunities to sentiment analysis researchers. In the
subsequent sections, we characterize the user-generated content available in popular
types of existing social media platforms, and present the major challenges to process
such content in the context of sentiment analysis and opinion mining.
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7.3.1 Characterizing User-Generated Content

In the literature, social media platforms have been categorized in different ways
[35].2 Here, we propose a categorization based on three dimensions: the type of user
connections, the type of user activities, and the type of contents generated/shared
within the platforms. We summarize such a categorization in Table 7.1.

• Connections: Users connections—e.g., friendship and following relations—in
social media are based on three main models: explicit connections, which can
be reciprocal—u follows v, and v follows u—and nonreciprocal—u follows v, but
not necessary v follows u, and implicit connections, where relations are extracted
via interactions in the social platform—e.g., if user u posts a message and user
v replies to that message, an implicit relation between v and u may be assumed.
An example of a social platform that uses explicit reciprocal connections is Face-
book3 via its friendship relations. Twitter,4 differently, uses explicit nonreciprocal
connections via its follower-followee relation; if a user u follows a user v on Twit-
ter, it does not necessarily imply that v follows u. Implicit connections, on the
other hand, are more common in forums and blogs, where users post questions,
evaluations or opinions, and other users react to the posted content.

• Activities: Users may perform different activities and have different goals when
participating in a social media platform. In this chapter, we mainly focus on five
activities: nurturing social connections, discussing about particular issues and top-
ics, asking for information, sharing content and, collaborating with others for cer-
tain tasks. Note that the majority of social media may allow performing various
of these activities.

• Types of contents: The third dimension to categorize social platforms is the type
of content that users share between them. Here, we distinguish between six main
types: text, micro-text, tags, URLs, videos, and images. Text and micro-text con-
tents differ on their number of characters.Micro-text is characteristic ofmicroblog-
ging platforms, such as Twitter, which allows amaximumof 140 characters in their
text messages. Note that, as with activities, many of the existing platforms allow
for multiple combinations of these content types, although their focus tends to be
on few of them.

According to these three dimensions, social platforms can be described as follows:

• Forums: Forums and discussion boards are mainly focused on allowing users to
hold conversations and to discuss about particular issues and topics. A user gen-
erally posts an comment, opinion, or question, and other users reply, starting a
conversation. All the posts related to a conversation are grouped into a structure

2http://decidedlysocial.com/13-types-of-social-media-platforms-and-counting/,
http://outthinkgroup.com/tips/the-6-types-of-social-media.
3http://www.facebook.com.
4http://twitter.com.

http://decidedlysocial.com/13-types-of-social-media-platforms-and-counting/
http://outthinkgroup.com/tips/the-6-types-of-social-media
http://www.facebook.com
http://twitter.com
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called thread. The predominant type of content in these platforms is the text gen-
erated with the evolution of the users’ discussions. User connections in forums
usually are implicit. In general, users are not “friends” with each other explicitly,
but connections between them can be extracted from the question-reply chains
of their discussions. An example of this type of social platform is Boards.ie,5 a
popular Irish public forum board system, which is not restricted to certain topic,
and where users discuss about any domain or topic, e.g., politics, sports, movies,
TV programs, and music.

• Q&A systems: Question answering (QA) platforms can be understood as a particu-
lar type of forums, where the main goal of their users is to ask for information, and
therefore discussions are generated around the answers to formulated questions.
A popular example of QA system is Stack Overflow,6 where users ask a variety
of questions about computer programming. A particular characteristic of Stack
Overflow and other QA platforms is that users can gain reputation points based on
the quality of their contributions.

• Wikis: The key goal of wikis is to enable collaboration between users in order
to create content (ideas, documents, reports, etc.). Users are therefore allowed to
add, modify, and delete content in collaboration with others. Connections in this
type of platforms are generally implicit, and are derived from common editing of
a particular resource: a wiki page. The main type of content generated in wikis is
text, but other content types, such as images and URLs, are also quite common.
One of the most popular examples of this type of platforms is Wikipedia,7 a wiki
with more than 73,000 editors around the world, who have contributed to the
creation of a very large open online encyclopedia.

• Blogs: Blogs represent a more “personal” type of platform with respect to forums
and wikis. When using these platforms, the main goal is to share information,
although this often generates discussions. A user does not participate in a blog,
but owns it, and uses it to share explanations, opinions, or reviews about a variety
of issues. Other users can comment about particular blog posts, sometimes gener-
ating large discussions. Differently to forums, these discussions are not grouped
into threads, but are located under a particular blog post. Multimedia content (pho-
tos, videos) are also frequent within this type of platforms. Popular examples of
blogging platforms are Blogger8 and WordPress.9

• Microblogs: Microblogs can be considered as a particular type of blog, where
the posted content typically is much smaller. Microblogs are also focused on
sharing information, but in this case, information is exchanged in small elements,
such as short sentences, individual images, videos, and URLs. As opposed to
blogs,microblogs generally allow for explicit user connections, both reciprocal and
nonreciprocal. One of the most popular microblogging platforms is Twitter, which

5http://www.boards.ie.
6http://stackoverflow.com.
7http://www.wikipedia.org.
8http://www.blogger.com.
9http://www.wordpress.com.

http://www.boards.ie
http://stackoverflow.com
http://www.wikipedia.org
http://www.blogger.com
http://www.wordpress.com
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allows a maximum message length of 140 characters. This limitation forces users
to use abbreviations and ill-formed words, which represent important challenges
when analyzing sentiments and opinions.

• Social networks: The main goal of social networks is to maintain and nurture
social connections. With this purpose, they enable the creation of explicit, recip-
rocal relations between users. Most of these platforms also support other types of
activities, such as sharing content and enabling discussions. In this sense, users
share text, URLs, and multimedia content within a platform. Popular examples
of social networks are LinkedIn,10 which is focused on professional connections,
and Facebook, which tends to be more focused on personal relations.

• Social tagging systems: In these platforms, users create or upload content (e.g.,
images, audios, videos), annotate it with freely chosen words (called tags), and
share it with others. The whole set of tags constitutes an unstructured collab-
orative categorization scheme, which is commonly known as folksonomy. This
implicit categorization is then used to search for and discover resources of inter-
est. In principle, social tagging systems are not conceived for connecting users.
Nonetheless, the shared tags and annotated items are usually used to find implicit
relations between users based on common interests and tastes. Moreover, tags do
not always describe the annotated items, but reflect personal opinions and emo-
tions concerning such items [10]. Popular sites with social tagging services are
Flickr,11 YouTube12 and Delicious.13

Note that our purpose is not to provide an exhaustive categorization of social
media, but an overview of the main types of platforms used in the literature to
extract and capture opinion and affective information. Other categorizations and
platforms exist, such as social bookmarking systems and multimedia sharing sites.
In the following subsection, we explain the challenges and opportunities that social
media content poses to the extraction and analysis of the above information.

7.3.2 Challenges of Sentiment Analysis in Social Media

Content generated by users via social media in general, andmicroblogging platforms
in particular, poses multiple challenges to sentiment analysis [38, 60]. In this section,
we aim to overview and summarize some of these challenges.

• Colloquial language: Social platforms, except those targeting professional cir-
cles, are commonly used for informal communication. Colloquial written lan-
guage generally contains spelling, syntactical, and grammatical mistakes [73].
In addition, users tend to express their emotions and opinions using slang terms,

10http://www.linkedin.com.
11http://www.flickr.com.
12http://www.youtube.com.
13http://delicious.com.

http://www.linkedin.com
http://www.flickr.com
http://www.youtube.com
http://delicious.com
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emoticons, exclamation marks, irony and sarcasm [38]. Processing ill-formed text,
understanding the semantics of slang language, emphasizing the detected emo-
tion/opinion level according to exclamation marks, and detecting that the emotion
expressed by a user is the opposite than the emotion reflected within the text due
to sarcasm, represent difficult challenges for current NLP and sentiment analysis
tools.

• Short texts: Small pieces of text are typical in microblogging platforms, such as
Twitter, where a maximum of 140 characters per message is allowed. To condense
their messages, users make use of abbreviations (e.g., lol for laugh out loud),
ill-formed words (e.g., 2morrow for tomorrow), and sentences lacking syntactical
structure (e.g., TB Pilot Measuring up (Time): <1 week from data sharing). The
lack of syntactical structure, as well as the appearance of abbreviations and con-
temporaneous terms not recorded in dictionaries, represent important challenges
when attempting to understand the affective information expressed within the texts
[60].

• Platform-specific elements: Some social platforms have their own symbols and
textual conventions to express opinions (e.g., Facebook “likes”, Google+ “+1”,
and StackOverflow points to reward high-quality answers), topics (e.g., Twitter
hashtags), and references to other users (e.g., Twitter @ symbol). To exploit these
conventions, sentiment analysis methods and tools have to be adapted [75].

• Real-time Big Data: User-generated content coming from popular social media,
such as Facebook and Twitter, is characterized by the Big Data challenges, includ-
ing: volume—data size, velocity—the speed of change, variety—different types
of data, and veracity—the trustworthiness of the data. Hence, sentiment analy-
sis techniques applied to social media platforms have to deal with: processing
massive amounts of data in short periods of time, dealing with the constant emer-
gence of new words and topics, managing data in different formats (text, image,
video), and assessing the veracity of data sources [7, 8, 65]. From these aspects,
we highlight the velocity aspect, which implies not only to capture and process
the user-generated content in real time, but also to perform a response (e.g., rec-
ommendation, news provision, trending topic detection) as fast as possible, since
it is a common demanding functionality from social media users.

7.4 Sentiment Analysis in Social Streams

Once presented the main sentiment analysis tasks and techniques (Sect. 7.2), and
described the characteristics of user-generated content with regard to the expression
of personal opinions and sentiments (Sect. 7.3), in the subsequent sections we focus
on particular problems and applications of Sentiment Analysis in social streams.
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7.4.1 Sentiment Analysis Problems Addressed in Social
Streams

Sentiment analysis is an essential processing task for personalized services that aim
to exploit textual content—such asmicroblogmessages and social tags—generated in
social streams, since they usually reflect the users’ subjectivity, in terms of opinions
and sentiments for certain issues and topics. For such purpose, in addition to the
fundamental sentiment analysis problems—such as entity and opinion recognition,
and sentiment polarity estimation, there are aspects that have to be taken into account.
User-generated content in social streamspresents a number of interestingphenomena,
namely opinion spam, user reputation, irony, sarcasm, and emotion dynamics. If we
intend to address these issues,we have to go beyond classic text-based opinionmining
techniques.

Opinion spam [33] is aimed to disturb the normal behavior in social media ser-
vices, especially those integrated in recommendation and e-commerce systems, by
introducing a bias toward a specific opinion tendency that promotes or demotes an
entity (e.g., a product, a service, a brand), or makes users express reviews and opin-
ions in a certain direction. The identification of opinion spam represents a crucial
problem for opinion mining and sentiment analysis approaches, which should be
able to detect deceptive opinions that try to simulate real user reviews that increase
or harm an entity’s reputation [28, 47]. In certain media, such as social networks
and microblogging platforms, the users’ responses (e.g., by unfollowing contacts,
and posting complaint comments) may represent a valuable source of information to
detect spam content.

The writers’ reputation is another important aspect of sentiment analysis of user-
generated content. From the point of view of a review site, the higher the reputation
of a review author, the more reliable the review can be to other customers, and
sometimes vice versa: A review that is seen as reliable by the users can provide high
reputation to its author. In this sense, determining the reputation of the authors of a
content can be helpful for opinion spamdetection.Moreover, some sites have adopted
reputation systems as a tool for avoiding or at least discouraging the production of
opinion spam. The reputation of users also plays an important role in social networks,
since automatically determining the most influential users in a given network can be
really valuable [20].

Given the subjective nature of user-generated content, another relevant phenom-
enon is the existence of irony or sarcasm in the texts. This can constitute a serious
problem for many tasks in sentiment analysis, like detection of subjectivity and the
classification of the polarity of a given opinion, since the explicit text content reflects
the opposite of the sentiment really expressed by the writers. Most of published
works has focused on the identification of one-liners (jokes or humorous contents in
short texts), but there are some researches aimed to extract humorous patterns from
longer texts. In a different way, there are also approaches that use results of sentiment
analysis in order to detect humor in texts, for example, the (negative) polarity of a
text has been taken as a feature to retrieve patterns of humorous contents [41], and
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syntactic and semantic features have been used as indicatives of humor [56], e.g.,
semantic ambiguity, the appearance of emoticons, idioms and slang language, and the
abundance/absence of punctuation marks, to name a few. In the case of social media,
certain user responses, such as expressions of amusement and laughing emoticons,
may be used as a source for identifying contents with irony and sarcasm, which may
be difficult to detect if no additional information apart from the contents themselves
exist.

7.4.2 Applications of Sentiment Analysis on Social Streams

Sentiment analysis over social platforms offers a fast and effective way to monitor
the public’s opinions and feelings toward products, brands, governments, events, etc.
Such insights can be used to support decision making in a variety of scenarios. In this
section, we present three scenarios where the extraction and exploitation of affective
information from social streams have become key for certain decision making tasks.

• Sentiment Analysis in politics and e-government: Designing and implementing a
policy at any level of government is a complex process. One of the key difficulties is
finding and summarizing public opinions and sentiments. Citizens do not actively
participate in e-government portals [43], and policy specialists lack of appropriate
tools to take into account the citizens’ views on policy issues expressed in real
time through social network discussions. Governments are currently investing in
research and development14 to learn about the citizens, by summarizing public
opinion via popular social platforms, and to engage them more effectively. One
of the key challenges that arises from this scenario is the lack of awareness of the
characteristics of those users that discuss politic issues in socialmedia, andwhether
those users really represent the public opinion [24]. Sentiment analysis tools are
therefore challenged in this scenario to complement affective information with
details about the citizens and organizations behind the gathered opinions. Another
common task in which social streams are used as a source of affective and opinion
information about politics is the prediction of the outcome and evolution of events,
such as elections [45, 77], and crises and revolutions [6], as in the case of the
Westgate Mall Terror Attack in Kenya [66].

• Sentiment Analysis in education and e-learning: Schools and universities strive to
collect feedback from students to improve their courses and tutorship programs.
Such feedback is often collected at the end of a course via survey forms. However,
such methods are too controlled, slow, and passive. With the rise of social streams,
many students are finding online social streams as perfect venues in which sharing
their experiences, and seeking for peer help and support. To address this issue,
educational institutions—such as the Open University15—are working toward the

14http://www.wegov-project.eu, http://www.sense4us.eu.
15http://data.open.ac.uk.

http://www.wegov-project.eu
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development of platforms that allow capturing and monitoring the students’ sen-
timent and opinion in open social media groups [76]. The aim is to speed up the
reaction to the concerns and challenges raised by students. In this scenario, one of
the key challenges that arises is the need for adapting the sentiment and opinion
extraction processes to the particularities of the domain. For example, discussions
around a World War lecture will generally have a negative connotation. Sentiment
analysis tools need to isolate the opinions targeting the logistics of a course, with
respect to the opinions targeting themes inherent to the course.

• Sentiment Analysis in business and e-commerce: Public as well as corporate social
platforms generatemajor economic value to business, and can form pivotal parts of
corporate expertise management, corporate marketing, product support, customer
relationship management, product innovation, and targeted advertising. Public
social platforms are generally used to monitor public opinion and reputation about
brands and products [85].16 Corporate social platforms, on the other hand, are
more focused on providing product support and knowledge interchange within
a company. One of the new challenges associated with managing these online
communities is the ability to predict change in their “health.” Providing owners and
managers of the social platformswith earlywarnings (bymonitoring themembers’
contributions, opinions, levels of satisfaction, etc.) may facilitate their decisions to
safeguard the communities, e.g. bymaintaining engagement, reducing community
churn, and providing adequate support. The identification of sentiments is key
as an initial indicator, but it does not necessarily represent the overall health of
the community. The challenge of sentiment analysis tools in this scenario is to
complement sentiment extraction with techniques for risk detection in the context
of business domains, helping owners and hosts to ensure a sustained stability of
their communities.

• Sentiment Analysis in entertainment: In an online entertainment scenario, it is
well accepted that (i) the user’s current mood may affect the type of resource (e.g.,
a song, a tv series episode, a video game) she prefers to consume at a particular
time—partial or completely regardless her personal tastes—and, in the opposite
direction that (ii) emotions evoked by consumed resources may affect the user’s
current mood. These facts are the basis for the investigation and development of
sentiment-aware engaging services in social media. How user moods and item-
provoked emotions can be determined [26], how they can be related each other
[88], and how they and their relations can be exploited for user entertainment
applications are indeed emerging research topics, such as those addressed in rec-
ommender systems [72], and multimedia retrieval and entertainment [23, 80].

All these application scenarios comewith an additional common challenge: scala-
bility. Social platforms can easily exceed a million users with hundreds of thousands
online each day. Content generation may be of Gigabytes per day, and orders of
magnitude more data is derived from observing interaction of the users within a sys-
tem. Existing data analysis approaches, and in particular sentiment analysis tools,
currently struggle with these scalability challenges.

16http://www.brandwatch.com/, http://www.lithium.com/.

http://www.brandwatch.com/
http://www.lithium.com/
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7.5 Discussion

In the previous sections, we have reviewed and discussed the state of the art on
sentiment analysis in social streams. We have explained the different types of user-
generated content existing in social media platforms, as well as some of the most
common challenges that this type of content poses when analyzing affective and
opinion information. We have described the different problems and tasks addressed
in the sentiment analysis research area, as well as the variety of techniques that
have been developed to approach them. We have shown examples of applications
that use sentiment analysis on social streams to support decision-making process
in a variety of domains. In this section, we provide an overview of directions that
sentiment analysis area is currently following, and what are the main factors driving
the research into these directions.

• Sentiments are dynamic: Social streams, such as Twitter, may exhibit very strong
temporal dynamics with opinions about the same entity or event changing rapidly
over time. Since sentiment analysis approaches generally work by aggregating
information, a key challenge faced by current sentiment analysis approaches is to
detect when new opinions are emerging, so that the new information is not aggre-
gated to an existing opinion for the given entity. For example, the opinion about
the Nexus4 smartphone is generally determined based on a set of posts express-
ing sentiment about this particular device. Opinions about it may change over
time, e.g., as new technical problems or bugs are discovered. Sentiment analysis
approaches should therefore be able to identify opinion changes for entities and/or
events as long as new issues regarding them emerge. An option adopted by several
approaches is to define a time-window (minute, hour, day) in which sentiment is
aggregated for the particular entity that is being monitored. However, discussions
in social media may emerge and spread really fast, or cool down for long time
periods. Therefore, assessing the right granularity level is key to not loose relevant
information when discussions spike, and not waste resources when discussions
about target entities or events are not present [7, 39].

• Sentiments are entity-focused: As discussed in Sect. 7.2, sentiment is generally
computed at document and/or sentence level. Multiple sentiments, nonetheless,
can be expressed within the same document or the same sentence toward differ-
ent targets. For example, the post “I love Nexus4 but I don’t like Nexus5 at all!”
expresses two different sentiments toward two different targets, the Nexus4 and
Nexus5 devices. Additionally, whenmonitoring the sentiment or particular brands,
events, or individuals in social media, sentiment analysis approaches should con-
sider if the sentiment of the posts referencing the brand, event or individual do
indeed express sentiment toward those entities. For instance, a significant num-
ber of negative posts do exist in social streams mentioning the WWF (the World
Wildlife Fund) organization, which do not criticize it, but the negative impact of
climate change, the danger of extinction suffered by a number of species, and
other sustainability issues. Furthermore, approaches in the literature of sentiment
analysis have emerged in the last few years that aim to identify sentiment targets
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within a given text, focusing on entity-level and aspect-level sentiment analysis
detection [37, 40, 54, 85], i.e., they first identify the entities and events appearing
in the text, and then check the sentiment expressed toward them.

• Sentiments are semantics-dependent: Most of existing approaches to sentiment
analysis in social streams have shown effective when sentiment is explicitly and
unambiguously reflected in text fragments through affective (opinionated) words,
such as “great” as in “I got my new Android phone, what a great device!” or “sad”
as in “so sad, now four Sierra Leonean doctors lost to Ebola.” However, merely
relying on affective words is often insufficient, and in many cases does not lead to
satisfactory sentiment detection results [8, 27, 61]. Examples of such cases arise
when the sentiment of words differs according to (i) the context in which those
words occur (e.g., “great” conveys a negative connotation in the context “pain” and
positive in the context “smile”), or (ii) the conceptual meaning associated with the
words (e.g., “Ebola” is likely to be negative when its associated concept is “Virus”
and likely to be neutralwhen its associated concept is “River”). Therefore, ignoring
the semantics of words when calculating their sentiment, in either case, may lead
to inaccuracies. Recent research in sentiment analysis is therefore focusing on
investigating the identification and use of contextual and semantic information
to enhance the accuracy of traditional machine-learning [59] and lexicon-based
approaches [61].

• Sentiments are domain-dependent: Sentiment is expressed in social streamswithin
multiple domains. For example, the domain of death is generally more negative
than the domain of birth, although both use common terminology, such as hospi-
tal, family, etc. Sentiment analysis approaches need to establish the sentiment of
the targeted domain to be able to establish the positivity/negativity of the posts.
It has been observed that current sentiment classifiers trained with data from one
specific domain do indeed fail when applied to a different domain [3]. Similarly,
while lexicon-based approaches have a higher tolerance to domain changes, these
approaches do suffer when the vocabulary of the domain under analysis is not well
covered by the available sentiment lexicon. Given the great variety of topics and
domains that constantly emerge in social streams, domain constraints currently
affect the applicability of sentiment analysis approaches. Research is currently
being conducted to adapt to new domains, by automatically assigning sentiment
to terms not previously covered by the lexicons, and by providing dynamic retrain-
ing of existing classifiers [9, 50, 61, 65]. There are also recent approaches aimed to
generate domain-dependent lexicons, such as that presented in [26]. In that work,
automatic lexicons17 with emotional categories for the movie, music, and book
domains—e.g., gloomy movies, nostalgic music compositions, and suspenseful
books—are automatically generated and modeled by exploiting information avail-
able in social tagging systems and online thesauri. The terms of these lexicons are
also linked to a core lexicon which is composed of weighted terms associated to
16 general emotions—e.g., happiness, calmness, and tension—of the well-known
Russell’s circumplex model of affect [58].

17http://ir.ii.uam.es/emotions/.
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• Sentiments are language- and culture-dependent: An important problem when
analyzing sentiment in social media streams is that posts are written in different
languages. Even individual posts may include terminology from a variety of lan-
guages within them. Language identification tools are therefore needed to detect
the language in which posts are written [11]. An even more complex problem is
that sentiment is culturally dependent. The way in which we express positivity or
negativity, humor, irony, or sarcasm varies depending on our cultural background
[22]. Sentiment analysis tools therefore need to account for language and culture
variances to provide accurate sentiment identification. Few research works have
been recently conducted in this vein, focusing mainly on demographic language
variations (e.g., age, gender) of users to improve sentiment analysis performance
[74, 79].

• Sentiments are personality-dependent: The relationships between emotional states
and personality have been a topic of study in psychology in the last 20years
(see, e.g., seminal works as [55]). The reader can find more details on this in
Chap.3. In particular, several studies have revealed associations between extra-
version and neuroticism (sometimes referred as emotional stability) personality
traits with individual differences in affective level and environmental response
[14, 55]. This, together with the facts that (i) it has been shown that there exist cor-
relations between user personality traits and user preferences in several domains
[25], and that (ii) approaches have been proposed to infer user personality from
data about user activity and behavior in social streams [2] (see Chap.5), raise
new research opportunities and applications –such as customer characterization,
market segmentation, and personalized recommendation– for sentiment analysis
in the context of the Social Web.
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Chapter 8
Mobile-Based Experience Sampling
for Behaviour Research

Veljko Pejovic, Neal Lathia, Cecilia Mascolo and Mirco Musolesi

Abstract The Experience Sampling Method (ESM) introduces in-situ sampling of
human behaviour, and provides researchers and behavioural therapists with ecolog-
ically valid and timely assessments of a person’s psychological state. This, in turn,
opens up new opportunities for understanding behaviour at a scale and granularity
that was not possible just a few years ago. The practical applications are many, such
as the delivery of personalised and agile behaviour interventions. Mobile computing
devices represent a revolutionary platform for improving ESM. They are an insepa-
rable part of our daily lives, context-aware, and can interact with people at suitable
moments. Furthermore, these devices are equipped with sensors, and can thus take
part of the reporting burden off the participant, and collect data automatically. The
goal of this survey is to discuss recent advancements in usingmobile technologies for
ESM (mESM), and present our vision of the future of mobile experience sampling.

8.1 Introduction

Human behaviour often depends on the context in which a person is. This context
is described by our physical environment, for example, a semantic location, such as
home or work, our physical state, such as running or sleeping, but also by our internal
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M. Tkalčič et al. (eds.), Emotions and Personality in Personalized Services,
Human–Computer Interaction Series, DOI 10.1007/978-3-319-31413-6_8

141



142 V. Pejovic et al.

state, for example, our cognitive load. The manifestations of human behaviour are
complex, and can be observed through our actions, thoughts and emotions, to name
a few descriptors. For psychologists, understanding human behaviour necessitates
capturing behaviour as it happens. Initial methods of capturing behaviour included
lab studies, where participants were placed in an artificial situation and closely mon-
itored, as well as retrospective interview studies, where participants were asked to
recall their past experiences.However, since behaviour depends on the context, which
is often much richer than anything that can be created in the lab, these studies cannot
be used to faithfully replicate natural behaviour. The Experience Sampling Method
(ESM) was developed to capture human behaviour as it happens [20].

The essence of ESM lies in occasional querying of users who then provide imme-
diate answers to questions asked. The method avoids both direct interaction with
a researcher/therapist, as well as artificial lab-made environments. As such, ESM-
obtained data are, first of all, recorded in the context, and thus of higher ecological
validity than data obtained by legacy means of collection. Second, they are recorded
closely after the moment of querying, minimising the retrospective bias symptomatic
to data harvested by earlier methods. Furthermore, ESM allows long-term querying
and longitudinal studying of participants, and may be able to capture samples during
infrequently occurring events.

The original approach to sampling users in an ESM study included a program-
mable beeper that indicates times atwhich a sample should be taken, and a paper diary
that participants fill out once the beeper rings [20]. Different forms of data collection
and querying, such as calling users on their mobile phones, or using a personal digital
assistant (PDA) device to collect data, have been used in earlier studies [34]. A com-
mon characteristic of these studies is the need to deploy unconventional technology,
such as beepers and diaries, and train the participants to use them. Furthermore, itself
context-oblivious, the technology did not allow the recognition of and sampling at
“interesting” moments only. Finally, relying on the honesty of users’ self-reporting
is one of the major drawbacks of the traditional ESM approach [7].

In the past decade, mobile computing devices, including smartphones and wear-
ables such as smart watches, have become a part of everyday life. Integration with the
user and high computing and sensing capabilities render these devices a revolution-
ary platform for social science research [37], where mobile computing can be used to
gather fine-grain personal data from a large number of individuals. The availability
of these personal data has contributed to the emergence of the new research field of
computational social science [31].

In this survey we present an overview of user behaviour sampling via mobile
computing devices, and pay particular attention to practical issues associated with
designing and deploying behavioural studies using mobile ESM (mESM). First, we
identify the main novelties that mESM brings to the table, of which remote sensing
is the one poised to induce a major change to the current practice. Then, we survey
the most popular open-source tools that streamline study design and deployment, by
lifting the burden of mobile device programming from researchers and therapists,
who might have a limited set of technological skills. We then discuss the challenges
in running an mESM study, including recruiting participants, ensuring non-biased
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experience sampling, retaining participants and handling technological limitations
of mobile devices. Finally, we present our vision of mESM, which includes adaptive
sampling according to a user’s lifestyle, delivery of tailored behaviour change inter-
ventions based on the sampled data, and proactive reasoning and interaction in the
manner of anticipatory computing.

8.2 Mobile Computing for ESM

Mobile devices are poised to completely transform numerous aspects of experience
sampling in behavioural psychology. Study design, participant recruitment, data col-
lection and the sheer amount of data gathered bymESMare incomparable to the same
aspects encountered with the legacymeans of experience sampling. As an illustrative
example, in Fig. 8.1 we show a smartphone-based mESM application. The applica-
tion is distributed as an executable file, possibly via an application store, to a large
number of participants owning commodity smartphones. A personalised instance of
the application is then run at each of the phones, where it harnesses phone’s sens-
ing ability to recognise the situation in which a user is, and should the situation be
of interest, signals a user to fill in a survey. The user-provided information is then,
together with the data sensed by smartphone’s sensors, dispatched to a centralised
server where it can be analysed.

Smartphones-based mESM studies improve the traditional beeper and paper form
studies in a few important ways. First, unlike beepers and diaries, smartphones are
already a part of users’ lives, and do not interfere with users’ lifestyle. With mESM
studies we are “piggybacking” in a sense on an already used device, reducing the
burden on the participant to carry an additional device, and lowering the cost of
the study. Moreover, using a conventional device, participants are less likely to be

Fig. 8.1 Experience sampling on a smartphone. An ESM application executable is downloaded
on the phone. The application manages sensing, and processes the sensed data in order to infer
interesting moments when user’s data should be captured. When such moments are recognised, a
user is prompted to fill in a survey. Data collected from the user, along with the data sensed by
mobile sensors, are uploaded to a data storage server for further analysis
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embarrassed about completing a questionnaire [50]. In addition, each ESM study
can be carried out as separate mobile application, distributed over a large number of
devices via application stores such asGoogle Play andAppleApp Store. This enables
unprecedented scalability and parallelisation of experience sampling studies.

Second, modern mobile devices are equipped with a range of sensors, from GPS
to light, proximity and movement sensors. Therefore, unlike beepers, smartphones
“know” the context in which a user is. As shown in the example (Fig. 8.1), this can
augment data collection. ESM studies often aim to capture user experience within
a certain situation, for example, whenever a user leaves home. Beepers use prepro-
grammed times, and in case events cannot be reliably forecast, a user’s departure time
from a certain location is a likely candidate for such an event, we have no means
of ensuring that relevant events are captured. Smartphones, on the other hand, can
infer the context from sensor readings, and then prompt the user to fill in the survey
as the desired context is happening. Location-dependent reminders, for example, are
already a part of commercial applications [16]. In addition, the main caveat of the
beeper-basedESM is its reliance on the honesty of self reports.Device location, user’s
activity, and their social circle, can be inferred with the help of smartphone sensors.
Numerous aspects of context can be reported directly by the smartphone, avoiding
user-induced errors in the data. Finally, the sensed context can be directly relevant
to an ambulatory assessment of a user’s psycho-physical state. Previous studies put
a great effort to combine participants’ diary entries with their heart rate or blood
pressure, for example [9]. Nowadays, devices such as smartwatches, which come
integrated with with galvanic skin response and heart rate sensors, enable holistic
ambulatory assessment/ESM studies at scale.

Mobile Sensing for ESM: Modern smartphones, almost without exception,
feature location, orientation, acceleration and light sensors, together with cam-
eras and a microphone. High-end models host over a dozen of different sen-
sors, including barometer, heart rate and gesture sensors. Combined with high
computing power provided by today’s phones’ multicore CPUs, smartphones
represent an attractive platform for real-time context inference. For most of the
day phones are carried by their owners, thus sensor data closely reflects actual
users’ behaviour and the change of the context around the user.With the help of
machine learning, personalised models of different contextual aspects can be
built on top of the collected data. Phones are routinely exploited to infer users’
semantic location (home,work) viaGPS-assistedmobilitymodels. Sensor data
from a phone’s built-in accelerometer can be used to infer a person’s physical
activity. Sounds captured by the built-in microphone can be processed to infer
if a conversation is taking place in a user’s vicinity, but also to infer a user’s
stress level and emotional states [32, 38, 43]. A Bluetooth chip, itself merely a
short-range communication enabler, can be used to infer social encounters of
a phone owner [44]. A number of high-level descriptors of human behaviour
can be inferred by combining the sensor data coming from different sensors,
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including contextual information from online social networks [26, 35]. How-
ever, we should not forget that above all, today’s phones are communication
devices providing always-on voice and data connectivity. Thus, for the first
time, with mobile computing ESM researchers have a possibility to design
truly context-aware studies, to get real-time information about the context in
which the participants are, and to adjust sampling strategies on the fly.

8.3 Modern mESM Software Frameworks

The design, implementation and deployment of experience sampling studies via
mobile devices requires expertise that is not confined to the traditional social science
training. A smartphone-based mESM study, for example, entails a significant pro-
gramming effort in building the application and managing mobile sensing, as well as
the construction of sophisticated machine learning models for context inference, and
ensuring reliable data transfer from remote devices to a centralised server. Not only
are these tasks often outside the psychological researchers’ and therapists’ expertise,
they also result in a lot of replicated effort for each new study.

Table8.1 lists some of the frameworks developed by the research commu-
nity in order to streamline the process of conducting mobile experience sampling
studies.1,2 The first frameworks preceded the smartphone era. The Experience Sam-
pling Program (ESP) runs on Palm Pilot PDA devices, and lacks the sophisticated
context awareness introduced in later frameworks [3]. However, the ESPwas the first
framework to introduce an authoring tool for designing experience sampling ques-
tionnaires for mobile devices. The tool also lets a study designer define a logic for
timing the questionnaire prompts. Compared to the traditional beeper and diary stud-
ies, ESP-based studies combine signalling and data collection on the same device,
yet, PDA devices have never achieved mass popularity needed for large-scale ESM
studies in the wild.

Recognising context was the most important missing feature in traditional ESM
studies. Event-contingent sampling, where the time of sampling depends on the
context or an event in which a user is, is of particular interest for psychological
studies [46]. Such sampling is important in case target events are rare, short-lasting,
or unpredictable, in which case periodic sampling might completely miss them. For

1Every effort has been made to provide truthful descriptions of the listed mESM frameworks,
however, due to limited documentation and publications related to some of the frameworks the
listed properties should be taken with caution.
2The goal of this article is to suggest guidelines for future research in the field, thus we concentrate
on free open-source software developed in academia, as such software can serve as a basis for next
generation mESM frameworks. Commercial products for supporting mESM are outside the scope
of our article.
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example, Cote and Moskowitz investigated the impact of the “big five” personal-
ity traits on the relationship between interpersonal behaviour and affect [6]. The
participants were instructed to fill out a questionnaire following each interpersonal
interaction. Without context-aware devices, Cote and Moskowitz used beeper to
periodically remind participants to keep up with the study, but telling them that the
answers should be provided only after an interaction has happened. However, the
correctness of this approach, particularly the timeliness of harvested data, depends
on the users’ compliance with the rules of the study. The study designers have no
means of checking whether, and when, interpersonal interactions have happened.

The MyExperience framework [12], built upon an earlier context-aware mESM
tool developed by Intille et al. [23], runs on Pocket PC and lets researchers design
studies that embrace context awareness provided by mobile sensing. On one side,
sensor data can be passively logged on the user device and uploaded to a server, on
the other, the data can be processed on the phone to infer the context and trigger
event-contingent sampling if needed. As one of the first examples of an mESM
framework, MyExperience’s context triggering relies on raw sensor data, i.e. it does
not perform any inference in order to extract higher level information. For example,
the framework supports sampling when a user moves from one mobile cellular base
station to another, but cannot recognise if a user arrived at a semantically significant
location, say his/her workplace.

MyExperience and ESP set a foundation for modern experience sampling frame-
works, while a wider adoption of mESM frameworks came with the rise of the
smartphone that enabled remote data gathering without requiring user actions, and
context-aware user querying. The first Apple iPhone, released in 2007 and packed
with numerous high-resolution sensors, marked a revolution in mobile sensing.
Devices from different vendors followed, often running Android OS that enabled
finer control over sensing than ever before. Modern smartphone sensing, however,
has to balance between limited energy resources available on the phone, and the need
for fine-grained data from multiple sensors. In addition, smartphone’s sensors were
not originally conceived for continuous sampling. Sensing and data collection man-
agement become a new pressing issue for mobile computing. Sensing frameworks
such as ESSensorManager (a part of the Emotion Sense project) aim to abstract
the details about data acquisition and collection from an application developer and
automate sensing as per predefined policies [30]. The funf framework adds an option
of basic survey data collection, and was used in a detailed 15-month long study of
130 participants’ social and physical behaviour [2]. The study provided an in-depth
investigation of the connection between individuals’ social behaviour and their finan-
cial status, and the effects of one’s network in decision making. The power of sensed
data was further demonstrated when on top of funf the authors built an intervention
that not only sampled users’ behaviour, but also influenced users to exercise more.

Raw data from mobile sensors can be difficult to interpret in terms that are of
direct interest when sampling human behaviour. High-level inferences often need
to be made before sampled experience becomes valuable for researchers and ther-
apists. Purple Robot’s authors claim that their framework supports statistical sum-
maries of the user’s communication patterns, including phone logs and text-message
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transcripts. Ohmage [45], a platform for participatory sensing and ESM studies,
hosts a few data classifiers that can infer concepts such as mobility and speech.
A psychology practitioner faces a large barrier between raw data from sensors that
are related to users’ behaviour, e.g. their movement, and the high-level labels of
those behaviours, e.g. if people are walking or driving a car. It is crucial for mESM
frameworks to abstract the sensing, in this case accelerometer and GPS sensor sam-
pling, data processing, in this case extracting acceleration variance andGPS-reported
speed, and machine learning, in this case classify a mobility mode, and deliver high-
level information. Recently, Google released its activity recognitionAPI forAndroid,
enabling easy, albeit crude, inference of user’s activity state [15].

Besides built-in smartphone sensors, PsychLog [14] and Open Data Kit (ODK)
[19] frameworks provide support for external sensors that can be attached to amobile
devices, greatly enhancing the utility of ESM for ambulatory assessment. Moreover,
for understanding human behaviour, any source of human-related information can be
a sensor. In particular, social interactions are for a large part conducted over online
social networks (OSNs), and monitoring OSNs is increasingly becoming a focus of
social science studies. For instance, this information-rich sensor can be merged with
the physical context sensors, in order to uncover socio-environmental relationships.
An example of system supporting this type of real-time data fusion is SenSocial, a
distributed (residing on mobiles and a centralised server) middleware for merging
OSN-generated and physical sensor data streams [35].

A successful mESM framework abstracts mobile application programming from
an intervention developer, yet exposes enough functionality so that a variety of studies
are supported. Early on, MyExperience used an XML-based interface through which
study developers can define sensor data to be collected, survey questions and triggers
that will alert users to fill in the surveys. Although close to a natural language,
XML scripts are not an ideal means of describing a potentially complex mESM
application. Targeting primarily less tech savvy users in the developing world, ODK
puts an emphasis on hassle-free study design process [19]. The framework introduces
a survey and sensor data collection authoring tool that enables drag-and-drop study
design. ODK is further tailored for non-expert designers and study participants by
supporting automated data upload, storage and cloud transfer, as well as automated
phone prompts that users respond to with keypad presses. The Project Authoring tool
that comes with the Ohmage framework guides a study designer through a project
definition process, and outputs an XML definition of the study. Ohmage also features
tools such as ExploreData, Interactive and PassiveDashboards, and Lifestreams, that
enable in-depth analysis and visualisation of collected data. In particular, Lifestreams
use statistical inference on raw collected data in order to examine behavioural trends
and answer questions such as “how much time a user spends at work/home?”.
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8.4 Challenges of Sampling with Mobile Devices

Contextual data collection, rapid prototype design, study scalability and automated
result analysis are just some of the ways in which mobile devices revolutionise the
traditional ESM. However, certain original limitations of the method are still present
even with this new technology. How to capture experience without interfering with
the participant’s lifestyle, and how to sample relevant moments when the user’s
lifestyle is highly varying and unpredictable are some of the questions existing since
the ESM was introduced. Some other issues, such as user recruitment become more
prevalent now that a study can be distributed in form of an application that could be
run onmillions of devices. Furthermore, the new platform introduced novel technical
challenges that impact the way studies should be designed.

8.4.1 Recruiting and Maintaining Participation

The Internet empowered social scientists with an easy access to a large and diverse
pool of participants, alleviating the predominant issue of running psychological stud-
ies on a small group of college students [17]. Yet, recruitment in initial mESM studies
saw little benefit from the Internet, since the participation was throttled, just like in
the case of the older beeper technology, by the availability of the supporting hard-
ware, i.e. Pocket PCs. Nowadays, with 1.5 billion users the smartphone is one of
the most ubiquitous devices on the planet. Consequently, smartphone-based mESM
studies can be distributed at an unprecedented scale.

All major smartphone operating systems, such as Android, iOS and Windows
Mobile, have their corresponding online application stores. With these stores as
distribution channels, the pool of study participants is no more confined to a certain
population that a study designer can reach. Despite concerns about the diversity of
participants recruited through the Internet, Gosling et al. show that such a sample
is more representative of the actual demographics than a sample recruited through
traditional means [17]. Note, however, that the Internet has been around longer than
smartphones, and has penetrated almost all segments of the society. Still, a rapid rise
in smartphone ownership promises to erase any demographic biases that currently
may exist in smartphone usage.

To a potential participant, a smartphone-based mESM provides an additional ben-
efit of anonymity, as a user does not have to disclose her real name, nor needs to
meet the people/organisation running the study. On the down side, researchers have
to sacrifice the close control over who the study participants are. For example, there
is no reliable way to confirm that a person’s age is truthfully reported, potentially
allowing minors to run adult-only studies. Mobile sensing can somewhat ameliorate
the problem of false reporting, as it provides information about users’ activity, move-
ment, geographic location, communication patterns and others. It has been shown
that such information reflects users’ age, gender, social status [11]. Besides assisting
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in the pruning of false reports, the link between sensor data and the demograph-
ics can be used to selectively target a certain demographic group, or to tailor the
study according to different groups, e.g. adjusting sampling times according to local
customs, sending different questions to people belonging to different social groups.

A low entry barrier that smartphone mESM applications provide, also means that
leaving a study is easy—a user just has to uninstall or ignore the application. Usually
only a percentage of users is active after the first initial period. Furthermore, on global
application markets mESM study applications compete with hundreds of thousands
of useful and fun applications.Onewayof attracting and retaining awide audience for
anmESMstudy is by providing some kind of information back to the user. In Emotion
Sense, an mESM application that captures emotional state and contextual sensor
information, participant retention is achieved through gamification and provision
of self-reflecting information about the user [29]. Emotion Sense invites a user to
“unlock” different parts the application by providing further experience samples.

Another means of attracting and retaining users is through remuneration. Ama-
zon Mechanical Turk is a popular crowdsourcing marketplace where requesters post
jobs to be completed by workers. The jobs typically consists of simple, well-defined
tasks for which computers are not suitable, such as data verification, image analysis
and data collection. Workers are paid a previously agreed sum of money per com-
pleted task. Any adult person, from any continent, can become a worker. In [33],
Manson and Suri discuss the opportunities for conducting behavioural research on
Amazon’s Mechanical Turk. A wide pool of participants for a study and a payment
system that enforces job completion are emphasised as the main advantages of the
Mechanical Turk. On the other hand, artificial automatic workers—bots—can be
used by workers to fake study results without actually running the study. In addi-
tion, the Mechanical Turk workers are not representative of general, even online,
demographics. We believe, however, that mobile sensing can be used to ameliorate
both problems. Artificial behaviour can be detected through unusual activity and
movement patterns, while as explained earlier, sensed data can be used to infer the
participants demographics.

8.4.2 Sampling at the Right Time

Smartphone-based mESM applications run on devices that are an inseparable part
of participants’ lives. Thus, it is crucial for a sampling schedule to be in harmony
with the user’s lifestyle. A well designed interruption schedule can help in both
retaining users, but also in fulfilling the true role of experience sampling—recording
momentary experience—as participants not wishing to be interrupted are likely to
introduce the recall bias by delaying their answers until they find a suitable moment
to respond [36].

Interactivity is in the core of human behaviour, as we balance between work-
ing on a task and switching to other pressing issues. The mobile phone makes our
lives increasingly interactive as notifications delivered via mobile devices became
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a dominant means of signalling possible tasks switching events. In mESM studies
mobile notifications are used to prompt users to fill in sampling surveys. The tim-
ing of notifications is important, since in case a notification arrives in an opportune
moment for interruption the user reacts to it quickly, and fills in a survey with timely
data. Several research studies investigated mobile notification scheduling in order to
identify these opportune moments, and found that the context in which a person is,
to a large extent, determines if a user is interruptible or not [22, 49]. Equipped with
sensors, a mobile device can infer this context. Ho and Intille, for example, show
that external on-body accelerometers can detect moments of activity transitions, and
that in such moments users react to an interruption more favourably [22].

In [41] a 20-person 2-week study of mobile interruptibility shows how data from
built-in smartphone sensors relates to user’s attentiveness to mobile interactions in
form of notifications. The study demonstrates that a personalisedmodel of the sensed
data—interruptibility relationship can be built, after which the authors extract the
sensor modalities that describe user interruptibility, including acceleration, location
and time information, and implement personalised machine learning models that,
depending on the given sensor input, infer interruptibility. The findings are funnelled
into a practical system termed InterruptMe—anAndroid library for notificationman-
agement, that informs an overlying application about opportunemoments in which to
interrupt a user.3 Machine learning-based models that InterruptMe builds are refined
over time. However, ESM studies are limited by the number of samples that are taken
from a single person over a period of time, thus the phone should learn about when to
interrupt a user with as few training samples as possible. Kapoor andHorvitz propose
a decision-theoretic approach for minimising the number of samples one needs to
take from a user in order to build a reliable model of that persons interruptibility [24].
Finally, the InterruptMe study finds that interruption moments cannot be considered
in isolation, and that users’ sentiment towards an interruption depends on the recently
experienced interruption load. This may become a limiting factor as the number of
applications, and consequently notifications, that a user gets on her phone grows.

8.4.3 ESM Studies and Contextual Bias

Adecision aboutwhen, or underwhich conditions, a notification to complete a survey
should be fired is not only important for improved user interaction and compliance,
it also has a crucial effect on the data that will be harvested.

Studies have, for example, been designed to collect data at random intervals [3] or
when smartphone sensors acquire readings of a particular value [12]. While the latter
is often motivated by directly tying a device state with a device-related assessment
(e.g. plugging in the phone triggering questions about phone charging [12]), both of
these methods have been used by researchers to make inferences and test hypotheses

3InterruptMe is available as a free open-source software at http://bitbucket.org/veljkop/
intelligenttrigger.

http://bitbucket.org/veljkop/intelligenttrigger
http://bitbucket.org/veljkop/intelligenttrigger
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about broad, non-device specific aspects of participants’ behaviours, such as daily
events and moods [4] and sustainable transportation choices [13].

This methodology assumes that the design choice of which trigger to use will not
affect (or, indeed, will even augment the accuracy of) the contextual data that can be
used to learn about participants. In doing so, these studies do not take into account
the effect that the designed sampling strategy has on the conclusions they infer about
participants’ behaviours. However, these behaviours are likely to be habitual or, more
broadly, variantly distributed across each day. For example, since people may split
the majority of their time between home and work, sampling randomly is likely to
fail capturing participants in other locations. While this could easily be solved by
using survey triggering that is conditioned on the value of a user’s location (from here
on termed location-based triggering), it is not clear how doing so affects sampling
from the broader set of sensors that researchers may be collecting data from (i.e. how
would location-based sampling bias the data about participants activity levels?).

In [29], Lathia et al. study the effect ofmESMdesign choices on the inferences that
can be made from participants’ sensor data, and on the variance in survey responses
that can be collected from them. In particular the authors examined the question: are
the behavioural inferences that a researchermakeswith a time or trigger-defined sub-
sample of sensor data biased by the sampling strategy’s design? The study demon-
strates that different single-sensor sampling strategies will result in what is refer
to as contextual dissonance: a disagreement in how much different behaviours are
represented in the aggregated sensor data.

To analyse this, Lathia et al. examine the extent that studies’ design influences the
response and sensor/behavioural data that researchers can collect from participants
in context-aware mESM studies. If the design of the experiments does not have any
influence on the data that are collected, we would expect that, on aggregate, the data
gleaned from different designs would be consistent with one another. Instead, the
study demonstrates that different single-sensor sampling strategies result in contex-
tual dissonance, i.e. a disagreement in howmuch different behaviours are represented
in the aggregated sensor data. This conclusion is based on a 1-month, 22-participant
mESM study that solicited survey responses about participants’ moods while col-
lecting data from a set of sensors about their behaviour. This falls under two broad
groups:

• Amount ofData.Using different sensors to trigger notificationswill directly impact
the amount of data that researchers can collect. In this study, microphone-based
triggers,which pop-up a survey only if a non-silent audio sample is sensed, produce
a higher per-user average number of notifications; conversely, the communication-
based triggers, fired after a call/SMS received/sent event, produce the lowest
average number of notifications per participant (5.11± 3.69), indicating that
participants were not using their phone for its call/SMS functionality through-
out the day.

• Response Data. In addition, the study examines how the feelings of participants
varied under different experimental conditions. In this case, the null hypothesis is
that the design of survey triggers does not bias the resulting sample of affect data
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that is collected. This hypothesis is rejected, with varying levels of confidence,
if the resulting p-values are small. In 4 of the 6 tests that were performed, it was
found that the negative affect ratings (and 2 of 6 for the positive ratings) were
significantly different from one another with at least 90% confidence. Uncovering
why this result has emerged calls for further research: it may be explained by the
fact that some triggers were likely to be more obtrusive than others, thus affecting
responses.

Finally, we point out that the above conclusion is based on a time-limited and
small-scale study. Perhaps some of these challenges can be overcome by using larger
populations for longer times.However, these results stand as awarning for researchers
to be mindful of in their future mobile experience sampling studies.

8.4.4 Technical Challenges in mESM

A smartphone is a multi-purpose device used for voice, video, and text communi-
cation, Web surfing, calendar management or navigation, among other applications.
This versatility puts pressure on smartphone’s resources, and limits its usability
for experience sampling. Furthermore, unlike a conventional mobile application,
an mESM application needs to be always-on, sense the context and sample users’
experiences as necessary.

One of the key constraints of manymobile sensing applications is a limited capac-
ity of a mobile device’s battery. Power-hungry sensors, such as a GPS chip, were not
envisioned for frequent sampling. Adaptive sensing is a popular means of reducing
energy requirements of a mobile sensing application. Here, samples are taken less
frequently, or with a coarser granularity, e.g. a user’s location is recorded with a
base station ID, instead of with accurate GPS coordinates. AndWellness framework,
for example, lets study designers tune the balance between the sampling resolution
and power drain [21]. The same framework implements hierarchical sensor activa-
tion, another means of minimising energy usage. This approach uses low-power,
yet less accurate, sensors in order to infer if high-power, fine-grain sensors should
be turned on. An example of hierarchical sensing can be seen in AndWellness: a
change in a device’s WiFi access point association serves as an indicator of user’s
movement, and if movement is detected a GPS chip is activated. While Ohmage
implements adaptive sensing to save energy during speech detection by adjusting the
sampling rate depending on the sensing results—if the app has not detected speech
over a certain amount of time, it exponentially decreases the sampling rate. How
to adjust the sampling rate with adaptive sensing, or hierarchical activation, while
ensuring that the events of interest are not missed is an open research question. In
SociableSense, a mobile application that senses socialisation among users [44], a lin-
ear reward-inaction function is associated with the sensing cycle, and the sampling
rate is reduced during “quiet” times, when no interesting events are observed. The
approach is very efficient with human interaction inference, since the target events,
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such as conversations, are not sudden and short; for other types of events, different
approaches might be more appropriate.

Client-server architecture is at the core of almost every ESM framework. Servers
are used for centralised data storage and analysis, data visualisation, and remote
configuration of sampling mobiles. The balance of functionalities over mobiles and
a server can have a significant impact on the performance and the possibilities of an
mESM application. For automated labelling of human behaviour, say recognising if
a person is walking or not, a substantial amount of data, in this case accelerometer
data, has to be processed through machine learning models. Server-based processing
comes with benefits of a high computational power of multicore CPUs, and a global
view of the system, and as a consequence data from all the users can be harnessed
for individual (and group) inferences. On the other hand, the transfer of the high-
volume data produced by mobile sensors can be costly, especially if done via a
cellular network. Some mESM and mobile sensing frameworks, including Ohmage
and ESSensorManager, let developers define data transfer policies, such as “upload
mobile data only via Wi-Fi” and “do not upload any data if the battery level is below
20%”.

Besides its impact on performance and cost, balancing local and remote process-
ing is important for ESM studies due to privacy issues associated with data transfer
and storage (see for example [8]). Location, video and audio data are particularly
vulnerable, yet can be protected with a suitable balance of remote and local process-
ing. For example, if we want to infer that a user is having a conversation, instead
of transferring raw audio data for server-side processing, we can extract sound fea-
tures relevant for speech classification, such as Mel-Frequency Cepstral Coefficients
(MFCC) of sound frames that contain sounds over a certain threshold intensity, and
send these for remote analysis. Even if a malicious party gets access to this data,
the original audio recording cannot be reconstructed. Similarly, instead of sending
raw geographic coordinates to a server, a mobile application could host an internal
classifier of a user’s semantic location (e.g. home/work), and send already processed
data, minimising the amount of information about the user that can be revealed.

8.5 Future of mESM

Mobile computing is rapidly transforming social sciences. First, the range of poten-
tial study participants has expanded dramatically. Nowadays researchers have access
to a virtually world-wide pool of participants. Second, the granularity of personal
data gathered throughmobile sensors and phone-based interactions, including online
social network activities, can paint a very detailed picture of an individual’s behav-
iour. In addition, long-term data can be obtained, as long as the mESM application
manages to keep users engaged, and they do not remove the application from their
phones.

The above transformation requires the rethinking of the traditional social science
approaches. Computational social science [31] has emerged as a field that harnesses
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statistical and machine learning approaches over user-generated “big data” in order
to explain social science concepts, including behaviour. This field is inherently inter-
disciplinary and rather broad, since it involves computer scientists, engineers, and
social scientists, who traditionally had limited interactions in the past.

8.5.1 Integration with Behaviour Interventions

Ubiquitous mobile computing devices and the ESM provide a detailed assessment of
human behaviour at an unprecedented scale. A natural next step is to use the infor-
mation about the existing individual and group behaviour to affect future behaviour.
Behaviour change interventions (BCIs) are a psychological method that aims to elicit
a positive behaviour change. These interventions commonly include collecting rele-
vant information about the participant, setting goals and plans, monitoring behaviour,
and providing feedback. Digital BCIs (dBCIs) moved behaviour change interven-
tions to the Web. The benefits of this transition include increased control over the
content and the time of information delivery of information, as well as the reduction
in the intervention cost, since the need to a face-to-face interaction with a therapist
is avoided. In addition, dBCIs open an opportunity for scalable automatic content
tailoring. Such tailoring has been shown to be effective for the actual behaviour
change [52].

Recently, both isolated [39] and systematic [28] attempts have beenmade to move
dBCIs from theWeb to smartphones. The new platform enables intervention content
delivery anywhere and anytime. In addition, a personalised use of the phone indi-
cates that through mobile sensing and user sampling a detailed personalised model
of user behaviour can be constructed and used to drive the intervention. For example,
users whose samples indicate sedentary behaviour can be provided with a positive
feedback whenever they are detected to be active. Technical difficulties in building
an integrated mESM and intervention distribution method hamper proliferation of
mobile dBCIs. The system design and programming effort associated with imple-
menting a system for remote mobile sensing and experience sampling, information
delivery, user management and personalised behaviour modelling is overwhelming.
Certain existing frameworks, such as AndWellness [21] and BeWell [27], concen-
trate on sampling data relevant for users’ health and well-being, yet none of them
cater specifically to dBCIs, and none of them solves the above technical difficulties.
The UBhave framework (Fig. 8.2) aims to overcome this by providing out-of-the-box
support for mobile dBCI design and deployment [18]. The framework consists of an
intervention authoring tool, through which therapists can design interventions, and
an automated translation tool, which translates the design into an intervention file.
This file is then deployed to and interpreted by participating mobile devices running
the UBhave client application. The framework ensures that therapist’s instructions
on when to sample user experience and sensor data are followed by the mobile app,
and that the behaviour changing advice is delivered to the user when needed.
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Fig. 8.2 Overview of the UBhave framework for mobile digital behaviour change interventions

The UBhave framework is the first that extends the idea of mESM beyond behav-
iour tracking to behaviour change.While the idea of mobile dBCIs sounds extremely
promising, only after a wider adoption and broader behaviour change studies it is
will be possible to quantify the actual effectiveness of mobile interventions.

8.5.2 Anticipatory mESM

The awareness of the current context is the main novelty of experience sampling
using mobile devices. A prediction of future context has a tremendous potential to
make anmESM a key tool for explaining human behaviour. Although predicting, and
even inferring, participants’ internal states with mobile sensors is yet to be achieved,
prediction of some other behavioural aspects, such as users’ movement trajectories
or calling patterns, has already been demonstrated [42, 48].

Anticipatory computing systems rely on the past, present and predicted future
information to bring judicious decisions about their current actions [47]. Mobile
ESM applications could, in an anticipatory computing system manner, intelligently
adapt their sampling schedules based on the predicted user behaviour. For example,
an mESM application that could anticipate a depressive episode, could adapt its
sampling to capture, with fine resolution, behaviour and the context just before the
event of interest. This would not only provide very detailed information about the
context that lead to the onset of a depressive episode, but also use phone’s battery
resources more efficiently.

Finally, we also envision proactive digital behaviour interventions delivered via
mobile devices [40]. Besides the sampling schedule, anticipatory dBCIs would also
adapt the feedback they give to a user according to the predicted state of the user,
and the predicted effect the feedback will have on the user. For example, a smart
wristband occasionally samples a user’s heart rate. Based on the readings, the system,
encompassing a phone and a wristband, predicts that the user is in risk of being
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highly stressed out. The system accesses user’s online calendar and examines tasks
scheduled for today.Then, it intelligently reschedules tasks to alleviate the risk of high
stress and suggests a new schedule to the user. Technical obstacles associated with
this scenario include stress prediction, itself quite challenging, but also the prediction
of how a user will react to a given change in the calendar. Will the change really
help alleviate stress? The idea of anticipatory mobile computing has just recently
appeared in the literature, while the conventional mobile dBCIs have not yet taken
off. Therefore, we are yet to witness anticipatory mobile dBCIs in practice.

8.6 Conclusion

Smarthphones and other mobile devices, such as wearables, are the first sensing and
computing devices tightly interwoven into our daily lives. They represent revolu-
tionary platforms for social science research and for the emerging field of computa-
tional social science. They indeed open a window of opportunity for social scientists
to learn about human behaviour at previously unimaginable granularity and scale.
A wide span of behaviours can be captured via mobile experience sampling. This
covers the domains for which the traditional experience sampling has already been
employed, such as studies of a personal time usage [25], emotions of different stig-
matised groups [10], and classroom activities [51], to name a few. In addition, mobile
computing enables the investigation of new domains such as the location-dependent
privacy management of sharing information on online social networks [1], sleep
monitoring [27] and mobile application evaluation [5]. Furthermore, mESMs are
being used for ambulatory assessment in areas that span from sexual behaviour to
physical exercise monitoring.4

We highlighted key benefits ofmobile experience sampling, and presentedmESM
frameworks that abstract the technical effort of building a sensing and sampling
mobile application, and enable seamless implementation and deployment of large
scale social studies. Our vision for the evolution of mESM goes along the lines of the
general consensus that mobile applications need to be “stealth”, perfectly integrated
with everyday lives. Therefore, we envision considerate mESM studies, where the
interaction with the user is minimally invasive, and aligned with the sensed user
behaviour. Furthermore, harnessing the persuasive power of the smartphone, we also
see proactive behaviour change interventions based on the automated analysis of the
sampling results. Finally, outside of the scope of this review, but important for the
ecosystem of users, intervention designers and mESM framework developers are the
questions of large-scale data mining, interpretation and visualisation, data feedback
to study participants, and privacy and ethics issues associated with mobile sensing.

4The following URL lists currently running experience sampling projects using the Ohmage frame-
work: http://ohmage.org/projects.html.

http://ohmage.org/projects.html
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Chapter 9
Affective and Personality Corpora

Ante Odić, Andrej Košir and Marko Tkalčič

Abstract In this chapter we describe publicly available datasets with personality
and affective parameters relevant to the research questions covered by this book. We
briefly describe the available data, acquisition procedure, and other relevant details of
these datasets. There are three datasets acquired through the users’ natural interaction
with different services: LDOS CoMoDa, LJ2M and myPersonality. Two datasets
were acquired in controlled, laboratory settings: LDOS PerAff-1 and DEAP. Finally,
we also mention four stimuli datasets from the Media Core project: ANET, IADS,
ANEW, IAPS, as well as the 1000 songs dataset. We summarise this information for
a quick reference to researchers interested in using these datasets or preparing the
acquisition procedure of their own.

9.1 Introduction

In order to carry out relevant research, appropriate datasets must be used, which
enable researchers to test their hypotheses. For the research questions covered by this
book, it is important that the datasets contain different personality-related features
describing users, aswell as affective parameters, alongwith the information regarding
the interaction between users and different systems. Since the acquisition of such
datasets is not an easy task, and not many live systems include such data, these
datasets are rare and researchers often tend to collect their own data for research
purposes.
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In this chapter we try to provide relevant information for the researchers in the
field from two perspectives: (i) survey existing and available datasets for research
and (ii) survey research describing the acquisition of such datasets as a reference
for the acquisition tasks and guidance for building new datasets. The datasets that
we describe in this chapter are publicly available. In addition, we believe that these
datasets contain valuable data for many different research goals, and as such, serve as
a valuable resource for researchers. Since the acquisition of such data requires careful
and controlled procedures, this section also tries to be a reference to researchers that
will perform the acquisition, and preprocessing, of new datasets.

Datasets for the research in this field should ideally have several main types of
information.Mainly, there has to be information regarding users, items and some type
of metric that describes the interaction between users and items, how items are suit-
able for users or how users perceived or rated (explicitly or implicitly) the items they
have consumed. This can be observed as a user-itemmatrix where for user-item pairs
there is a measure describing their interaction (e.g. rating, different user-experience
measures, etc.). In addition to that, these datasets should contain information describ-
ing users’ personality profiles (e.g. Big5 factors describing users [1]). Furthermore,

Table 9.1 This table contains the list of datasets described in this section with the following
information: name of the dataset, domain (i.e. type of items), whether the acquisition was in the
laboratory setting or the natural interaction with the system, number of users, number of items and
reference to the article describing the dataset and the acquisition

Dataset Domain Acquisition
type

Users Items References

LDOS-CoMoDa Movies Natural
interaction

235 1300 [2]

LDOS-PerAff-1 Images Laboratory
setting

52 70 [3]

LJ2M Blogs Natural
interaction

649,712 1,928,868 [4]

DEAP Music
Videos

Laboratory
setting

32 120 [5]

myPersonality Social
Network

Natural
interaction

Varies Varies [6]

1000 songs Music Stimuli
dataset

100 744 [7]

ANET Text Stimuli
dataset

n/a n/a [8]

IADS Sounds Stimuli
dataset

n/a n/a [9]

ANEW Text Stimuli
dataset

n/a n/a [10]

IAPS Images Stimuli
dataset

n/a n/a [11]
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Table 9.2 In this table, in the same order as in the previous one, we add additional information
regarding each dataset: type of personality profile of users, type of affective data, metric describing
the interaction between the users and items, additional data

Dataset Personality Emotions Interaction Additional data

LDOS-CoMoDa Big5 6 basic
emotions

Ratings Context, demographics,
item metadata

LDOS-PerAff-1 Big5 VAD space Ratings Demographics, frontal
face videos

LJ2M No 132 mood
tags

No Blog post, associated
songs

DEAP No VAD space VAD ratings Frontal face videos,
sensor signals

myPersonality Big5 No Facebook
likes

Psychometric features,
demographics, etc.

1000 songs No VA space VAD ratings 40-s music clips

ANET No VAD space No English texts

IADS No VAD space No Digital sounds

ANEW No VAD space No English words

IAPS No VAD space No Images

these datasets should also contain affective parameters. For example, those parame-
ters might describe emotional states of the user during the interaction with the item,
the change of the user’s emotional state after consuming an item, affective metadata
describing the items, etc.

There are three types of datasets that we cover in this chapter:

1. Datasets acquired by users’ natural interaction with live systems.
2. Datasets acquired in controlled, laboratory settings, from participants.
3. Datasets containing stimuli for research on emotions.

In Tables 9.1 and 9.2 we summarize the information regarding the described
datasets for quick reference.

9.2 Available Datasets

In this sectionwe describe datasets thatweremade publicly available by their authors.
For each dataset we provide the basic information that will help researchers to decide
whether the dataset is suitable for their work. This consists of the research the dataset
was intended for, description of the data the dataset contains, brief description of the
acquisition procedure, and links to where the datasets can be obtained.
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There are two types of datasets that are publicly available: (i) those acquired
in the experimental (laboratory) setting, and (ii) those that were acquired during
a natural users’ interaction with an existing service. The data in the former type
of datasets is usually less noisy, since all external, uncontrolled influences were
removed, however such datasets contain less users due to natural limitations of the
laboratory-based acquisition procedures. In addition, there is a potential problemwith
acquiring emotional state in laboratory setting. Emotional state of the user might be
context dependent and the context in the laboratory is artificial andmight not represent
the real world behaviour of users. This has to be considered and addressed during
the data acquisition.

On the other hand, datasets acquired in the laboratory settings have more per-
sonality and emotion-related features describing the users, since the usage of video
cameras and/or other sensors were possible during the users’ interaction with the sys-
tem. Therefore, the selection of the dataset relevant for a specific research depends
on the types of the analyses that will be performed.

While acquiring the data, it is also important to keep in mind what is user’s goal
and what is the value exchange for the user, especially in the case of the laboratory
settings. The user’s goal is the natural, or the artificial, goal that the user is trying
to achieve through the interaction with the system. For example, in recommender
systems, users are providing data and rating items to improve their profile in order
to get more relevant recommendations. In laboratory settings, users’ goals should
also be explained to subjects since it is relevant whether users are rating videos, e.g.
according to how suitable it is to watch at home with friends, or how interesting it
is during the laboratory session. All users should be artificially placed in the same
context, i.e. purpose for providing data. Regarding the value exchange, users can be
motivated to use the system or participate in the experiment by different internal or
external motivators, that should also be taken into account.

We mention users’ goals in the description of datasets for which we found the
reliable information regarding this aspect of the acquisition.

9.2.1 Context Movie Dataset (LDOS-CoMoDa)

Context Movie Dataset (LDOS-CoMoDa) was created for the research on context-
aware recommender systems [2]. It was acquired from the users’ natural interaction
with the live system over a long period of time. It contains movie ratings, contextual
information, movies’ metadata and users’ Big5 personality profiles from subset of
users that decided to provide personality profiles.

For the data acquisition, the authors created an online application for rating
movies (www.ldos.si/recommender.html). The application is used by users to track
themovies they watched, obtain themovie recommendations and browse themovies.

The users were acquired by presenting and advertising the online application
to students of the Faculty of Electrical Engineering, University of Ljubljana, and
different movie forums and usenet newsgroups. Therefore, the users were volunteers

www.ldos.si/recommender.html
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that were either attracted by the research questions or the usability of the online
application. According to the authors, the users’ goal for rating the movies is to
improve their profile to gain better recommendations, express themselves and help
others, according to [12].

9.2.1.1 Acquisition

Regarding the data acquisition, the online application is used by users to rate the
movie that they have just seen. The users rate the items on the Likert scale from one
to five.

In addition to rating the consumed movie, users fill in a simple questionnaire
created to explicitly acquire the contextual information describing the situation dur-
ing the consumption stage of the user-item interaction [2]. The questionnaire was
designed in such a way that it is simple and not time consuming for a user to provide
the contextual information. Users are instructed to provide the rating and contextual
information immediately after the consumption.

Among different types of contextual information (described in the following
section), emotional context was also acquired. According to the authors, for the emo-
tional state as the contextual information in the movie RS, the consumption stage is a
multiple-context value stage, which means that emotional state changes several time
during the consumption. Therefore two types of emotional state contextual factors
were acquired: (i) the emotional state that was dominant during the consumption
(domEMO) and (ii) the emotional state at the end of the movie (endEMO).

Users were also able to input their personality profile into the online application.
Therefore, for users that chose to do so, the dataset also contains Big5 personal-
ity profiles, that were acquired through the IPIP 50 questionnaire [13]. Ratings for
movies, and all additional information was provided by users, as they have decided.
There was no mandatory ratings of the preselected movies.

9.2.1.2 Dataset Information

The LDOS-CoMoDa dataset has been in development since Sep. 15, 2010. It con-
tains three main groups of information: general user information, item metadata and
contextual information. The general user information is provided by the user upon
registering in the system. It consists of the user’s age, sex, country and city. There
are 163 male and 72 female users in the dataset.

The item metadata is inserted into the dataset for each movie rated by at least one
user. The metadata describing each item is the director’s name and surname, country,
language, year, three genres, three actors and budget.

Table9.3 contains the description of the acquired contextual information.
To ensure that all the acquired contextual information is from the consumption

stage, the users were instructed to provide the rating immediately after the consump-
tion, and that it should describe the moment of watching the movie. Furthermore,
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Table 9.3 Contextual variables in the LDOS-CoMoDa dataset

Contextual variable Description

time Morning, afternoon, evening, night

daytype Working day, weekend, holiday

season Spring, summer, autumn, winter

location Home, public place, friend’s house

weather Sunny/clear, rainy, stormy, snowy, cloudy

social Alone, partner, friends, colleagues, parents, public, family

endEmo Sad, happy, scared, surprised, angry, disgusted, neutral

dominantEmo Sad, happy, scared, surprised, angry, disgusted, neutral

mood Positive, neutral, negative

physical Healthy, ill

decision User’s choice, given by other

interaction First, n-th

this ensures that the provided rating is not influenced by unwanted noise, such as
discussing the movie with friends, reading reviews, seeing the average movie rat-
ing, etc. For assessing whether the rating was provided in a satisfactory manner, the
authors have identified a set of criteria that they use to flag suspicious data inputs.
For example, if the rating with winter context is provided during summer, the data
is flagged as suspicious, furthermore, if a single user provides multiple ratings at
once the data is flagged as suspicious, etc. Such suspicious entries were later avoided
during the testing. It is still, however, impossible to be completely sure that all the
acquired data is correct. Acquiring ratings immediately after the consumption pro-
vides less noisy, real data, however, due to the collection of the contextual data, it
was not possible to provide users with a list of items to rate. Each rating is made after
the real consumption, which makes this type of data acquisition a long process.

LDOS-CoMoDadatasetwas used in several research, for example, for the research
on the role of emotions in context-aware recommendations [14], and the research on
local context modelling with semantic pre-filtering [15].

Additional information about the dataset can also be found in [16]. LDOS-
CoMoDa dataset can be acquired on the following link: (www.ldos.si/comoda.html).

9.2.2 LDOS-PerAff-1

The LDOS-PerAff-1 dataset was created for the need of the research of affective- and
personality-based user modelling in recommender systems [3]. It is acquired form
the users in the controlled, laboratory setting. LDOS-PerAff-1 dataset is composed
of users’ ratings for images, information about users and images, users’ personality
profiles, information about the induced emotions and the video clips of the users’
facial expressions.

www.ldos.si/comoda.html
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For the data acquisition, the authors created a Matlab application in which the
users are rating images. The goal of rating the images was users’ selection of images
for their computer’s wallpaper.

Users in the dataset are students that participated in the experiment. The users’
goal was to rate images for the purpose of selecting the best image for their desktop
background.

9.2.2.1 Acquisition

The acquisition scenario consisted of showing the subjects a sequence of images and
asking the subjects to rate these images as if they were choosing images for their
computer wallpaper. Ratings were selected on a Likert scale from one to five.

For each image the authors needed to know the emotional state it induces. The
affective values for each image were provided by the IAPS dataset. Each image was
annotated with the first two statistical moments of the induced emotion in users in
the Valence-Arousal-Dominance (VAD) space [17]. The acquisition of the induced
emotions was carried out by Lang et al. [18] using the Self-Assessment Manikin
(SAM) questionnaire.This served as ground truth for automatic method for emotion
detection and as a metadata for each image.

While users were rating images, the authors recoded their facial expressions with
a camera placed on the monitor. The authors also annotated genre to each image
manually through a controlled procedure.

In addition, the authors wanted to explore the relations between the subjects’
personalities and their preferences for the content items. They used the IPIP 50
questionnaire to assess the factors of the Big5 factor model of the participants. The
questionnaire consisted of 50 items, 10 per each of the Five-Factor Model (FFM)
factors.

9.2.2.2 Dataset Information

There were 52 students who participated in the experiment. The average age was
18.3years (standard deviation is 0.56). There were 15 males and 37 females.

The corpus consists of 3640 video clips of 52 participants responding to 70 dif-
ferent visual stimuli. The video files are segmented by user and by visual stimulus.

Each video clip is annotated with a line in the annotation file. The annotations are
stored in text-based files. The participants cover a heterogeneous area in the space
of the big five factors.

Each video clip is annotated with a line in the annotation file. The annotations files
have the following columns: user id, image id, image tag, genre, watching time, wt
mean, valence mean, valence stdev, arousal mean, arousal stdev, dominance mean,
dominance stdev, big5 1, big5 2, big5 3, big5 4, big5 5 gender, age, explicit rating,
binary rating.
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For example, the LDOS-PerAff-1 dataset was used in research on using affec-
tive parameters in a content-based recommender system [19], and the research on
addressing the new user problem with a personality-based user similarity measure
[20].

LDOS-PerAff-1 dataset can be acquired on the following link: (http://slavnik.fe.
uni-lj.si/markot/Main/LDOS-PerAff-1).

9.2.3 LJ2M Dataset

LiveJournal two-million post (LJ2M) dataset was collected from the social blogging
service LiveJournal2 for research on personalised music-information retrieval [4].
It is acquired from the users’ natural interaction with the live system over a long
period of time. According to the authors, it is suitable for use in research on context-
aware music recommendation, emotion-based playlist generation, affective human-
computer interface and music therapy.

LJ2M dataset contains a blog article, a song associated with the post, and a user
mood, since each article is accompanied with a mood and music entries which the
blog authors provide.

Users in the dataset are bloggers that use LiveJournal social-networking service.
The users’ goal was blogging about different subjects.

9.2.3.1 Acquisition

LiveJournal is a social-networking service with a large user base (according to the
authors, 40 million registered users and 1.8 million active users at the end of 2012).
As described in [21], for purposes of sentiment analysis Leshed and Kaye collected
21 million posts using the LiveJournal’s RSS feeds. Maximum of 25 posts were
collected per user. Users are mostly from United States, and articles were written
between 2000 and 2005.

Each LiveJournal’s post contains an article, a mood entry and a music entry.
Mood entries were provided by the blog-article’s author by selecting one of the 132
pre-defined tags, or filling in freely. Similarly, blog-article authors also provided the
music entry by filling in anything they wish.

The authors in [4] further processed the raw data acquired in [21]. They considered
only those entries that contained pre-defined mood tags. Regarding the music entry,
they used the AchoNest API to check the existence in the EchoNest database, and
considered those entries with valid and found (artist, song title pairs). Finally, only
those blog entries that contained both valid mood and music tag were selected. The
content of the articles is provided as lists of word counts with both non-stemmed and
stemmed versions.

http://slavnik.fe.uni-lj.si/markot/Main/LDOS-PerAff-1
http://slavnik.fe.uni-lj.si/markot/Main/LDOS-PerAff-1


9 Affective and Personality Corpora 171

9.2.3.2 Dataset Information

The dataset contains 1,928,868 posts from 649,712 unique users. There are 14,613
± 13,748 articles per mood tag, on average. Majority of the mood tags have more
than 1,000 articles, and about half have more than 10,000 articles.

Blog articles contain 88,164 unique songs from 12,201 artists. There are 125± 22
articles per song, on average. 64,124 songs can be found in the million song dataset
(MSD) [22], hence musical metadata and features from MSD can be used. 87,708
songs have short audio previews (30s) available from 7digital.

LJ2M is available at http://mac.citi.sinica.edu.tw/lj/.

9.2.4 A Database for Emotion Analysis Using Physiological
Signals (DEAP)

The Database for Emotion Analysis Using Physiological Signals (DEAP) is a multi-
modal data set for the analysis of human affective states [5]. This datasetwas acquired
in a controlled laboratory setting. It contains the electroencephalogram (EEG) and
peripheral physiological signals of users, their ratings of arousal, valence, like/dislike,
dominance and familiarity of music videos presented, frontal face video recording
for a subset of the participants, subjective ratings from the initial online subjective
annotation and the list of 120 videos used.

The authors prepared a laboratory setting in which users watched 40 1-min long
excerpts of music videos, provided ratings in terms of arousal, valence, like/dislike,
dominance and familiarity, while different signals were taken from them through
sensors.

Users in this dataset are volunteers that participated in the experiment.

9.2.4.1 Acquisition

120 music videos as emotional stimuli were selected, and 1-min segments with high-
est emotional content were extracted. Through a web-based assessment experiment
participants rated the 1-min segments on a discrete 9-point scale for valence, arousal
and dominance. After each video segment was rated by at least 14 volunteers, 40
videos were selected for use in the experiment. To achieve maximum strength of
elicited emotions, selected videos had the strongest volunteer ratings and smallest
variation.

Once the 1-min-video stimuli was selected the experiment was prepared. Partici-
pants were prepared and instructed, set in a controlled environment and sensors were
placed on them. The experiment started with a 2-min baseline recording after which
40 videos were presented in 40 trials. In each trial, a 2-s screen displaying the current
trial number was shown to inform the participant of the progress, followed by the 5-s

http://mac.citi.sinica.edu.tw/lj/
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baseline recording, and finally the 1-min music-video stimuli. After the video was
shown participants performed a self-assessment of their levels of arousal, valence,
dominance via the self-assessment manikins on a continuous scale. In addition, they
rated how much they liked the shown video by the thumbs-down and thumbs-up
symbols.

9.2.4.2 Dataset Information

The dataset consists of two parts: (i) online subjective annotation and (ii) psycho-
logical experiment.

Subjective Annotations. There are 120 1-min music videos, 60 of which were
selected via last.fm [23] affective tags and 60 were selected manually. Each video
has 14–16 ratings on arousal, dominance and valence discrete scale of 1–9.

Physiological Experiment. Thirty-two participants, 50% of which are females,
aged between 19 and 37, rated 40 1-min videos. Ratingsweremade on scales: arousal,
dominance, valence, liking and familiarity. Familiarity is rated on a discrete scale
from 1 to 5, and other ratings on a continuous scale from 1 to 9.

In addition to ratings, dataset contains 32-channel 512HzEEGsignals, andperiph-
eral physiological signals. For 22 participants dataset contains frontal face video.

The article [5] contains detailed information about the data acquisition as well
as the analysis on the acquired data. DEAP dataset is published and available for
research on the following link:

For example, DEAP dataset was used in research on multi-task and multi-view
learning of user state [24], and EEG-based Emotion Recognition by using deep
learning network [25].

(http://www.eecs.qmul.ac.uk/mmv/datasets/deap/index.html).

9.2.5 myPersonality Project Dataset

The myPersonality project dataset is a dataset that can be used for different research
tasks on social network behaviour and users in connection to different psychome-
tric features [6]. This dataset is acquired from users’ natural interaction with the
Facebook application, and their natural interaction with social network Facebook. It
contains data regarding Facebook users, their preferences (Facebook likes), various
demographic information, as well as psychometric data from different tests users
have participated in.

The data was acquired by the myPersonality Facebook application that allowed
users to take real psychometric tests. If users so decided, they could also provide
different Facebook data from their Facebook profiles.

Users in this dataset are therefore Facebook users that decided to use myPersonal-
ity application. The users goal was to get feedback and interesting information from
different tests in the application.

http://www.eecs.qmul.ac.uk/mmv/datasets/deap/index.html
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9.2.5.1 Acquisition

The data was acquired by the myPersonality application (www.mypersonality.org).
Users provided their data andgave consent to have their scores andprofile information
recorded. Therewere two acquisition principles in this project: (i) acquiring data from
psychometric tests and surveys and (ii) collecting users’ Facebook data that users
have shared.

Political and religious views, sexual orientation and relationship status were
recorded from the related fields of users’ Facebook profiles. Ethnicity was added
in form of labels which were assigned to users by visual inspection of their pro-
file pictures. According to the authors, this resolves the problem of the disclosure
bias, however, not all users had profile pictures showing themselves. Information
regarding substance use and whether users’ parents stayed together or split up before
the user was 21years old were acquired by self-report survey on the myPersonal-
ity application. User’s Personality Five-Factor Model (FFM) was acquired by the
International Personality Item Pool questionnaire with 20 items. User’s intelligence
was measured by Ravens Standard Progressive Matrices, which is a multiple choice
nonverbal intelligence test based on Spearmans theory of general ability. Users’ satis-
faction with life was measured using a popular, five-item SWL Scale, which measure
global cognitive judgments of satisfaction with ones life. The author also recorded
more than 9million unique objects liked by users,but have removed likes associated
with fewer than 20 users, as well as users with fewer than two likes.

9.2.5.2 Dataset Information

ThemyPersonality project dataset containsmany different variables describing users.
However, not all variables are available for all users. In Table9.4 we show the approx.

Table 9.4 Number of records for selected subset of variables in myPersonality project dataset

Variable Approx. number of records

User’s demographic details 4,300,000

User’s geo-location details 1,800,000

Facebook activity 1,600,000

User’s religion and political views 331,672

BIG5 Personality Scores 3,100,000

IQ scores 7,000

Satisfaction with life scale 101,000

Barratt impulsivity scale 19,000

Body consciousness questionnaire 14,000

Facebook likes dictionary 5,500,000

Photos dictionary 17,200,000

Schools dictionary 128,000

Users’ Facebook status updates 22,000,000 updates of 154,000

www.mypersonality.org
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number of records, i.e. users in some cases, for which a specific variable is available.
Since there are many variables, we select some of them to give readers the general
idea about the number of records. All information on all variables can be found on
the following link: http://mypersonality.org/.

All the additional information about the myPersonality project dataset can be
found on the following link: http://mypersonality.org/. On the same link, after reg-
istering as a collaborator, it is possible to obtain various parts of the dataset.

The myPersonality dataset was used in many research, for example, research
on the automatic personality assessment through social media language [26], and
relating personality types with user preferences [27].

9.3 Stimuli Datasets

In this section we present stimuli datasets with various types of items which can be
used in the research of emotions.

9.3.1 Emotion in Music Database (1000 Songs)

Emotion in Music Database is a stimuli dataset that can be used for the development
of music emotion recognition systems [7]. It contains songs and affective annota-
tions provided by volunteers. Each song is annotated with valence and arousal, both
continuously, throughout the duration of the song, and statically at the end of the
song.

The authors developed the online-annotation systemwhich volunteers were using
for the task.

9.3.1.1 Acquisition

The authors first acquired 1000 Creative Commons (CC) licenced music from the
Free Music Archive (FMA) [28]. 125 songs were selected from each of the eight
different genres: Blues, Electronic, Rock, Classical, Folk, Jazz, Country and Pop.
From the initial larger sample of songs, all those that were longer than ten and
shorter than one minute were excluded.

The authors were interested in annotating each song with the valence–arousal
annotations from multiple annotators. In addition, two different annotations were
made, time-varying (per second) continuous valence–arousal ratings, and a single
discrete (9 point) valence–arousal rating applied to the entire clip. For the task,
the authors have developed their own online-annotation interface for music. Via
the interface, annotators are continuously annotating each song during listening by
the slider indicating the current emotion. After annotating the songs continuously,

http://mypersonality.org/
http://mypersonality.org/
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annotators are additionally asked to rate the level of arousal or valence for the whole
clip on a 9 point scale through Self-Assessment Manikins.

Annotators were acquired by a crowdsourcing principle using the Amazon
Mechanical Turk. To ensure the quality of annotators, the authors designed a quality
control strategy for the acquisition of annotators.

9.3.1.2 Dataset Information

Initially, the dataset contained 1000 40-s clips, and each clip was annotated by a
minimum of 10 workers. More than 20,000 annotations were collected. From 100
workers who participated in the annotation procedure, 57 were male and 43 were
female, with average age of 31.7 ± 10.1. On average, annotators spent 7min and
40s annotating three clips. Annotators were from 10 different countries, 72% from
the USA, 18% from India and 10% from the rest of the world.

The authors found redundant songs and cleaned the datawhich reduced the number
of songs down to 744.

The audio files are distributable under the CC licence and can be shared freely.
FMA songs are not published by music labels so the annotators are usually less
familiar with them and the potential biases introduced by familiarity with the songs
are reduced.

For example of usage, 1000 songs dataset was used in research on emotional
analysis of music [29], and continuous-time music mood regression [30].

1000 Songs dataset is published and can be acquired at the following link: http://
cvml.unige.ch/databases/emoMusic/

9.3.2 Media Core

Media Core is a project of the Centre for the Study of Emotion and Attention,
University of Florida, which develops, catalogues, evaluates and distributes various
types of media (stimuli) that can be used as prompts to affective experience [31]. In
this section, we describe and provide links to four stimuli datasets from Media Core
which cover: images, sounds, English words and English texts.

The Affective Norms for English Text (ANET) dataset provides a set of emotional
stimuli from text [8]. It contains a large set of brief English texts. Each text is
accompanied by the normative rating of emotion in terms of valence, arousal and
dominance dimensions. ANET dataset is publicly available and accessible on the
following link: http://csea.phhp.ufl.edu/media/anetmessage.html.

The International Affective Digital Sounds (IADS) dataset provides a set of emo-
tional stimuli from digital sound [9]. It contains a large set of digital sounds accompa-
nied by the normative rating of emotion in terms of valence, arousal and dominance
dimensions. IADS dataset is publicly available and accessible on the following link:
http://csea.phhp.ufl.edu/media/iadsmessage.html.

http://cvml.unige.ch/databases/emoMusic/
http://cvml.unige.ch/databases/emoMusic/
http://csea.phhp.ufl.edu/media/anetmessage.html
http://csea.phhp.ufl.edu/media/iadsmessage.html
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The Affective Norms for English Words (ANEW) dataset provides a set of emo-
tional ratings for a large set of English words [10]. Each word is accompanied by the
normative rating of emotion in terms of valence, arousal and dominance dimensions.
ANEW dataset is publicly available and accessible on the following link: http://csea.
phhp.ufl.edu/media/anewmessage.html.

The International Affective Picture System (IAPS) provides a set of emotional
stimuli from images [11]. It contains a large set of colour photographs which cover
a wide range of semantic categories. Each image is accompanied by the normative
rating of emotion in terms of valence, arousal and dominance dimensions. IAPS
dataset is publicly available and accessible on the following link: http://csea.phhp.
ufl.edu/media/iapsmessage.html.

9.4 Conclusion and Summary

In this chapter we presented some of the available datasets which contain information
relevant to the research questions addressed in this book. All datasets are publicly
available for researchers working in the field.

For each dataset we briefly described several aspects that we find important for
the decision whether to use the dataset, as well as for the reference for researchers
interested in acquiring new datasets. Therefore, we describe the acquisition proce-
dure, data the datasets contain, links to the datasets, examples of research done on
these datasets, where applicable description of users’ goal during the acquisition and
additional specific information.

In our opinion, researchers that are planing to acquire new datasets, relevant to
this field of research, should pay special attention to carefully specifying users’ goals
and the context in which users are providing the data. In addition, reduction of noise
in the data should be considered and employed for which ideas and procedures can
be found in the articles associated to the datasets described in this chapter.

Unfortunately, there is still a low number of publicly available datasets relevant
to the field. This is due to complex procedures needed for the data acquisition in
laboratory settings and potentially sensitive personal information in real-live systems.
However, with increasing accessibility of available sensors and stimuli datasets as
well as crowdsourcing platforms and overall usage of affective and personality data
used in existing services, amount of data relevant for these research topics is also
on the rise. We hope that the information and references from this chapter will help
researchers to find the appropriate datasets for their work, provide useful information
for the preparation their own acquisition procedures, andmotivate them to share their
datasets with other researchers in this field of research.

http://csea.phhp.ufl.edu/media/anewmessage.html
http://csea.phhp.ufl.edu/media/anewmessage.html
http://csea.phhp.ufl.edu/media/iapsmessage.html
http://csea.phhp.ufl.edu/media/iapsmessage.html
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Chapter 10
Modeling User’s Social Attitude
in a Conversational System

Tobias Baur, Dominik Schiller and Elisabeth André

Abstract With the growing number of conversational systems that find their way in
our daily life, new questions and challenges arise. Even though natural conversation
with agent-based systems has been improved in the recent years, e.g., by better speech
recognition algorithms, they still lack the ability to understand nonverbal behavior
and conversation dynamics—a key part of human natural interaction. To make a step
towards intuitive and natural interaction with virtual agents, social robots, and other
conversational systems, this chapter proposes a probabilistic framework that models
the dynamics of interpersonal cues reflecting the user’s social attitude within the
context they occur.

10.1 Introduction

When humans communicate with each other, they exchange information not just by
written or spoken language. In many cases it is far more important how and under
which circumstances amessage is communicated, rather thanwhat was actually said.
To give an example: Imagine a close relative entering the room and asking a question
like: “Did you empty the milk carton?” The content of the message is actually not
so relevant because obviously now the milk is empty, no matter how you answer the
question. What is more important here is the how. If the person finding the empty
milk carton makes an angry face, and is asking that question with a rather aggressive
tone of voice, he or she communicates: “I wanted to have some milk, and you drank
it up, so now I’m mad at you”. The message crucially differs from the literal spoken
content. But maybe the person finding the empty milk carton says it with a friendly
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tone of voice that communicates something like: “Ok the milk carton is empty, let’s
put it on the shopping list”. Given the same content, the message in both cases is
a different one. In addition, the style in which the message is conveyed reveals a
different social attitude towards the interlocutor—in the first case the tendency is
rather negative and in the second case still quite positive.

On contrary to human–human communication, a computer system is usually igno-
rant of a user’s social attitude towards the system. Even modern computer systems
only care about direct input—both from traditional peripherals, such as mouse or
keyboard, as well as speech commands or gesture-based input. At the same time, an
early study by Reeves and Nass [36] revealed that users tend to show a social attitude
towards computer systems. That is—even though on an unconscious level—humans
seem to respond socially to computer systems in a similar way as they would to
human interlocutors.

One might argue that a computer system that analyzes implicitly conveyed social
cues of humans engaged in tasks, such as browsing the web or creating documents,
would be rather disturbing. However, the need to emulate certain aspects of human-
like social behavior becomes more apparent in scenarios with virtual agents or
humanoid robots. Often, such systems are used in social settings where they replace
or assist a coach, a medical practitioner, or a caregiver. Typical use cases include
public speeches [2], social humor situations [27, 32], intercultural communication
[15], negotiation scenarios [46], psychotherapy [21], job interviews [4, 19], or elderly
care [7]. In such scenarios a basic “understanding” of the users’ social cues would
be desirable.

The analysis of social cues allows us to make predictions on the users’ level of
engagement in the interaction as an indicator of their social attitude. In a human–
human conversation, the interlocutors dynamically coordinate and adjust their ver-
bal and nonverbal behaviors to each other in order to demonstrate engagement in
the conversation. To determine the level of engagement in human–agent dialog, it
does not suffice to analyze the individual behavior patterns of the human. Rather
the dynamics of bidirectional behavior patterns has to be taken into account. Exam-
ples of bidirectional behavior patterns include the establishment of shared attention,
the regulation of the dialog flow by turn taking, and the generation of backchan-
nel feedback. Depending on the situative context, such behavior patterns may vary
considerably and the social signals need to be interpreted accordingly.

The objective of our work is the development of a computational framework
that allows for a context-sensitive analysis of bidirectional social cues in order to
determine a user’s social attitude. In the next section, we provide an introduction
to the affective, behavioral and cognitive components of social attitudes. We then
discuss related work on the recognition of cues of engagement as indicators of a
user’s social attitude. After that, we present a probabilistic approach for modeling the
dynamics of interpersonal behavior patterns in dependency of the situative context.
The approach is illustrated by means of two use cases with a team of virtual agents
and a humanoid robot. The paper ends with concluding remarks and an outlook of
future work.
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10.2 Social Attitudes

Eagly and Chaiken define the term Social Attitude as a psychological tendency that is
expressed by evaluating a particular entity with some degree of favor or disfavor [14].
According to Rosenberg et al. [38] a social attitude has three main components:
affective, behavioral, and cognitive.

• Affective component: involves a person’s feelings and emotions about an attitude
object. As an example we take a personwho has been invited to a job interview. Let
us assume this person is very uncomfortablewith the interview situation in general.
In this case the interview situation represents the object the attitude is directed
towards. Whenever this person is exposed to an interview or thinks about one, he
or she feels anxious and nervous. Those feelings form the affective component of
a social attitude.

• Behavioral component: refers to the way our attitude influences how we act or
behave. Let us consider again the person in the job interview. Since the candidate
is scared of the situation, he or she might show a behavior that includes tensed
and nervous gestures, such as crossing arms and avoiding eye contact, especially
when being asked difficult questions.

• Cognitive component: involves a person’s beliefs and knowledge about an attitude
object. Now that we have seen how our job interview candidate behaves, the
question arises of what he or she thinks about the interview. Probably, he or she
thinks about being unemployed for a long time, and the pressure to get that job.
Beyond the physical and emotional reactions to the situation, there is also the
cognitive component of his or her attitude.

One can further distinguish between explicit and implicit attitudes [18]. Explicit
attitudes are at conscious level. That means people are aware of them and usually
know how they determine their behaviors and beliefs. For example, our job candidate
might have a negative attitude towards the interviewer, but try to hide any negative
feelings in order to get the job. On the opposite, implicit attitudes are at unconscious
level. In this case, our job candidate would not be aware of his or her negative attitude
towards the interviewer even though it might strongly influence his or her behavior.

Often a person’s social attitude is consciously or unconsciously reflected by their
behavior. Coming back to the job interview scenario, the interviewer might conclude
from the candidate’s slouched body posture (behavioral component) that the can-
didate is bored (affective component) and finds the job unattractive due to the low
salary (cognitive component). Overall, the candidate’s behavior portrays a negative
social attitude towards the situation of the job interview.

One indicator of social attitude is a person’s engagement in a conversation.
Engagement in a conversation is defined as “the process by which two (or more)
participants establish, maintain and end their perceived connection during interac-
tions they jointly undertake” by Sidner et al. [45]. Typically, engagement is shown
by orienting the body and the face towards the interlocutor while turning away
from the interlocutor may be interpreted as a sign of interpersonal distance. Fur-
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thermore, the presence of “bidirectional cues”, such as mutual and directed gaze,
backchanneling, and adjacency pairs indicates a high amount of involvement in a
conversation [37]. There are also specific hand gestures that reveal whether a listener
is engaged or not. For example, engaged people typically touch their chin without
bracing the head. A slight variation of this gesture would, however, reveal the oppo-
site. Bored people may also touch their chin. But in this case, the hand typically fully
braces the head [34]. As seen in these examples, nonverbal signals cannot be straight-
forwardly interpreted in every case. Considering that the interpretation of nonverbal
behavior is often hard to handle for humans, the implementation of conversational
systems able to “understand” human social signals is a challenging endeavor. The
current paper is based on the assumption that the situative context of a social inter-
action may be exploited as a valuable source of information to disambiguate social
cues. Examples will be given in Sect. 10.4.3.

10.3 Related Work

In the following, we discuss related work on the recognition of individual and inter-
personal behavioral cues that may reveal information on positive and negative affec-
tive user states as an indicator of a person’s social attitude towards the conversational
setting and the interlocutor. Based on the observation that people’s involvement in a
conversation reveals a lot of information on their social attitude, a particular emphasis
will be given to computational approaches to identify cues of engagement.

10.3.1 Recognition of Individual and Interpersonal
Behavioral Cues

The availability of robust techniques for detecting and interpreting affective cues is
an important step in the development of computer-based agents that are sensitive
towards positive or negative affective user states. Recent research has concentrated
on a large variety of modalities to determine affective user states including facial
expressions [41, 48], gestures [9, 26], speech [49], postures [11, 23], and physio-
logical measurements [22].

Also multimodal approaches to improve emotion recognition accuracy have been
reported, mostly by exploiting audiovisual combinations [8, 24, 35, 43, 44]. Results
suggest that integrated information from audio and video leads to improved classifi-
cation reliability compared to a single modality.

To characterize social interactions, not only individual but also interpersonal
behavior patterns have to be taken into account. To this end, approaches have
been developed for analyzing interpersonal synchrony [29], shared attention to
objects [31], overlapping speech [20], and backchannel behaviors [30].
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10.3.2 Engagement Detection in Computer-Enhanced
Tutoring and Training

In the area of tutoring systems, particular attention has been paid to the analysis
of learning-centered affective states, such as low or high engagement, in order to
determine the students’ attitude towards learning.

D’Mello and colleagues [13] equipped a chair with sensing pads in order to assess
the learner’s level of engagement based on the pressure exerted on the seat and on the
back during the interaction with a tutor agent. They found that high engagement was
reflected by increased pressure exerted on the seat of the chair while low engagement
resulted in increased pressure exerted on the back. In addition, low engagement was
typically accompanied by rapid changes in pressure, which the authors interpreted
as a sign of restlessness.

Studies by Sanghvi and colleagues [42] investigated how to assess the engagement
of children learning to play chess with a robotic cat from their body contour. For this,
they proposed four elementary features (body lean angle, slouch factor, quantity of
motion, and contraction index) that were enhanced by meta features for describing
the temporal dynamics of posture and movement patterns. D’Mello and colleagues
observed that low engagement was accompanied by continuous movement.

Beck [6] presented a model of learner engagement in order to track a student’s
level of engagement during the interaction with a computer agent by considering
the student’s proficiency and the response time. The work revealed that the learning
context has to be taken into account to analyze engagement because a low response
time is not necessarily a sign of disengagement, but may also be caused by a student’s
uncertainty.

Mahmoud et al. [25] identified a variety of hand-over-face gestures that people
may employ to convey mental states, such as boredom, confusion, or contempla-
tion, depending on the situative context. Considering that hand-over-face gestures
are highly context-specific, Vail et al. [47] analyzed hand-to-face gestures at specific
moments during a tutoring dialog for introductory computer science. Their study
revealed that hand-to-face gestures indicated engagement after the student success-
fully compiled a computer program.

Also facial movements have been investigated as an indicator of engagement.
Whitehill and colleagues [51] identified several action units that were positively
(such as lip raiser) or negatively (such as inner brow raiser) correlated with engage-
ment. Vail et al. [47] took contextual conditions into account when investigating
correlations between facial action units and amount of engagement. For example,
they found out that brow loweringwas a good indicator of disengagementwhen it was
observed after the student made a dialog contribution. Their study also revealed that
the students’ personality needs to be taken into account when analyzing expressive
signs of engagement.
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10.3.3 Engagement Detection in Collaborative
Human–Agent Interaction

To collaborate successfully with each other, a human and an agent need to establish
a common understanding of what the interaction is about. If the human and the agent
talk at cross-purposes, it is very likely that the human will lose interest in the inter-
action. Consequently, an analysis of the common ground may help predict the user’s
level of engagement. To this end, it is not sufficient to analyze verbal and nonverbal
behavior cues out of context. Instead the semantics of an utterance including verbal
references to objects in the human’s and the agent’s virtual or physical environment
has to be considered.

Rich et al. [37] presented amodel of engagement for human–robot interaction that
took into account direct gaze, mutual gaze, relevant next contribution, and backchan-
nel behaviors as an indicator of engagement in a dialog. Interestingly, the approach
was used for modeling the behavior of both the robot and the human. As a conse-
quence, it was able to explain the failures in communication from the perspective of
both interlocutors. Their model demonstrates the close interaction between the com-
munication streams required for semantic processing and the social signal processing
because it integrates multimodal grounding with techniques for measuring experi-
ential qualities of a dialog. Even though engagement is closely linked to a person’s
emotional state, the model by Rich et al. neither takes the user’s emotional state into
account nor intends to react with affective behavior.

10.3.4 Context-Sensitive Approaches to Engagement
Detection

As we have shown above, there is a large variety of verbal and nonverbal cues that
may be exploited to predict a user’s attitude towards an interaction with an agent. At
the same time, it is questionable to what extent the findings from the literature can
be generalized to be applied in other scenarios. Indeed some observations made for
verbal and nonverbal cues seem to conflict with each other due to different context
parameters. Even though the role of context has been highlighted in work on affective
computing and social signal processing [33], computational approaches that actually
exploit context information to improve recognition rates are rare.

An early example of a context-sensitive approach to engagement analysis includes
the work by Yu et al. [52] who assess the user’s engagement in human–human every-
day dialog by taking acoustic, temporal, and interactional information into account.
Their work is based on the consideration that a participant’s current engagement is
based on his or her previous engagement and the engagement of the interlocutor.
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Another example includes thework byConati et al. [10]who describe a tutor agent
that makes use of a dynamic Bayesian network for interpreting the learner’s behavior.
The basic idea is to infer information on a learner’s affective states both from their
effects, such as physiological reactions, and their causes, such as the desirability of
action outcomes. Their approach explores the potential of physiological signals as
predictors of a learner’s affective state, but does not take into account the broad range
of multimodal signals we consider to determine a user’s level of engagement.

Recent work by De Carolis et al. [12] used dynamic Bayesian networks to deter-
mine the user’s social attitude frommultiple modalities in a human–agent interaction
where the agent plays the role of an expert adviser in the domain of well-being. By
making use of a dynamic Bayesian network, the approach is able to consider the
dialog history to a certain extent. However, other context factors, such as the speaker
and listener roles, have not been considered.

Salam and Chetouani [40] developed a model of human–robot engagement based
on the context of the interaction. They categorize HRI contexts in: Purely Social,
Competitive, Informative, Educative, Negotiation, Guide-and-Follow and Collabo-
rative. Results suggest that mental and emotional states of the user vary depending
on the context of the interaction and thus the definition of engagement also varies.
The definition of the relevant features, as well as the automated recognition of the
user’s engagement remains part of their future work.

10.4 Automated Social Attitude Recognition

In the previous chapter, we discussed the approaches for the assessment of a user’s
level of engagement as an important indicator of a user’s social attitude in an interac-
tion. In the following, we will present a probabilistic framework that models engage-
ment based on the following types of information: social cues shown by the user, the
temporal alignment of interpersonal behaviors, as well as the situative context.

10.4.1 Social Cue Recognition

An overview on Social Signal Processing Techniques is given in Chap. 6. For the
analysis of the user’s nonverbal behavior, we employ the open-source social signal
interpretation framework (SSI) [50]. SSI offers to record, analyze, and recognize
human behavior in real time. In particular, SSI supports the parallel and synchronized
processing of data from multiple sensory devices, such as cameras, multi-channel
microphones, and various physiological sensors.

SSI enables a conversational system to detect various social cues the user is dis-
playing, including the analysis of postures, gestures, and facial displays, the assess-
ment of motion expressivity, the determination of paralinguistic features as well as
keyword spotting [5, 17]. Furthermore, it supports the complete machine learning

http://dx.doi.org/10.1007/978-3-319-31413-6_6
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Fig. 10.1 Graphical user interface of the behavior recognition system showing skeleton tracking,
video stream, audio stream, smile probability, pitch direction, and signal-to-noise ratio of the audio
stream

pipeline including the fusion of multiple channels and the synchronization between
multiple computers.

Figure10.1 illustrates an exemplary instance of anSSI pipeline, including skeleton
tracking, video stream, audio stream, smiles, pitch direction, and signal-to-noise ratio
of audio stream. Based on social signal processing algorithms it further allows the
detection of specific events within the signals, such as the appearance of a posture
or a facial expression.

10.4.2 Detecting Bidirectional Cues

For dialog management, we use the open-source tool VisualSceneMaker
(VSM) [16], which has been designed for the rapid development and prototyping
of interactive performances with computer-based agents, such as human-like char-
acters [17] and robots [28].

As noted earlier, engagement is based on bidirectional cues shown by the inter-
locutors during a social interaction. Consequently, it does not suffice to monitor
individual cues of only a single interlocutor. Rather, the dynamics of interpersonal
behaviors has to be taken into account. For example, to determine the amount of
mutual gaze in dyadic conversations, the gaze behaviour of both interlocutors’ has
to be analyzed in an integrated manner. To detect bidirectional cues of engagement,
we conduct a temporally aligned analysis of the detected social cues by the user and
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Fig. 10.2 Temporal alignment of recognition probability of a connection event, in this example
mutual facial gaze

the logged behaviors of the agent. Rich et al. [37] identified a variety of connection
events in a dialog that may be interpreted as signs of engagement including directed
gaze, mutual gaze, adjacency pairs and backchanneling. Based on multiple studies,
they developed different recognition models for single events. They also defined
time spans within which a particular behavior has to occur in order to identify the
successfull completion of a connection event.

Unlike Rich et al., we do not set fixed time spans within which a response from
the interlocutor has to be detected in order to register a successful connection event.
Therefore, a response that comes with a certain delay could still be considered as a
successful connection event, but would lower its probability.

Figure10.2 illustrates the approach formutual gaze. After the conversational agent
initiates gaze at the user (Fig. 10.2—1), he has a certain time span to respond to the
gaze in order to be detected as a successful connection event (Fig. 10.2—2). This
time span is divided into two different phases. In the first phase (Fig. 10.2—3), which
concurs with the phase within a response has to happen in the model by Rich et al.,
a mutual gaze event connection event will be given a probability of 100%. After
that phase, the probability for a mutual gaze connection event decreases constantly
until it reaches 0% (Fig. 10.2—4). While the recognition of the event itself will be
successful during this period of time, the returned probability indicates the degree of
uncertainty that this event may not have been intended by the user. By taking those
probabilities into account we are able to obtain more nuanced result regarding the
temporal alignment than just the two states recognized and not recognized.

10.4.3 Considering Context

The analysis of social attitudes depends on the context in which the corresponding
social signals have been observed. Context is a wide-ranging term that has different
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meanings depending on the scenario and the application (also see Chap. 15). In
human–computer interaction, a system is called context-aware when it understands
the circumstances and conditions surrounding the user. While context widely finds
appliance in ubiquitous and mobile computing, it is only rarely used in the area of
social signal processing and interaction modeling.

Some considerations and questions concerning the context to be considered in a
complex user model are described in the following:

• Interaction role of the interlocutor: Depending on whether the user is in the role
of a listener or a speaker, the same kind of behavior might be interpreted com-
pletely differently. The influence of the interaction role on the interpretation of
user behavior is illustrated by the following example. Let us assume we observe
a person showing a high amount of gestural activity. If the person is in the role of
a listener, the observed activity could be interpreted as restlessness. On the oppo-
site, if the person is in the role of a speaker, we might conclude that the person is
actively engaged in the conversation [34].

• Discourse: In order to improve the interpretation of social cues, the situation in
which they are displayed should be taken into account. In human–agent interaction,
such a situation might be triggered by the agent. For example, if a job applicant
reacts to a difficult question with a laughter, it is rather unlikely that he or she
is happy about the question. Instead the laughter portrays embarrassment. Only
based on the social cues, it is hardly possible to distinguish between different forms
of laughter.

• Background: Another valuable source of information is the background of the
interlocutors which may be addressed by the following questions: How well do
the interlocutors know each other? Do they share common knowledge? What
culture or gender do they have? What is their personality like? Such aspects play
an important role, especially when interpreting nonverbal behavior. It is hard to
retrieve them automatically during the interaction between the system and the
user. However, the user could be asked to provide this information before the
actual interaction starts.

• Semantics: The interpretationof detected social cues canbe entirely altered through
the semantics of accompanying verbal utterances. For example, a laughter in com-
bination with an utterance commenting a negative event would no longer be inter-
preted as a sign of happiness, but rather be taken as sarcasm. By considering the
semantics of accompanying spoken content, detected social cues could be inter-
preted more accurately.

Context information should be considered as a part of a user model. By making
real-time observations, e.g., logging the discourse context from the interaction mod-
eling tool, behavior can be interpreted differently and influence the outcome of the
social attitude calculation accordingly. Social cues, agent events, bidirectional cue
events, and their corresponding probabilities, as well as context information can then
be fed into a probabilistic model, such as a Bayesian network for further real-time
processing, as will be discussed in the next section.

http://dx.doi.org/10.1007/978-3-319-31413-6_15
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10.5 Inferring the User’s Social Attitude

Individual and bidirectional social cues as well as context information are integrated
and mapped onto higher level concepts for characterizing the user’s social attitude.
To this end, we employ a dynamic Bayesian network. The structure of a Bayesian
network is a directed, acyclic graph in which the nodes represent random variables
while the edges connecting nodes describe the direct influence in terms of conditional
probabilities [39]. Dynamic Bayesian networks allow us, in addition, to model the
dependencies between the current states of variables and earlier states of variables.

Figure10.3 shows a simplified Bayesian network, meant tomodelEngagement, as
an indicator of a social attitude. Other indicators of a social attitude, such as empathy,
can be modeled in an analogous manner.

We introduce two hidden variables Individual Engagement and Interpersonal
Engagement with two discrete values: Yes and No from which the probability of
the values Yes and No for the variable Engagement can be inferred. Basically, the
variable Individual Engagement refers to user engagement that is manifested by

Fig. 10.3 A simplified illustration of a dynamic Bayesian network to determine engagement while
considering bidirectional cues and context information
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individual social cues while Interpersonal Engagement refers to user engagement
that is manifested by interpersonal social cues. The value of these two variables
cannot be directly observed, but has to be inferred from observables variables, such
as Arms Crossed or Lean Forward. For example, the likelihood that the variable
Individual Engagement has the value Yes is high if the value for the variable Lean
Forwardwould bePresent and the value for the variable Look Awaywould beAbsent.

The probabilities for these values are updated in real time based on the obser-
vations of the social cue recognition component (for the social cues displayed by
the user). For example, the probability that the variable Lean Forward has the value
Present is high if the corresponding social cue has been detected with high confi-
dence. However, the probability for bidirectional social cues depends not only on the
social cues displayed by the user, but also on the social cues displayed by the agent
as well as their temporal alignment. For example, if the user provides a backchan-
nel signal with a delay, the probability that the variable Backchannel has the value
Present will be lower compared to a situation where the backchannel signal arrives
on time (see Sect. 10.4.2).

Additionally, context information logged by the interaction modeling compo-
nent (see Sect. 10.4.3), such as meta information about the current topic (for-
mal/serious vs informal/casual topic, role of the interlocutor, valance of the topic
(positive/negative)), or background knowledge, e.g. about the user’s personality
(extroversion, openness, agreeableness, etc.) have a direct influence on the according
engagement nodes. For easier illustration, context nodes are implied in Fig. 10.3.

By using a dynamic Bayesian network, we are also able to represent how the
user’s previous (individual and interpersonal) engagement influences the user’s cur-
rent (individual and interpersonal) engagement. For example, if the probability of
user engagement is high, but no new social cues indicating engagement occur for a
while, the probability of user engagement will gradually decrease. New social cues
providing evidence for user engagement will instead increase the probability of user
engagement.

The Bayesian networks used in our system have been modeled with GeNIe.1

10.6 Use Cases

In the following, we present two sample applications to illustrate the approach
described in the previous two sections.

Both applications are based on the same technology for social cue analysis and
dialog management. Social cue analysis is performed by recognizers implemented
in the Social Signal Interpretation framework [50] while dialog management is han-
dled by VisualSceneMaker [16]. Furthermore, the two applications make use of a
similar dynamic Bayesian network approach in order to monitor the user’s level of
engagement.

1http://genie.sis.pitt.edu/.

http://genie.sis.pitt.edu/
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Fig. 10.4 Virtual office environment with two virtual agents Curtis and Gloria

10.6.1 Multi-agent Job Interview Scenario

The first use case is inspired by the TARDIS project [1, 3] and its successor
EMPAT, which provide which provides a simulation environment for job interview
training. The use case employs two characters, Gloria and Curtis (see Fig. 10.4), act-
ing as virtual job recruiters, while the user is in the role of a job applicant. Showing a
high amount of engagement is essential to make a good impression in a job interview.
The application aims to help users prepare for a real job interview by providing an
analysis of their portrayed engagement behaviors.

In this scenario, an Eye Tribe eye tracker, a Microsoft Kinect depth sensor and
microphone are monitoring the user’s nonverbal behavior. Based on recognized
behavior patterns, events and corresponding evidences are forwarded to a Bayesian
network component as described in Sect. 10.5 to infer the amount of engagement the
user shows towards the agents.

Figure10.5 presents a schematic illustration of a dialog fragment along with the
recognized connection events and the derived level of engagement. The scene starts
with an utterance of the virtual agent Gloria. Shortly after Gloria has started to
talk, the sensors recognize several head nods from the user, which are interpreted
as backchannel events and increase the amount of detected engagement (Fig. 10.5a).
Around the time of the second head nod, the agent, while still talking, starts pointing
at virtual agent Curtis. A few moments later, the user, who is still nodding, looks at
Curtis, which is recognized as a directed gaze event (Fig. 10.5b). The detection of
two connection events at the same time leads to a further increase in the amount of
detected engagement. After Gloria has finished talking, the user takes the turn which
is interpreted as the occurrence of an adjacency pair (Fig. 10.5c).
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Fig. 10.5 Schematic dialog example in human–agent interaction

Fig. 10.6 A user interacting
with a Nao robot. The robot
is pointing and looking at the
yellow triangle (1) and the
user’s gaze is following (2)
(directed gaze)

10.6.2 Social Robot Scenario

In the following,we demonstrate how the approach is used to ensure user engagement
by appropriate grounding processes in a collaborative setting with a robot.

Figure10.6 shows a Nao robot instructing a user in laying out a puzzle. It requests
the user to place one puzzle piece after the other on a particular field displayed
on a Microsoft surface table that is referred to by its number. After the user has
successfully performed a placement task, the robot continues with the next puzzle
piece.
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Fig. 10.7 Schematic dialog example in human–agent interaction. aThe agent is gazing and pointing
at an object, and the user is following the gaze. b The robot is referring to an object. c The user is
engaging in the conversation by identifying the correct object

During the dialog, a Kinect sensor installed above the robot is tracking the user’s
verbal and nonverbal behavior. Furthermore, the user is equipped with SMI eye
tracking glasses to enable a precise real-time analysis of his gaze behavior. Markers
on the puzzle pieces and the robot’s head allow for the identification of objects the
user is looking at. The integrated analysis of sensor input enables the robot to track
the user’s level of engagement.

For illustration, let us have a look at the episode shown in Fig. 10.7. The robot
tells the user to pick up the yellow object and tries to attract his attention to the object
with a pointing gesture and a head movement. By tracking the user’s gaze, the robot
is able to check whether the user is still following the conversation. In figure (A), the
user is focusing on the intended target, which is interpreted as a directed gaze event
and thus leads to an increase in the amount of detected engagement.

In order to elicit follow-up questions from the user, the robot does not always give
unambiguous instructions. For example, it might tell the user to pick “that yellow
piece” instead of the “yellow triangle” (B). In such a case, the user has the option to
ask for clarification, for example, by saying “Do you mean this one?” and looking at
a particular object (C). If the user is referring to the intended target, an adjacency pair
event is recognized which leads to an increase in the amount of detected engagement.
In contrast, a reference to the wrong target would result in a decrease in the amount
of detected engagement, which the robot would try to repair by providing clarifying
information.
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10.7 Conclusion

The interpretation of social signals depends to a large extent on the context in
which they occur. Based on this observation, the paper presented a context-sensitive
approach that automatically recognizes the user’s social attitude towards a conver-
sational system. As a first step, we focused on user engagement that may be used
to predict whether a user has a positive or negative tendency towards a system. In
our approach, the user’s engagement is not only derived from the user’s individual
behavior patterns, but also from interpersonal behavior patterns that capure the social
cues displayed by the user and the agent as well as their temporal alignment. Fur-
thermore, the temporal context is taken into account by modeling how the current
user engagement is influenced by the previous one. For the implementation of this
approach, dynamic Bayesian networks in combination with a framework for Social
Signal Interpretion (SSI) and Dialog Management (VSM) have been used.

Our currentwork focused on social attitudes that are reflected by the user’s engage-
ment. In the future, we will investigate a broader range of psychological user states,
such as boredom and frustration that may help predict social attitudes. Furthermore,
we will explore additional context factors to improve the interpretation of social
signals, such as the user’s cultural background and their personality. Finally, we
will consider a larger variety of interpersonal behavior patterns that also include the
mirroring of affective social cues.
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Chapter 11
Personality and Recommendation Diversity

Li Chen, Wen Wu and Liang He

Abstract Diversity is increasingly recognized as an important metric for evaluat-
ing the effectiveness of online recommendations. However, few studies have fully
explored the possibility of realizing personalized diversity in recommender systems
by taking into account the individual user’s spontaneous needs. In this chapter, we
emphasize the effect of users’ personality on their needs for recommendation diver-
sity. We start with a review of the two branches of research in this area, diversity-
oriented recommender systems (RS) and personality-based RS. We then report the
results from a user survey that we conducted with the aim of identifying the relation-
ship between personality and users’ preferences for recommendation diversity. For
instance, the personality trait of conscientiousness can affect users’ preferences not
only for diversity in respect of a particular attribute (such as movie genre, country,
or release time), but also their preference for overall diversity when all attributes
are considered. Motivated by the survey findings, we propose a personality-based
diversity-adjusting strategy for recommender systems, and demonstrate its signifi-
cant merit in improving users’ subjective perceptions of the system’s recommenda-
tion accuracy. Finally, we consider implications and suggestions for future research
directions.

11.1 Introduction

In recent years, recommender systems (RS) have become popular in many web
applications because they can eliminate online information overload and make
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personalized suggestions for items such as movies, books, and music based on users’
interests. Diverse recommendations can help users discover unexpected items that
might be of interest to them [25]. However, existing approaches commonly adopt
a fixed strategy to adjust the degree of diversity within a set of recommendations
[19, 30, 42–45], so results are not tailored to an individual user’s spontaneous needs.
Such approaches largely neglect the improvement that incorporating users’ personal
characteristics, such as personality, can make on recommendation diversity.

It is widely recognized by psychologists that personality can affect users’ atti-
tudes, tastes, and behavior [3]. A popular personality model is the so-called “big-
five factor model,” which defines personality according to five traits [13]: open-
ness to experience, conscientiousness, extraversion, agreeableness, and neuroticism
(see Sect. 11.3.1). Some researchers in the recommender community have recently
attempted to incorporate users’ big-five personality traits into the process of gener-
ating recommendations [16, 34]. For example, Tkalcic et al. [34] use personality to
improve nearest neighbor measures in collaborative filtering (CF) systems. Hu and
Pu demonstrate that personality can be leveraged to solve the cold-start problem of
CF (i.e., few ratings provided by users) [16]. They also find that a recommender
system that considers users’ personality can increase users’ perceptions of accuracy
and their faith in the system, relative to non-personality-based systems [14]. How-
ever, little work has been done to explore the role of personality in revealing users’
preference for diversity within a set of recommendations.

We were therefore motivated to connect the two branches of research, i.e.,
diversity-oriented RS and personality-based RS, with the objective of developing
a personality-based diversity-adjusting strategy for RS. To achieve this objective, we
first conducted a user survey of 181 subjects, to study the correlation between per-
sonality traits and diversity preference (within the sample domain of movies). Two
levels of analysis were performed: users’ diversity preference in respect of a specific
attribute (such as genre, director, actor/actress), and their overall diversity prefer-
ence when all attributes were considered. The correlation results show that some
personality traits significantly influence users’ diversity preferences. For example,
more reactive and nervous people (i.e., those with high scores for “neuroticism”)
are more likely to choose movies from a diverse selection of directors, and imagina-
tive/creative users (with high scores for “openness to experience”) are more likely
to prefer a choice of movies with diverse actors/actresses. At the second level of
analysis, we found that people with low “conscientiousness” scores generally prefer
a high level of overall diversity, no matter how the different attributes are weighted.

To follow on from the survey, we propose a method that explicitly incorporates
the moderating factor of users’ personality to adjust the diversity within the sys-
tem’s recommendations [37]. The method is firmly rooted in the preference-based
recommending process: a preference profile that includes the user’s personality-
based diversity preference and their criteria and weighting for each item’s attributes
is built and then items that match the user’s profile are recommended. For exam-
ple, the system will return movies with diverse actors/actresses to users if this
attribute is important to them and their scores for “openness to experience” are high.
The overall diversity of recommendations is also adjusted according to the user’s
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score for “conscientiousness.” We performed a controlled user evaluation (with 52
participants) to test this method’s performance and found that users perceive the rec-
ommendations generated by our method as significantly more accurate and helpful
than those resulting from a method that does not consider users’ personality-based
diversity preferences. Their overall satisfaction with the system is also significantly
higher. The results not only consolidate our previous survey’s observations, but also
demonstrate a simple but effective way to generate diverse recommendations that
are tailored to users’ personal requirements.

In the following sections, we first introduce related works on diversity and per-
sonality studies in recommender systems (Sect. 11.2). We then present details of our
survey, including the experimental method and results (Sect. 11.3). In Sect. 11.4, we
describe our personality-based diversity-adjusting strategy, followed by the results
of a user evaluation. Finally, we report our conclusions and make suggestions for
further research (Sect. 11.5).

11.2 Related Works

11.2.1 Diversity-Oriented Recommender Systems

Traditionally, recommender systemsmainly focus on increasing accuracy, by return-
ing items that are similar to those users who have previously liked [2, 23, 24]. Accu-
racy has principally beenmeasured by calculating the distance between the predicted
rating/ranking of the items and the user’s true preference [40]. For example, Alice
may receive movies directed by Steven Spielberg because she gave high ratings for
movies made by this director. In recent years, it has been recognized that accuracy
alone is not enough to create an effective recommender system that will fully reflect a
user’s potential interest [25].Diversity is increasingly regarded as important because
it enables users to discover unexpected and surprising items that are not similar to
what they have previously liked. Diversity is defined at two levels: intra-user diver-
sity, which is the average pairwise dissimilarity between recommended items for
an individual user [35], and inter-user diversity, which measures the ability of an
algorithm to return different results for different users [24].

In this chapter, we focus on intra-user diversity, for which related studies have
mainly focused on how to obtain a balance between accuracy and diversity in the
algorithm’s results (summarized in Table11.1). For example, to maximize the diver-
sity of a retrieved recommendation list as well as its similarity to the target user’s
query, Zhang and Hurly [42] relax a binary optimization problem with a trust region
algorithmandproduce the top-N recommendations. Experimental results have shown
that their proposed method can increase the likelihood of recommending novel items
while maintaining accuracy. Hurly and Zhang [19] also compared different opti-
mization strategies for solving the diversity-accuracy dilemma, including greedy
algorithms, relaxation, and the quantization method. They analyze several weighted
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Table 11.1 Summary of typical works on diversity-oriented recommender systems

Related work Diversity
definition

Diversity-
oriented
recommender
systems (RS)

Baseline Evaluation
metrics

Increasing diversity in optimization based recommender systems

Zhang and Hurly
[42]

Average pairwise
dissimilarity of
all items in the set

Relax a binary
optimization
problem with
trust region
algorithm
in top-N RS

SUGGEST
algorithm and
Random
algorithm

Precision, mean
diversity and
mean similarity

Hurly and Zhang
[19]

Average novelty
of the items in the
set

Incorporate the
greedy and R&Q
optimization
strategy in CF
and case-based
top-N RS

Random strategy
and Equalization
strategy

Precision, Recall,
mean diversity
and mean
similarity

Smyth and
McClave [30]

Average pairwise
dissimilarity of
all items in the set

Incorporate the
bounded greedy
selection strategy
in case-based RS

Bounded random
selection and
Greedy selection

Alternative
quality metrics

Zhou et al. [44] Average pairwise
distance of all
items in the set

Develop a hybrid
diffusion-based
method with the
integration of
ProbS and HeatS

USim, GRank,
ProbS and HeatS

Precision, Recall,
Personalization
and
Surprisal/Novelty

Increasing diversity in rating-based recommender systems

Zeng et al. [41] Average pairwise
Hamming
distance of all
items in the set

Combine both the
influence of
similar and
dissimilar users
in CF

Standard CF Precision and
Diversity

Mourao et al. [26] Temporal
dynamics
diversity

Rescue the
forgotten items in
CF

Not applicable Problem
verification and
utility analysis

Zhang and Hurly
[43]

Average pairwise
dissimilarity of
all items in the set

Partition users’
rating profiles in
CF

SUGGEST
algorithm

Diversity and
users’ satisfaction

Increasing diversity in attribute-based recommender systems

Vargas and
Castells [36]

Average pairwise
dissimilarity of
all items in the set

Model a user’s
preference
profiles for
different features
and combine
sub-profile
recommendations

pLSA and
ListRank

Ndcg, ERR-IA
and S-recall

(continued)
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Table 11.1 (continued)

Related work Diversity
definition

Diversity-
oriented
recommender
systems (RS)

Baseline Evaluation
metrics

Ziegler et al. [45] Intra-list
similarity (higher
score
representing
lower diversity)

Develop a
heuristic topic
diversification
algorithm based
on users’
preference
in top-N RS

Item-based CF
and user-based
CF

Accuracy,
Diversity and
Coverage

Yu et al. [39] Distance between
the explanations
of two items

Recommend
items sharing few
common
explanations,
without
considering
items’ attributes

Attribute-based
CF

Jaccard similarity,
Kendall’s tau
distance and
Average total cost

Increasing diversity via user interface design

Chen and Pu [7]
and Hu and Pu
[17]

Maximize
intra-category
similarity and
minimize
inter-category
similarity

Design an
organization-
based interface to
display diverse
recommendations

The original list
view interface

Usability, user
satisfaction and
final preference

objective functions that explicitly control the trade-off between the retrieved set’s
diversity and degree of matching to the user’s query. Smyth and McClave [30] com-
pare several optimization strategies, including bounded random selection, greedy
selection, and bounded greedy selection, with the aim of improving recommenda-
tion diversity and maintaining accuracy. Their experimental results show that the
bounded greedy selection strategy offers the best performance, as it not only ensures
optimal balance grounded on the theory of the greedy algorithm, but also reduces cal-
culation complexity by decreasing the number of iteration cycles. Diffusion-based
methods have also been used to enhance the diversity of recommendations. For
instance, Zhou et al. implement a hybrid approach that combines a probabilistic
spreading algorithm (ProbS) to recommend items that are of low diversity with the
heat diffusion algorithm (HeatS) to discover unpopular items. This combination can
improve both diversity and accuracy [44].

To improve the rating-based collaborative filtering (CF) method, Zeng et al.
develop a novel algorithm to increase recommendation diversity by considering the
influence of both similar users and dissimilar users [41]. Two users are regarded as
similar if they have rated items in common. An item’s prediction score for the target
user is generated by combing the positive score from similar users and the negative
score from dissimilar users in a linear way. Extensive analyses of real-life movie
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datasets have shown that this approach outperforms the standard CF algorithm in
terms of both accuracy and diversity. Mourao et al. [26] increase the diversity in CF-
based recommendations by rescuing forgotten items that were preferred by a user in
the past so theymay be selected by this user in the present. The experimental findings
on a Last.fm dataset have demonstrated that this approach helps to increase the diver-
sity of the returned recommendations. Zhang and Hurly [43] also proposed a new
CF-based recommendation method by partitioning a user’s rating profile in a movie
domain through clustering methods such as extreme clustering, graph partitioning,
k-means, andmodularity maximization. Items that are similar to those in each cluster
are aggregated to form the final recommendation list. Graph partitioning has been
shown to produce significant improvements in terms of increasing recommendation
diversity and users’ satisfaction.

Other methods have focused on increasing recommendation diversity via users’
preferences for items’ attributes. For example,Vargas andCastells [36]model a user’s
preference profiles formovie genres and social tags to generate recommendations that
match each type of profile. They then adopt the aspect-based diversification algorithm
[28] to combine sub-profile recommendations. Ziegler et al. use a heuristic algorithm
based on taxonomy similarity to increase the diversity within a recommendation list
[45]. They defined a weighting factor to control the contributions from two sets, one
with items that are similar to the user’s attribute-based preference profile and the
other with items ranked in the reverse order of their similarity to the user’s profile.
Through an online user survey, they show that although this approach sacrifices
a little accuracy, users perceive the effect on diversity and coverage as positive.
Yu et al. [39] further improve this approach by developing an explanation-based
method to diversify recommendations. Specifically, given two items, diversity is
defined as the distance between explanations for why the items are recommended.
They adopt twodiversification algorithms, algorithmswapand algorithmgreedy [38],
to evaluate the algorithm’s performance. The results verify that their explanation-
based diversification is not only as effective as the original method [45], but also
applicable in scenarios where an item’s attributes are not available.

For the user interface, Chen andPu designed a category interface to display diverse
recommendations [7]. In this interface, items with similar attributes are grouped
into categories, and diversity across items in different categories is maximized. Hu
and Pu further conduct a user study to measure perceptions of this diversity-driven
interface [17]. Compared with the standard list interface, which simply lists items
one after another, the category interface enables users to recognize the diversity of
recommendations, which improves their overall satisfaction with the system.

11.2.2 Personality-Based Recommender Systems

Table11.2 summarizes the personality-based recommender system, in which the
user’s personality is incorporated into the process of collaborative filtering (CF) to
generate recommendations. Tkalcic et al. [34] use a definition of personality obtained
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Table 11.2 Summary of typical works on personality-based recommender systems

Related work Personality
detection

Personality-based
recommender
systems (RS)

Baseline Evaluation
metrics

Personality in collaborative filtering (CF) based recommender systems

Tkalcic et al.
[34]

IPIP
questionnaire
with 50 items

Enhance the nearest
neighborhood in
personality-based
CF

Rating-based CF Precision, Recall
and F measure

Hu and Pu [16] TIPI
questionnaire
with 10 items

Enhance the nearest
neighborhood in
personality-based
CF and Hybrid CF

Rating-based CF MAE and ROC
sensitivity

Personality in attribute-based recommender systems

Elahi et al. [11] TIPI
questionnaire
with 10 items

Incorporate
personality as an
attribute in matrix
factorization

Not applicable MAE

Personality in preference-based recommender systems

Hu and Pu [15] TIPI
questionnaire
with 10 items

Recommend items
according to the
user’s
personality-based
interest profile

Not applicable Objective
measure and
subjective
measure

via a personality quiz based on the big-five factor model to improve the nearest
neighbor measure in CF systems. They demonstrate that this personality-based simi-
larity measure is more accurate than the traditional rating-based one. Hu and Pu [16]
also incorporate users’ personality into the CF framework, to address the cold-start
problem. They develop two variations of the personality-based CF method: pure
personality-based CF, which calculates user-user similarity based on personality
values alone, and hybrid CF, which calculates similarity by considering both users’
personality and their ratings. The hybrid CF has two alternative forms: (1) linear
hybrid CF, which first combines personality and ratings to compute user-user simi-
larity, based on which the target user’s neighborhood is identified; and (2) cascade
hybrid CF, which adopts the pure personality-based algorithm to make initial pre-
dictions of unobserved ratings for densifying the user-item matrix, and then applies
the classic CF method on the denser matrix. Their experimental results indicate that
all the personality-based CF methods significantly outperform the non-personality-
based approach even in sparse datasets, amongwhich the cascade hybridCFperforms
the best. Elahi et al. [11] develop a novel active learning strategy based on person-
ality, to predict items that users are able to rate before they get recommendations.
They develop an attribute-based matrix factorization (MF) algorithm, with attributes
including users’ age, gender, and big-five personality traits. Through a live user
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study, they prove that considering these attributes, especially users’ personality, can
significantly increase the number of items that users can rate.

Personality has also been incorporated into preference-based recommender sys-
tems. Hu and Pu [15] establish a personality-based interest profile for each user,
reflecting the relationship between personality and users’ preferences for music gen-
res [27]. Items that best match the user’s profile are then recommended. For example,
energetic and rhythmic music will be recommended to extravert people and upbeat
and conventional music will be recommended to individuals who are relatively con-
ventional. Hu and Pu further conduct a user study to test the applicability of this
approach to both the active user and her or his friends. The results demonstrate that
users in this system not only are willing to find songs for themselves, but also enjoy
recommending songs for their friends. Some commercial web sites also use per-
sonality to produce preference-based recommendations. For instance, Whattorent1

is based on the LaBarrie theory, which states that a movie viewer interacts with a
movie emotionally in the same manner that she or he interacts with human beings.
The site first establishes a general model that describes how users react to the world
and their average emotional state. Next, a database stores the correlations between
personality and movies’ attributes, such as genre. Movies are then recommended by
considering the user’s personality and current mood. Hu and Pu [14] conduct a user
study to compare Whattorent with MovieLens (which is primarily based on users’
ratings), in terms of users’ subjective perceptions of recommendation accuracy, the
system’s ease of use and intention to use. They find that Whattorent is easier to use
and leads to higher user loyalty.

11.2.3 Limitations

The above two branches of recommender system research have rarely been con-
nected to reveal the effect of users’ personality on their preferences for recommen-
dation diversity. In diversity-oriented recommender systems, the primary focus has
been on studying the balance relationship between diversity and similarity, but the
algorithms designed to generate diverse recommendations are not tailored to users’
spontaneous needs. In the area of personality-based recommender systems, person-
ality has mainly been exploited to reveal users’ preferences for a single item (or the
item’s attribute, such as music genre), but not their preference for diversity within
multiple recommendations.

Few studies have attempted to fill this gap in the research. Tintarev et al. apply a
user-as-wizard approach to study how people diversify a set of items when they rec-
ommend them to their friends [32]. They particularly emphasize the role of the “open-
ness to experience” personality trait, making the assumption that people with greater
“openness to experience” would be more willing to receive diverse recommenda-
tions. By analyzing 120 users’ responses to their survey, they find that, although

1http://whattorent.com/.

http://whattorent.com/
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the effect of “openness to experience” on the overall diversity that participants pre-
fer is not proven, people who are more open to experience generally prefer higher
categorical diversity (i.e., across genres) and lower thematic diversity (i.e., inter-
genre). Di et al. explore users’ attitudes toward recommendation diversity from
another angle [10]. They develop an adaptive attribute-based diversification method
that considers users’ preferences for diversity in respect of item attributes such as
movie genre, actor, director, and year of release. They then use this approach to re-
rank the top-N recommendations. An experiment in the movie domain demonstrates
that their proposed approach achieves higher accuracy and diversity.

The above studies unfortunately do not discover the full effects of all five person-
ality traits on users’ diversity preference. We are thus not only interested in revealing
the causal relationships of the five personality traits and users’ diversity needs, but
also in developing an effective solution to accommodate the influences (if any) of
personality on the recommendation process.

11.3 User Survey: Does Personality Influence Users’
Preference for Recommender Diversity?

The first research question that we consider here is: Does users’ personality have a
significant effect on their need for diversity within multiple recommendations? We
performed a user survey to answer this question by collecting users’ item selections

Fig. 11.1 Experiment procedure of user survey
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(i.e., movies) and their personality information. Figure11.1 gives an overview of the
survey.

11.3.1 User Survey Setup

A total of 181 participants (94 female, 87male) volunteered to take part in the survey.
All were Chinese, with various educational backgrounds (41% with a Bachelor’s
degree, 41% with a Master’s degree, and 17% with a Ph.D.) and ages (82% aged
20–30, 6% aged 30–40, and 12% in other age ranges). As an incentive, there was
a lottery draw with 20 prizes (at a total cost of 2000RMB). We first asked users to
name ten movies that they had recently watched and liked, and then asked them to
choose ten new movies they were prepared to watch from Douban Movie (a popular
movie reviewing website in China). They were also asked to name three favorite
genres and directors.

Personality acquisition. As mentioned before, the big-five factor model defines
five major dimensions of personality [13]: “openness to experience” distinguishes
imaginative and creative people from down-to-earth, conventional types; “conscien-
tiousness” relates to prudence or impulsiveness; “extraversion” measures whether
a person is extrovert or introvert; “agreeableness” suggests a person’s social har-
mony and willingness to cooperate (i.e., people with high agreeableness tend to
be friendly and cooperative, whereas people with low agreeableness are suspicious
and aggressive); and “neuroticism” determines whether a person is sensitive and
nervous [21].

In our experiment, each user’s five personality traits were assessed via a popular
personality quiz that contains 25 questions [13]. As shown in Table11.3, each per-

Table 11.3 Personality quiz used to assess the five traits (the question number is referred to [13])

Openness to Experience Conscientiousness Extraversion

Imagination (Q3) Orderliness (Q5) Gregariousness (Q2)

Artistic interests (Q8) Cautiousness (Q10) Cheerfulness (Q7)

Liberalism (Q13) Self-discipline (Q15) Assertiveness (Q12)

Adventurousness (Q18) Self-efficacy (Q20) Friendliness (Q17)

Intellect (Q23) Dutifulness (Q25) Excitement-seeking (Q22)

Agreeableness Neuroticism

Modesty (Q4) Anxiety (Q1)

Altruism (Q9) Vulnerability (Q6)

Morality (Q14) Depression (Q11)

Cooperation (Q19) Anger (Q16)

Trust (Q24) Self-consciousness (Q21)

Each question is responded on a 5-point Likert scale. For example, for Imagination (Q3), it is rated
from 1, “no-nonsense” to 5, “a dreamer.”
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sonality trait is measured by 5 sub-factor questions, and the trait’s score is the sum
of the user’s scores on the five questions. For instance, the questions for assessing
“openness to experience” include: imagination (rated from 1, “no-nonsense” to 5, “a
dreamer”), artistic interests (rated from 1, “practical” to 5, “theoretical”), liberalism
(rated from 1, “follow authority” to 5, “follow imagination”), adventurousness (rated
from 1, “seek routine” to 5, “seek novelty”), and intellect (rated from 1, “prefer things
clear-cut” to 5, “comfortable with ambiguity”).

Measure of diversity. From the set of 20movies that users selected,wefirst evaluated
their diversity in respect of each attribute. Using the diversity calculated for “genre”
as an example, the equation is based on the Gini-index [29]:

Div(genre) = 1
1

|Sgenre,u |
∑|Sgenre,u |

j=1 (2 × j − |Sgenre,u | − 1) × p( j) + α
× |Sgenre,u |

|Su |
(11.1)

where Su is the set of movies selected by user u, Sgenre,u is the set of distinct genres
that appear in Su , p( j) is the proportion of movies (in set Su) that have a specific
genre j (note that p(1), p(2), ..., p(|Sgenre,u |) are in the ascending order), and α is an
adjustment coefficient to avoid the result of Gini-coefficient being zero (which is set
as 0.1 in our experiment). Similar equations are used to calculate the diversity degree
regarding the other attributes, such as “director,” “country,” and “release time” (e.g.,
1990s, 2000s).

For “actor/actress,” the Gini-index is not suitable because the value of |Sactor,u |
(i.e., the number of distinct actors) is usually too large, so we use Jaccard coefficient
[1] instead to calculate the diversity:

Div(actor) = 2

|Su | × |Su − 1|
∑

mi∈Su

∑

m j �=mi∈Su
(1 − Sim(mi ,m j )) (11.2)

where Sim(mi ,m j ) gives the similarity between twomovies in terms of the concerned

attribute, which is concretely calculated as Sim(mi ,m j ) = |Smi ,attrk ∩Sm j ,attrk |
|Smi ,attrk ∪Sm j ,attrk | (where

Smi ,attrk is the set of all values of the k-th attribute, such as all actors, of movie mi ).
Moreover, with the three favorite genres/directors that each user has specified,

we are interested in knowing whether they will choose other movies except their
favorites. Using “genre” as an example, let S f av_genre,u be the set of distinct favorite
genres that appear in the set Su (note that the set should contain at most three genres),
and Ssum_ f av_genre,u gives the total occurrences of these favorite genres (including
repeated ones) in Su . The equation below shows an alternative way to calculate the
diversity w.r.t. “genre:”

Div∗(genre) = Div(genre) × (1 − |S f av_genre,u |
3

+ α) × (1 − |Ssum_ f av_genre,u |)
|Su | + α)

(11.3)
Similar equation is applied to calculating the diversityw.r.t. “director” by considering
the three favorite directors that the user has specified.
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In addition to calculating the items’ diversity in respect of individual attributes,
we combine all attributes to determine the items’ overall diversity. Given that users
usually give different weights to different attributes (for example, “genre” may be
more important than other attributes for some users), we generate 20 representative
combinations of weights in reference to [20] (for instance, one combination is 0.4,
0.1, 0.1, 0.2, 0.2 as assigned to the fivemajor attributes “genre,” “director,” “country,”
“release time,” and “actor/actress,” respectively; note that the sum of weights is equal
to 1). The overall diversity is then calculated as:

OverDiv =
n∑

k=1

(wk × Div(attrk)) (11.4)

where wk is the weight specified by the user to indicate its relative importance to
her/him on the k-th attribute (0 <= wk <= 1,

∑
wk = 1) and n is the total number

of attributes.

11.3.2 Survey Results

11.3.2.1 Correlation between Personality and Users’ Diversity
Preference for Individual Attributes

Table11.4 shows the Spearman’s rank correlation coefficients for the degree of diver-
sity and users’ personality traits. There are significant correlations associated with
each attribute. Specifically, the diversity of “genre” as calculated by Div∗(genre)
(Eq. 11.3) is significantly negatively correlated with the personality trait “conscien-
tiousness,” suggesting that less organized and more impatient people are more likely
to choose movie genres that are beyond their three favorite genres. There is also
significant correlation between “genre” diversity (computed with either Div(genre)
or Div∗(genre)) and users’ age, which implies that younger people are more likely
to prefer movies from diverse genres. “Director” is significantly positively correlated
with the personality trait “neuroticism,” which suggests that reactive, excitable, and
nervous people are more inclined to prefer diverse directors. This attribute is also
significantly negatively correlatedwith “extraversion” and “education level” and pos-
itively correlated with “gender,” suggesting that diversity of directors is preferred by
independent and conservative people, those with lower education level, and females.

Analysis of the other attributes (country, release time, and actor/actress) also
shows some significant associations. “Country” diversity is significantly negatively
correlated with the personality traits “conscientiousness” (indicating that country
diversity is preferred by disorganized/impatient users) and “agreeableness” (suggest-
ing country diversity is also preferred by suspicious/antagonistic users). Diverse rec-
ommendations for “country” are also preferred by people with lower education levels
and by female users. Diverse recommendations for “release time” positively correlate
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with “conscientiousness” (efficient and organized users). Diversity in “actor/actress”
suggestions is positively correlated with “openness to experience” (imaginative and
creative users).

The results indicate that the five personality traits all, to a certain extent, influence
users’ diversity preference with regard to movies’ attributes. Demographic factors,
including age, gender, and education level, also exert some effects.

11.3.2.2 Correlation between Personality and Users’ Preference
for Overall Diversity

When all attributes are considered, we find that no matter how the attributes’ weights
vary, overall diversity is consistently significantly negatively correlated with the per-
sonality trait “conscientiousness” and the demographic properties “age” and “educa-
tion level” (see Table11.5). This suggests that users who are more flexible, sponta-
neous, disorganized, and impatient aremore likely to choose diversemovies. Accord-
ing to the psychological study reported in [21], “conscientiousness” is inherently
related to how people control, regulate and direct their impulses. Usually, people
with high conscientiousness scores tend to be prudent, whereas those with low scores
tend to be impulsive, which may explain why users with lower conscientiousness
scores in our survey were more willing to choose diverse movies. In contrast, the
significant correlations between overall diversity and age or education imply that
people who are younger or with lower educational qualifications are more likely to
prefer diverse movies.

Table 11.5 Correlation coefficient between overall diversity and users’ personality/demographic
values (∗ p < 0.05 and ∗∗ p < 0.01)

OverDiv1 OverDiv2 OverDiv3 OverDiv4

Openness to Experience 0.057 0.065 0.069 0.086

Conscientiousness −0.162∗ −0.148∗ −0.161∗ −0.192∗

Extraversion −0.112 −0.035 −0.070 −0.135

Agreeableness −0.137 −0.088 −0.112 −0.177∗

Neuroticism 0.071 −0.017 0.016 0.113

Age −0.237∗∗ −0.212∗∗ −0.214∗∗ −0.182∗

Gender −0.007 −0.066 −0.015 0.091

Education −0.152∗ −0.148∗ −0.159∗ −0.165∗

Note we tested 20 different combinations of attribute weights, which all returned similar trend. To
save space, the results from 4 typical combinations are reported in this table.
OverDiv1 weight assignment {0.2, 0.2, 0.2, 0.2, 0.2} to the five attributes:
{genre, director, country, release time, actor/actress};
OverDiv2 weight assignment {0.4, 0.1, 0.1, 0.2, 0.2};
OverDiv3 weight assignment {0.3, 0.1, 0.2, 0.2, 0.2};
OverDiv4 weight assignment {0.1, 0.1, 0.2, 0.3, 0.3}
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11.3.3 Discussion

Our user survey revealed significant correlations between users’ personality traits and
their diversity preferences when choosing movies. Two levels of analysis were con-
ducted: users’ diversity preferences in respect of individual attributes (such as genre,
director, actor/actress), and their overall diversity preference when all attributes are
taken into account. However, the number of participants was limited in this experi-
ment, and the recruited usersweremainlyChinese.We therefore intend to consolidate
our findings in a global context by recruiting subjects from other countries.

11.4 Personality-Based Diversity Adjustment
in a Recommender System: Algorithm Design
and User Evaluation

11.4.1 System Design

The next question we are interested in solving is: How to incorporate personality,
as a moderating factor, into adjusting the diversity degree within a set of recommen-
dations, so as to make them tailored to individual user’s needs?

Weadopt the preference-based recommending approach to implement our person-
ality-based diversity adjusting strategy. Figure11.2 illustrates the overall framework.
In a traditional preference-based recommender system [15], each user is usually
modeled with a profile that includes her or his criteria and weightings for different
attributes. Here, we define a five-dimension vector pre fu = (pre f 1u , pre f 2u , pre f 3u ,

pre f 4u , pre f 5u )T to represent a user’s preference profile, where each dimension
stands for the user’s stated preference for the k-th attribute “genre,” “director,”
“country,” “release time.” and “actor/actress.” Specifically, pre f ku can be repre-

Fig. 11.2 Framework of our personality-based diversity adjusting strategy in RS
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sented as (attribute, acceptable value, whereweight can be in the range from 1 “least
important” to 5 “most important”). For example, a user’s preference profile might
be: {(genre, action, 5), (director, Steven Spielberg, 3), (country, None, 1), (release
time, 1990s, 2), (actor, Tom Cruise, 4)} (where “None” means that no preference is
stated on that attribute).

In our system, in addition to this profile, we build personality profiles by ask-
ing users to answer the big-five personality quiz [13] (see Table11.3), which is for-
mally represented as: pu = (p1u, p

2
u, ..., p

5
u)

T where each dimension piu represents the
i-th personality trait of user u, from “openness to experience,” “conscientiousness,”
“extraversion,” “agreeableness,” and “neuroticism.”

When generating recommendations, we first use the user’s personality profile
to locate n items that match her or his diversity needs in respect of both the most
important attribute and overall diversity. We then apply the user’s preference profile
to retrieve m most relevant items. A set of m and n items will be recommended to
the user (total N = m + n).

Diversity is adjusted within the set of N items and n is automatically defined
as follows. First, we convert each of the target user’s five personality traits into
one of three levels: high, middle, and low. The system then maps this level to the
user’s diversity requirement for her or his most important attribute, by checking the
correlation results from our previous survey (ref. Table11.4). For example, given
that a high level of “openness to experience” correlates with diverse “actor/actress,”
if this attribute is the user’s most important attribute and she or he also possesses
a high “openness to experience” score, the system will return movies with diverse
actors/actresses. If, in addition, the user has a low “conscientiousness” score, the
system will increase the overall diversity degree in the set of n recommendations,
because low “conscientiousness” correlates with a high need for overall diversity
(Ref. Table11.5). The value of n (i.e., the number of diverse items in the whole set of
recommendations) is automatically adjusted in reference to our proposed numbers
in various conditions (Table11.6). We set n in the range of [3–7] out of 10 (when

Table 11.6 Adjustment of n for accommodating diverse items in the set of N recommendations
(when N = 10)

User’s need for overall
diversity

User’s need for attribute’s
diversity (w.r.t. the most
important attribute for the user)

n (the number of diverse
movies in the recommendation
set)

High need High need 7

High need Middle need 6

Middle need High need 6

High need Low need 5

Middle need Middle need 5

Low need High need 5

Middle need Low need 4

Low need Middle need 4

Low need Low need 3
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N = 10) to achieve an ideal trade-off between diversity and similarity. We define the
default value of n as 5 when the user’s preferences for both overall diversity and the
diversity of the most important attribute are “middle.” We add or subtract 1 to n if a
user’s preference is “high” or “low,” respectively. For instance, if a user has “high”
needs for both overall diversity and the most important attribute’s diversity (i.e., the
first case in Table11.6), n is set as 7 (=5 + 1 + 1), and n is set as 3 (=5 − 1 − 1)
when the user has “low” needs for both types of diversity. If N is not equal to 10, the
value of n will be adjusted proportionately. For example, if N is equal to 20, n will
be in the range from 6 (=N × 30%) to 14 (=N × 70%), and be added (or subtracted)
2 (=N × 10%) if a user’s preference is at high (or low) level.

Taking a real user as an example, her preference profile pre fu = {(genre, sus-
pense, 5), (director, David Fincher, 4), (country, America, 2), (release time, 2010s,
1), (actor, Edision Chen, 3)} and her personality profile pu ={(openness to expe-
rience, high), (conscientiousness, low), (extraversion, high), (agreeableness, high),
(neuroticism, high)}. The user’s low level of “conscientiousness” is significantly
correlated with high needs for both diversity with respect to “genre” (the user’s
most important attribute) and overall diversity according to our survey results (see
Tables11.4 and 11.5), so n is set as 7 when N = 10 (see Table11.6). The n rec-
ommended movies are diversified in terms of all attributes with “genre” given more
weight than other attributes when computing overall diversity. The remaining m
movies (m = N − 7 = 3) are those that best match the user’s preference profile.

Fig. 11.3 The movies recommended to the user (whose preference profile and personality profile
are described in Sect. 11.4.1) based on our personality-based diversity adjusting strategy (shortened
as PerDiv)
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Figure11.3 shows the interface screenshot of the 10 movies recommended to this
user, with m preference-relevant recommendations displayed at the top.

11.4.2 System Evaluation

11.4.2.1 Materials, Participants, and Method

We performed a user study to test the performance of our proposed strategy. A vari-
ation that does not consider users’ personality-based diversity needs was included
as a comparison (Non-PerDiv). It can be seen from the screenshot (Fig. 11.4) that
although the user’s diversity need for attribute “genre” is high given her low “con-
scientiousness” personality value, Non-PerDiv does not result in much diversity for
“genre” in the returned recommendations.

The dataset used to implement both versions (PerDiv and Non-PerDiv) consisted
of 16,777 movies from Douban Movie (http://movie.douban.com/). The experiment
was set up as a within-subject user study and each participant was asked to evalu-
ate both versions. To minimize any carryover effects, there were two user groups:
the first group evaluated PerDiv first, then Non-PerDiv; the second group evaluated

Fig. 11.4 The movies recommended to the same user (in Fig. 11.3), which does not match her
personality-based diversity needs (shortened as Non-PerDiv)

http://movie.douban.com/
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Table 11.7 Demographic profiles of users who participated in the system evaluation (the number
of users is in the bracket)

Gender Female (18); Male (34)

Age <20 (1); 20–30 (42); 30–40 (8); >40 (1)

Education Bachelor (12); Master (36); Ph.D. (2); Others
(2)

Job domain Student (40); Enterprise (5); Institution (4);
Others (3)

Frequency of watching movies from 1 “never”
to 5 “a few times per month”

Mean: 3.48 (SD:1.16)

Details: “Never” (1); “A few times totally”
(13); “A few times one year” (10); “A few
times every 3months” (16); “A few times per
month” (12)

Frequency of visiting movie sites from 1
“never” to 5 “a few times per month”

Mean: 3.65 (SD:1.03)

Details: “Never” (0); “A few times totally” (8);
“A few times one year” (15); “A few times
every 3months” (16); “A few times per month”
(13)

Non-PerDiv first. Fifty-two volunteers (23 females, 29 males) took part in the exper-
iment. Table11.7 shows their demographic profiles. The big-five personality quiz
(Table11.3) [13] was used to acquire their personality values.

Each user was required to specify preferences for movie attributes and then to rate
each recommended movie from 1 (not at all interested) to 5 (very interested). After
using each version, users filled in a questionnaire to record their overall opinions
about the following three aspects of the recommendation list on a 5-point Likert
scale ranging from 1 (strongly disagree) to 5 (strongly agree):

• Recommendation accuracy: “The movies recommended for me matched my inter-
ests”;

• System competence: “The website helped me to discover movies for myself ”;
• Overall satisfaction: “Overall, I am satisfied with the recommended movies”.

11.4.2.2 Results

Figure11.5 shows that PerDiv obtains significantly higher evaluation scores than
Non-PerDiv for all three questions. Most users agree that the PerDiv recommenda-
tions matched their interests better than the Non-PerDiv recommendations (mean =
3.95, SD = 0.48 vs. mean = 3.55, SD = 0.59; Student’s t-test, t = 4.45, p < 0.01).
They also perceive the system as better at helping them to discover interestingmovies
(PerDiv mean = 3.87, SD = 0.71; Non-PerDiv mean = 3.15, SD = 1.02; t = 1.81,
p < 0.01). Overall, users are more satisfied with PerDiv (PerDiv mean = 4.04, SD
= 0.52; Non-PerDiv mean= 3.40, SD = 0.85; t = 5.01, p < 0.01).



220 L. Chen et al.

Fig. 11.5 Comparison in terms of users’ subjective perceptions

Fig. 11.6 Distribution of users’ satisfaction ratings on the recommended movies in each version

Users’ ratings of each recommended item also validate their higher satisfaction
with PerDiv. Figure11.6 shows the distribution of the five rating scales (from “not at
all interested” to “very interested”) among the 10 recommendations in each version.
Users were “very interested” or “interested” in 74.3% of the movies recommended
in PerDiv, whereas 52.1% of the recommendations obtained these ratings in Non-
PerDiv. Nearly half the movies recommended in Non-PerDiv were rated at or below
“no idea” (47.9% of movies, including 10.4% rated “disinterested” and 4.2% “not
at all interested”).

11.4.3 Discussion

The results of the experiment demonstrate that our personality-based diversity adjust-
ing strategy, although it is simple, can be effective in terms of improving users’ per-
ceptions of the system’s recommendations. It would be interesting to compare this
strategy with standard diversity-oriented recommendation methods [19, 45]. The
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findings’ validity in other cultural contexts should also be tested, and it would be
desirable to generalize the findings to product domains other than movies, such as
music and books.

11.5 Conclusion and Suggestions for Future Research

Provision of diverse and novel recommendations has become an increasingly impor-
tant topic in the area of recommender systems. People are not satisfied with items
that are merely similar to what they preferred before, they are interested in exploring
unexpected and surprising items. This raises the question of how to make a diversity
algorithm tailored to an individual user’s requirements. We have reported here the
findings from two experiments that we conducted with the aim of not only revealing
the correlations between personality and users’ needs for diversity within a set of rec-
ommendations, but also of providing an effective method for automatically adjusting
the diversity in recommendations based on users’ personality traits. The first exper-
iment identifies several significant correlations. For instance, “neuroticism” (one of
the five personality traits) is shown to be significantly positively correlatedwith diver-
sity in the attribute “director,” and “openness to experience” is significantly positively
correlated with diversity in the attribute “actor/actress.” Moreover, “conscientious-
ness” is significantly negatively correlated with users’ overall diversity preference.
Demographic characteristics (such as age, gender, and education level) also display
significant correlations with some diversity variables. For example, gender is signif-
icantly positively correlated with diversity in the attributes “director” and “country.”
Age and education level are significantly negatively correlated with users’ overall
diversity preference.

Motivated by the user survey’s findings, we developed a simple, but demonstra-
bly effective, personality-based diversity-adjusting strategy, which can automatically
determine the degree of diversity within a set of returned recommendations accord-
ing to a user’s personality. In the system evaluation, we compared our method with
a variation that does not consider the correlations between users’ personality and
their diversity preference, and demonstrated that our method is significantly better
at improving users’ perceptions of the system’s recommendations.

Our work helps to reduce the gap between two subbranches of research: diversity-
oriented recommendation systems and personality-based recommendation systems.
However, our research is still at a preliminary stage and more in-depth studies should
be carried out in the future. In our view, three issues are worthy of further research:
personality and demographic properties, personality and emotion, and implicit per-
sonality acquisition.

• Personality and demographic properties. Our findings show that users’ diver-
sity preference is not only affected by their personality, but also by demographic
properties such as age, gender, and education level. For example, people who are
younger or who have a lower education level are more likely to prefer diverse
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movies. It would be interesting to study the combined effect of personality traits
and demographic properties. In the domain of movies, Chausson [6] finds that
females normally score higher on “neuroticism” and “agreeableness” than males.
Cantador et al. [5] draw attention to the fact that both personality and gender may
influence users’ preferences for movie genres: females with high “extraversion”
and “agreeableness” tend to prefer adventure movies, whereas low “extraversion”
and neutral “agreeableness” are observed more often among male users who pre-
fer adventure movies. In terms of education, Raad and Schouwenburg [9] suggest
that people who are more self-disciplined (with high “conscientiousness”) are
more likely to achieve a postgraduate degree. With respect to age, it has been
found that scores for “agreeableness” and “conscientiousness” usually decrease
from late childhood (approximately ages 10–12) to early adolescence (ages 13–17)
[31]. We are interested in conducting more experiments to validate the interaction
between personality and these demographic factors in terms of their influence on
users’ preference for recommendation diversity, and expect that the results would
enable us to improve our diversity-adjusting algorithm.

• Personality and emotion. Another factor that may affect users’ needs for diver-
sity is emotion. Personality traits normally remain relatively stable throughout life,
whereas emotion is a reaction to an object or action, and may change over time [4].
The effect of emotion on users’ item preference has been identified in music [22]
and image domains [33], and emotion could potentially be detected by assessing
facial expressions to evaluate users’ satisfaction with serendipitous recommenda-
tions (in Chap. 17). However, little has been done to consider how emotion and
personality act together to influence users’ diversity needs. Interesting research
could be done in this area in future.

• Implicit personality acquisition. Existing studies about personality have mostly
relied on quizzes to explicitly acquire users’ personality [8]. However, in reality,
users may be unwilling to answer tedious questions in a quiz, or they may have
privacy concerns about disclosing their personality traits. Our diversity-adjusting
method would be of limited use in this situation. To overcome this issue, users’
personality could be elicited in an implicit, unobtrusiveway. Chapter 5 summarizes
methods to identify personality based on nonverbal behavior. In addition, some
psychological studies have shown that users with different personality may behave
differently when choosing movies, music, or other items [5, 27]. For instance,
Cantador et al. [5] have shown that users with different personality traits have
different preferences for movie genres: users with high “openness to experience”
(i.e., those who are more imaginative and creative) tend to like tragedy, neo-noir,
independent, cult, and foreign movies, whereas people with low “openness to
experience” (who are more conventional and practical) are likely to prefer war,
romance, action, and comedy movies. Rentfrow and Gosling [27] explore the
correlation between personality traits and users’ preference for music genres, and
suggest that peoplewith high scores for “extraversion” are likely to prefer energetic
and rhythmic music, whereas individuals who are relatively conventional tend to
listen to upbeat and conventional music. Recent studies have also investigated the
relationship between users’ personality and their rating behavior. For example,
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Golbeck and Norris [12] find that “extraversion” and “conscientiousness” are both
positively correlated with users’ ratings of movies, indicating that those who are
more extrovert and outgoing, or cautious and self-disciplined are more likely to
give higher ratings than others. Hu and Pu [18] identify that “conscientiousness”
is negatively correlated with the number of ratings that a user gives, which implies
that disorganized and impulsive individuals will rate more movies. These findings
suggest that users’ personality could be acquired implicitly by analyzing their
selecting and rating of items in real-life datasets (such as Douban, MovieLens
and Last.fm), and our diversity-adjusting strategy could thus be applied to these
commercial applications.
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Chapter 12
Affective Music Information Retrieval

Ju-Chiang Wang, Yi-Hsuan Yang and Hsin-Min Wang

Abstract Much of the appeal of music lies in its power to convey emotions/moods
and to evoke them in listeners. In consequence, the past decade witnessed a growing
interest inmodeling emotions frommusical signals in themusic information retrieval
(MIR) community. In this chapter, we present a novel generative approach to music
emotion modeling, with a specific focus on the valence–arousal (VA) dimension
model of emotion. The presented generative model, called acoustic emotion Gaus-
sians (AEG), better accounts for the subjectivity of emotion perception by the use
of probability distributions. Specifically, it learns from the emotion annotations of
multiple subjects a Gaussian mixture model in the VA space with prior constraints
on the corresponding acoustic features of the training music pieces. Such a computa-
tional framework is technically sound, capable of learning in an online fashion, and
thus applicable to a variety of applications, including user-independent (general) and
user-dependent (personalized) emotion recognition, emotion-based music retrieval,
and tag-to-VA projection. We report evaluations of the aforementioned applications
of AEG on a larger-scale emotion-annotated corpora, AMG1608, to demonstrate the
effectiveness of AEG and to showcase how evaluations are conducted for research
on emotion-based MIR. Directions of future work are also discussed.

12.1 Introduction

Automatic music emotion recognition (MER) aims at modeling the association
between music and emotion so as to facilitate emotion-based music organization,
indexing, and retrieval. This technology has emerged in recent years as a promising
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solution to deal with the huge amount of music information available digitally [1,
25, 33, 77]. It is generally believed that music cannot be composed, performed, or
listened to without affection involvement [32]. The pursuit of emotional experience
has also been identified as one of the primary motivations and benefits of music
listening [31]. In addition to music retrieval, music emotion also finds applications
in context-aware music recommendation, playlist generation, music therapy, and
automatic music accompaniment for other media content including image, video,
and text, amongst others [37, 51, 66, 78].

Despite the significant progress that has been made in recent years, MER is still
considered as a challenging problem because the perception of emotion in music is
usually highly subjective. A single, static ground-truth emotion label is not sufficient
to describe the possible emotions different people perceive in the same piece ofmusic
[15, 26]. On the contrary, it may be more reasonable to learn a computational model
from multiple responses of different listeners [47] and to present probabilistic (soft)
rather than deterministic (hard) emotion assignments as the final result. In addition,
the subjective nature of emotion perception suggests the need of personalization in
systems for emotion-based music recommendation or retrieval [82]. Early work on
MER often chose to sidestep this critical issue by either assuming that a common
consensus can be achieved [25, 62], or by simply discarding music pieces for which
a common consensus cannot be achieved [38].

To help address this issue, we have proposed a novel generative model referred to
as acoustic emotion Gaussians (AEG) in our prior work [65–68, 72]. The name of
the AEG model comes from its use of multiple Gaussian distributions to model the
affective content of music. The algorithmic part of AEG has been first introduced
in [67], along with the preliminary evaluation of AEG for MER and emotion-based
music retrieval. More details about the analysis part of the model learning of AEG
can be found in a recent article [72]. Due to the parametric nature of AEG, model
adaptation techniques have also been proposed to personalize an AEG model in an
online, incremental fashion, rather than learning from scratch [7, 68]. The goal of
this chapter is to position the AEG model as a theoretical framework and to provide
detailed information about the model itself and its application to personalized MER
and emotion-based music retrieval.

We conceptualize emotion by the valence–arousal (VA) model [49], which has
been used extensively by psychologists to study the relationship between music
and emotion [13, 56]. These two dimensions are found to be the most fundamental
through factor analysis of self-report of human’s affective response to music stimu-
lus. Despite differences in nomenclature, existing studies give similar interpretations
of the resulting factors, most of which correspond to valence (or pleasantness; pos-
itive/negative affective states) and arousal (or activation; energy and stimulation
level). For example, happiness is an emotion associated with a positive valence and
a high arousal, while sadness is an emotion associated with a negative valence and a
low arousal.We refer to the 2-D space spanned by valence and arousal as theVA space
hereafter. Moreover, we are concerned with the emotion an individual perceives as
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being expressed in a piece of music, rather than the emotion the individual actu-
ally feels in response to the piece. This distinction is necessary [15], as we do not
necessarily feel sorrow when listening to a sad tune, for example.

However, the descriptive power of VA model has been questioned by several
researchers, and various extensions or alternative solutions have been proposed [14,
46, 85]. Beyond the valence and arousal, adding more dimensions (e.g., potency,
or dominant–submissive) might help resolve the ambiguity between affective terms,
such as anger and fear, which are close to one another in the second quadrant of the
VA space [2, 10]. AEG is theoretically extendable to model the emotion in higher
dimensions. Nevertheless, we stay with the 2-D emotion model here, partly because
it is easier to explain AEG graphically, and partly because to date many existing
music datasets adopt VA labels [8, 52, 59, 79].

In this chapter, we focus on the dimensional emotion (VA) values. Interested read-
ers can refer to [1, 24, 57] for studies and surveys on categorical MER approaches
that view emotions as discrete labels such as mood tags. As the dimensional and
categorical approaches may offer complementary advantages [74], researchers have
studied the relationship between the discrete emotion labels and the dimensional
VA values [50, 65]. Due to its probabilistic nature, AEG can be combined with a
probabilistic classification model. Such a combination leads to an approach (called
Tag2VA) that is able to project a mood tag to the VA space [65].

The chapter is organized as follows. We first review the related work in Sect. 12.2.
Then, we present the mathematical derivation and learning algorithm of AEG in
Sect. 12.3, followed by the personalization algorithm in Sect. 12.4. Sections12.5,
12.6, and 12.7 present the applications of AEG to MER, emotion-based music
retrieval, and the Tag2VA projection, respectively. Finally, we conclude in Sect. 12.8.

12.2 Related Work on Dimensional Music Emotion
Recognition

Early approaches to MER [39, 81] assumed that the perceived emotion of a music
piece can be represented as a single point in the VA space, in which the valence and
arousal values are considered as independent numerical values. The ground-truth
VA values of a music piece is obtained by averaging the annotations of a number of
human subjects, without considering the covariance of the annotations. To predict
the VA value from the feature vector of a music piece, a regression model such as
support vector regression (SVR) [55] can be applied. Regression model learning
algorithms typically minimize the mismatch (e.g., mean squared loss) between the
predicted and the ground-truth VA values in the training data.

As emotion perception is rarely dependent on a single music factor but a com-
bination of them [19, 30], algorithms used feature descriptors that characterize the
loudness, timbre, pitch, rhythm,melody, harmony, or lyrics ofmusic [22, 43, 54, 57].
In particular, while it is usually easier to predict arousal using, for example, loudness
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Fig. 12.1 Subjects’ annotations of the perceived emotion of four 30-s clips, which from left to
right are Dancing Queen by ABBA, Civil War by Guns N’ Roses, Suzanne by Leonard Cohen,
and All I Have To Do Is Dream by the Everly Brothers. Each circle here corresponds to a subject’s
annotation, and the overall emotion for a clip can be approximated by a 2-D Gaussian distribution
(the red cross and blue ellipse). The ellipse outlines the standard deviation of a Gaussian distribution

and timbre features, the prediction of valence has been found more challenging [57,
69, 76]. Cross cultural aspects of emotion perception have also been studied [23]. To
exploit the temporal continuity of emotion variation within a piece of music, tech-
niques such as system identification [34], conditional random fields [27, 53], hidden
Markov models [40], deep recurrent neural networks [73], or dynamic probabilistic
model [71] have also been proposed. Various approaches and features for MER have
been evaluated and compared using benchmarking datasets comprising over 1,000
Creative Commons licensed music pieces from the Free Music Archive, in the 2013
and 2014 MediaEval ‘Emotion in Music’ tasks [59, 60].

Recent years have witnessed growing attempts to model the emotion of a music
piece as a probability distribution in the VA space [7, 52, 67, 75] to better account
for the subjective nature of emotion perception. For instance, Fig. 12.1 shows the
VA values applied by different annotators to four music pieces. To characterize the
distribution of the emotion annotations for each clip, a typical way is to use a bivariate
Gaussian distribution, where the mean vector presents the most possible VA values
and the covariance matrix indicates its uncertainty. For a clip with highly subjective
affective content, the determinant of the covariance matrix would be larger.

Existing approaches for predicting the emotion distribution of a music clip from
acoustic features fall into two categories. The heatmap approach [53, 75] quantizes
each emotion dimension by W equally spaced cells, leading to aW × W grid repre-
sentation of the VA space. The approach trains W 2 regression models for predicting
the emotion intensity of each cell. Higher intensity at a cell indicates that people
are more likely to perceive the corresponding emotion from the clip. The emotion
intensity over the VA space creates a heatmap-like representation of emotion distrib-
ution. However, heatmap is not a continuous representation of emotion, and emotion
intensity cannot be strictly considered as a probability estimate.

The Gaussian-parameter approach [52, 75], on the other hand, models emotion
distribution of a clip as a bivariate Gaussian and trains multiple regressors, each for a
parameter of the mean vector and the covariance matrix. This makes it easy to apply
lessons learned from modeling the mean VA values. In addition, performance analy-
sis of this approach is easier; one can analyze the importance of different acoustic
features to each Gaussian parameter individually. However, since the regression
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models are trained independently, the correlation between valence and arousal is not
exploited. The parameter estimation of the mean and variance is disjoined as well.

A different methodology to address the subjectivity is to call for a user-dependent
model trained on annotations of a specific user to personalize the emotion predic-
tion [79, 84, 86]. In [79], two personalization methods are proposed; the first trains
a personalized MER system for each individual specifically, whereas the second
groups users according to some personal factors (e.g., gender, music experience, and
personality) and then trains group-wise MER system for each user group. Another
two-stage personalization scheme has also been studied [82]: the first stage esti-
mates the general perception of a music piece, whereas the second one predicts the
difference between the general perception and the personal one of the target user.

We note that none of the aforementioned approaches renders a strict probabilistic
interpretation [72]. In addition, many existing work is developed on discriminative
models such asmultiple linear regression andSVR. Fewattempts aremade to develop
a principled probabilistic framework that is technically sound formodeling themusic
emotion and that permits extending the user-independent model to a user-dependent
one, preferably in an online fashion.

We also note that most existing work focuses on the annotation aspect of music
emotion research, namely MER. Little work has been made to the retrieval aspect—
the development of emotion-based music retrieval systems [77]. In what follows, we
present the AEG model and its applications to the both of these two aspects.

12.3 Acoustic Emotion Gaussians: A Generative
Approach for Music Emotion Modeling

In [65–68, 72], we proposed AEG, which is fundamentally different from the exist-
ing regression or heatmap approaches. As Fig. 12.2 shows, AEG involves the gener-
ative process of VA emotion distributions from audio signals. While the relationship
between audio and music emotion may sometimes be complicated and difficult to
observe directly from an emotion-annotated corpus, AEG uses a set of clip-level
latent topics {zk}Kk=1 to resolve this issue.

Fig. 12.2 Illustration of the generative process of the AEG model
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We first define the terminology and explain the basic principle of AEG. Suppose
that there are K audio descriptors {Ak}Kk=1, each is related to some acoustic feature
vectors of music clips. Then, we map the associated feature vectors of Ak to a clip-
level topic zk . To implement each Ak , we use a single Gaussian distribution in the
acoustic feature space. The aggregated Gaussians of {Ak}Kk=1 is called an acoustic
GMM (Gaussian mixture model). Subsequently, we map each zk to a specific area in
the VA space, which is modeled by a bivariate Gaussian distribution Gk . We refer to
the aggregated Gaussians of {Gk}Kk=1 as an affective GMM. Given a clip, its feature
vectors are first used to compute the posterior distribution over the topics, termed
as a topic posterior representation θ . In θ , the posterior probability of zk (denoted
as θk) is associated with Ak and will then be used to show the clip’s importance to
Gk . Consequently, the posterior distribution θ = {θk}Kk=1 can be incorporated into
learning the affective GMM as well as making emotion prediction for a clip.

AEG-based MER follows the flow depicted in Fig. 12.2. Based on θ of a test
clip, we obtain the weighted affective GMM

∑
k θkGk , which is able to generate

various emotion distribution. Following this sense, if a clip’s acoustic features can
be completely described by the h-th topic zh , i.e. θh = 1, and θk = 0, ∀k �= h, then
its emotion distribution would exactly follow Gh . As will be described in Sect. 12.5,
we can further approximate

∑
k θkGk by a single, representative affective Gaussian

Ĝ for simplicity. This is illustrated in the rightmost of Fig. 12.2.

12.3.1 Topic Posterior Representation

The topic posterior representation of a music clip is generated from its audio. We
note that the temporal dynamics of audio signals is regarded as essential for human
to perceive musical characteristics such as timbre, rhythm, and tonality. To capture
more local temporal variation of the low-level features, we represent the acoustic
features at a time instance in the segment-level, which corresponds to sufficiently
long duration (e.g., 0.4 s). A segment-level feature vector x can be formed by, for
example, concatenating the mean and standard deviation of the frame-level feature
vectors within the segment. As a result, a clip is divided into multiple overlapped
segments which are then represented by a sequence of vectors, {x1, . . . , xT }, where
T is the length of the clip.

To start the generative process of AEG, we first learn an acoustic GMM as the
bases to represent a clip. This acoustic GMM can be trained using the expectation–
maximization (EM) algorithm on a large set of segment-level vectors F extracted
fromexistingmusic clips. The learned acousticGMMdefines the set of audio descrip-
tors {Ak}Kk=1, and can be expressed as follows:

p(x) =
K∑

k=1

πk Ak(x | mk,Sk) , (12.1)
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where Ak(·) is the k-th component Gaussian distribution, and πk ,mk , and Sk are its
corresponding prior weight, mean vector, and covariance matrix, respectively. Note
that we substitute equal weight for the GMM (i.e., πk = 1

K , ∀k), because the original
πk learned from F does not imply the prior distribution of the feature vectors in a
clip. Such a heuristic usually results in better performance as pointed in [63].

Suppose that we have an emotion-annotated corpus X consisting of N music
clips {si }Ni=1. Given a clip si = {xi,t }Tit=1, we then compute the segment-level posterior
probability for each feature vector in si based on the acoustic GMM,

p(Ak | xi,t ) = Ak(xi,t | mk,Sk)
∑K

h=1 Ah(xi,t | mh,Sh)
. (12.2)

Finally, the clip-level topic posterior probability θi,k of si can be approximated by
averaging the segment-level ones,

θi,k ← p(zk | si ) ≈ 1

Ti

Ti∑

t=1

p(Ak | xi,t ) . (12.3)

This approximation assumes that θi,k is equally contributed by each segment of si
and thereby capable of representing the clip’s acoustic features. We use a vector
θ i ∈ R

K , whose k-th component is θi,k , as the topic posterior of si .

12.3.2 Prior Model for Emotion Annotation

To consider the subjectivity of emotional responses of a music clip, we ask multiple
subjects to annotate the clip. However, as some subjects’ annotations may not be
reliable, we introduce a user prior model to quantify the contribution of each subject.

Let ei, j ∈ R
2 (a vector including the valence and arousal values) denote one of the

annotations of si given by the j-th subject, and let Ui denote the number of subjects
who have annotated si . Note that eq, j and er, j , where q �= r , may not correspond to
the same subject. Then, we build the user prior model γ to describe the confidence
of ei, j in si using a single Gaussian distribution,

γ (ei, j | si ) ≡ G(ei, j | ai ,Bi ), (12.4)

where ai = 1
Ui

∑Ui
j=i ei, j , Bi = 1

Ui

∑Ui
j=1(ei, j − ai )(ei, j − ai )T , and G(e | ai ,Bi ) is

called the annotation Gaussian of si . One can observe what ai and Bi look like from
the four example clips in Fig. 12.1. Empirical results show that a single Gaussian
performs better than a GMM for setting up γ (·) [67].
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The confidence of ei, j can be estimated based on the likelihood calculated by
Eq.12.4. If an annotation is far away from the mean, it gives small likelihood accord-
ingly. In addition to Gaussian distributions, any criterion that is able to reflect the
importance of a user’s annotation of a clip can be applied to γ .

The probability of ei, j , referred to as the clip-level annotation prior, can be calcu-
lated by normalizing the likelihood of ei, j over the cumulative likelihood of all other
annotations in si ,

p(ei, j | si ) ≡ γ (ei, j | si )
∑Ui

r=1 γ (ei,r | si )
. (12.5)

Based on the clip-level annotation prior, we further define the corpus-level clip prior
to describe the importance of each clip,

p(si | X ) ≡
∑Ui

j=1 γ (ei, j | si )
∑N

q=1

∑Uq

r=1 γ (eq,r | sq)
. (12.6)

From Eqs. 12.5 and 12.6 we can make two observations. First, if a clip’s annotations
are consistent (i.e., Bi is small), it is considered less subjective. Second, if a clip
is annotated by more subjects, the corresponding γ model should be more reliable.
As a result, we can define the corpus-level annotation prior γi, j for each ei, j in the
corpus X by multiplying Eqs. 12.5 and 12.6:

γi, j ← p(ei, j | X ) ≡ γ (ei, j | si )
∑N

q=1

∑Uq

r=1 γ (eq,r | si )
, (12.7)

which is computed beforehand and fixed in learning the affective GMM.

12.3.3 Learning the Affective GMM

Given a training music clip si in the corpus X , we assume the emotional responses
can be generated from an affective GMM weighted by its topic posterior θ i ,

p(ei, j | θ i ) =
K∑

k=1

θi,kGk(ei, j | μk,Σk) , (12.8)

where Gk(·) is the k-th affective Gaussian with mean μk and covariance Σk to be
learned. Here θi,k stands for the fixed weight associated with Ak to carry the audio
characteristics of si . We therefore call θ i an acoustic prior. Then, the objective
function is in the form of the marginal likelihood function of the annotations
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p(E | X ,Λ) =
N∑

i=1

p(si | X )

Ui∑

j=1

p(ei, j | si )p(ei, j | θ i ,Λ)

=
N∑

i=1

Ui∑

j=1

p(si | X )p(ei, j | si )p(ei, j | θ i ,Λ)

=
N∑

i=1

Ui∑

j=1

p(ei, j | X )

K∑

k=1

θi,kGk(ei, j | μk,Σk) ,

(12.9)

where E = {ei, j }N ,Ui
i=1, j=1, X = {si , θ i }Ni=1, and Λ = {μk,Σk}Kk=1 is the parameter set

of the affective GMM. Taking the logarithm of Eq.12.9 and replacing p(ei, j | X ) by
γi, j leads to

L = log
∑

i

∑

j

γi, j
∑

k

θi,kGk(ei, j | μk,Σk) , (12.10)

where
∑

i

∑
jγi, j = 1. To learn the affective GMM, we can maximize the log-

likelihood in Eq.12.10 with respect to the Gaussian parameters. We first derive a
lower bound of L according to Jensen’s inequality,

L ≥ Lbound =
∑

i

∑

j

γi, j log
∑

k

θi,kGk(ei, j | μk,Σk) . (12.11)

Then, we treat Lbound as a surrogate of L and use the EM algorithm [3] to estimate
the parameters of the affective GMM. In the E-step, we derive the expectation over
the posterior distribution of zk for all the training annotations,

Q =
∑

i

∑

j

γi, j
∑

k

p(zk | ei, j )
(
log θi,k + logGk(ei, j | μk,Σk)

)
, (12.12)

where

p(zk | ei, j ) = θi,kGk(ei, j | μk,Σk)
∑K

h=1 θi,hGk(ei, j | μh,Σh)
. (12.13)

In the M-step, we first set the derivative of Eq.12.12 with respect to μk to zero and
obtain the updating form for the mean vector,

μ′
k ←

∑
i

∑
j γi, j p(zk | ei, j )ei, j

∑
i

∑
j γi, j p(zk | ei, j ) . (12.14)
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Following a similar line of reasoning, we obtain the update rule for Σk :

Σ ′
k ←

∑
i

∑
j γi, j p(zk | ei, j )(ei, j − μ′

k)(ei, j − μ′
k)

T

∑
i

∑
j γi, j p(zk | ei, j ) . (12.15)

Theoretically, theEMalgorithm iterativelymaximizes the Lbound value inEq.12.11
until convergence. One can fix the number of maximal iterations or set a stopping
criterion for the increasing ratio of Lbound.

Note that we can ignore the annotation prior by setting a uniform distribution, i.e.,
∀i, j , γi, j = 1. This case is called “AEG Uniform” in the evaluation. In contrast, the
case with nonuniform annotation prior is called “AEG AnnoPrior.”

12.3.4 Discussion

As Eqs. 12.14 and 12.15 show, the re-estimated parameters μ′
k and Σ ′

k are collec-
tively contributed by ei, j ,∀ i, j , with the weights governed by the product of γi, j
and p(zk | ei, j ). Consequently, the learning process seamlessly takes the annotation
prior, acoustic prior, and annotation clusters over the current affective GMM into
consideration. In such a way, the annotations of different clips can be shared with
one another according to their corresponding prior probabilities. This can be a key
factor that enables AEG to generalize the audio-to-emotion mapping.

As the affective GMM is getting fitted to the data, a small number of affec-
tive Gaussian components might overly fit to some emotion annotations, rendering
the so-called singularity problem [3]. When this occurs, the corresponding covari-
ance matrices would become non-positive definite (non-PD). Imagining that when
a component affective Gaussian is contributed by only one or two annotations, the
corresponding covariance shape will become a point or a straight line in the VA
space. To tackle this issue, we can remove the component Gaussian when it happens
to produce a non-PD covariance matrix during the EM iterations [72].

We note that “early stop” is a very important heuristic while learning the affective
GMM. We find that setting a small number for the maximal iteration (e.g., 7–11) or
a larger stopping threshold for the increasing ratio of Lbound (e.g., 0.01) empirically
leads to better generalizability. It can not only prevent the aforementioned singularity
problem but also avoid overly fitting to the training data. Empirical results show that
the accuracy of MER improves as the iteration evolves and then degrades when the
optimal iteration number has reached [72]. Moreover, AEG AnnoPrior empirically
converges faster and learns smaller covariances than AEG Uniform does.

12.4 Personalization with AEG

The capability for personalization is a very important characteristic that completes
the AEG framework, making it more applicable to real-world applications. As AEG
is a probabilistic, parametric model, it can incorporate personal information of a



12 Affective Music Information Retrieval 237

particular user via model adaptation techniques to make custom predictions. While
such personal information may include personal emotion annotation, user profile,
transaction records, listening history, and relevance feedback, we focus on the use
of personal emotion annotations in this chapter.

Because of the cognitive load for annotating music emotion, it is usually not easy
to collect a sufficient amount of personal annotations at once tomake the system reach
an acceptable performance level. On the contrary, a user may provide annotations
sporadically in different listening sessions. To this end, an online learning strategy [5]
is desirable. When the annotations of a target user are scarce, a good online learning
method needs to prevent over-fitting to the personal data in order to keep certain
model generalizability. In other words, we cannot totally ignore the contributions of
emotion perceptions from other users. Motivated by the Gaussian Mixture Model-
Universal Background Model (GMM-UBM) speaker verification system [48], we
first treat the affective GMM learned from broad subjects (called background users)
as a background (general) model, and then employ a maximum a posteriori (MAP)-
based method [16, 48] to update the parameters of the background model using the
personal annotations in an online manner. Theoretically, the resulting personalized
model will appropriately find a good trade-off between the target user’s annotations
and the background model.

12.4.1 Model Adaptation

In what follows, the acoustic GMM will stay fixed throughout the personalization
process, since it is used as a reference model to represent the music audio. In con-
trast, the affective GMM is assumed to be learned on plenty of emotion annotations
from quite a few subjects, so it possesses a sufficient representation (well-trained
parameters) for user-independent (i.e., general) emotion perceptions. Our goal is to
learn the personal perception with respect to the affective GMM Λ accordingly.

Suppose that we have a target user u� annotatingM number ofmusic clips denoted
asX� = {ei , θ i }Mi=1, where ei and θ i are the emotion annotation and the topic posterior
of a clip, respectively. We first compute each posterior probability over the latent
topics based on the background affective GMM,

p(zk | ei , θ i ) = θi,kGk(ei | μk,Σk)
∑K

h=1 θi,hGk(ei | μh,Σh)
. (12.16)

Then, we derive the expected sufficient statistics onX� over the posterior distribution
of p(zk | ei , θ i ) for the mixture weight, mean, and covariance parameters:

Γk =
M∑

i=1

p(zk | ei , θ i ) , (12.17)
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E(μk) = 1

Γk

M∑

i=1

p(zk | ei , θ i )ei , (12.18)

E(Σk) = 1

Γk

M∑

i=1

p(zk | ei , θ i )
(
ei − E(μk)

)(
ei − E(μk)

)T
. (12.19)

Finally, the new parameters of the personalized affective GMM can be obtained
according to the MAP criterion [16]. The resulting update rules are the forms of
interpolations between the expected sufficient statistics (i.e., E(μk) and E(Σk)) and
the parameters of the background model (i.e., μk and Σk) as follows

μ′
k ← αm

k E(μk) + (
1 − αm

k

)
μk , (12.20)

Σ ′
k ← αv

kE(Σk) + (
1 − αv

k

) (
Σk + μkμ

T
k

) − μ′
k(μ

′
k)

T . (12.21)

The coefficients αm
k and αv

k are data-dependent and are defined as

αm
k = Γk

Γk + βm
, αv

k = Γk

Γk + βv
, (12.22)

where βm and βv are related to the hyper parameters [16] and thus should be empir-
ically defined by users. Note that there is no need to update the mixture weights, as
they are already occupied by the fixed topic posterior weights.

12.4.2 Discussion

The MAP-based method is preferable in that we can determine the interpolation
factor that balances the contribution between the personal annotations and the back-
ground model without loss of model generalizability, as demonstrated by its superior
effectiveness and efficiency in speaker adaptation tasks [48]. If a personal annota-
tion {em, θm} is highly correlated to a latent topic zk (i.e. p(zk |em, θm) is large),
the annotation will contribute more to the update of {μ′

k,Σ
′
k}. In contrast, if the

user’s annotations have nothing to do with zh (i.e., the cumulative posterior proba-
bility Γh = 0), the parameters of {μ′

h,Σ
′
h} would remain the same as those of the

background model, as shown by the fact that αk would be 0.
Another advantage of the MAP-based method is that users are free to provide

personal annotations for whatever songs they like, such as the songs they are more
familiar with. This can help reduce the cognitive load of the personalization process.
As the AEG framework is audio-based, the annotated clips can be arbitrary and does
not have to be those included in the corpus for training the background model.

Finally, we note that the model adaptation procedure only needs to be performed
once, so the algorithm is fairly efficient. It only requires K times of computing the
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expected sufficient statistics and updating the parameters. In consequence, we can
keep refining the background model whenever a small number of personal anno-
tations are available, and readily use the updated model for personalized MER or
music retrieval. The model adaptation method for GMM is not limited to the MAP
method. We refer interested readers to [7, 35] for more advanced methods.

12.5 AEG-Based Music Emotion Recognition

12.5.1 Algorithm

As described in Sect. 12.3, we predict the emotion distribution of an unseen clip by
weighting the affective GMM using the clip’s topic posterior θ̂ = {θ̂k}Kk=1 as

p(e | θ̂ ) =
K∑

k=1

θ̂kGk(μk,Σk) . (12.23)

In addition, we can also use a single, representative affective Gaussian G(μ̂, Σ̂) to
summarize the weighted affective GMM. This can be done by solving the following
optimization problem

min
μ̂,Σ̂

K∑

k=1

θ̂k DKL
(
Gk(μk,Σk)

∣
∣
∣
∣ G(μ̂, Σ̂)

)
, (12.24)

where

DKL(GA ‖ GB) = 1

2

(
tr(Σ AΣ−1

B ) − log | Σ AΣ−1
B | +(μA − μB)T�−1

B (μA − μB) − 2
)

(12.25)

denotes the one-way (asymmetric) Kullback–Leibler (KL) divergence (a.k.a. rela-
tive entropy) [35] from GA(μA,Σ A) to GB(μB,Σ B). This optimization problem is
strictly convex in μ̂ and Σ̂ , which means that there is a unique minimizer for the two
variables, respectively [11]. Let the partial derivative with respect to μ̂ be 0, we have

∑

k
θ̂k(2μ̂ − 2μk) = 0 . (12.26)

Given the fact that
∑

k θ̂k = 1, we derive

μ̂ =
K∑

k=1

θ̂kμk . (12.27)
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Setting the partial derivative with respect to Σ−1
k to 0,

∑

k
θ̂k

(
Σk − Σ̂ + (

μk − μ̂
) (

μk − μ̂
)T

)
= 0 , (12.28)

we obtain the optimal covariance matrix by,

Σ̂ =
K∑

k=1

θ̂k

(
�k + (

μk − μ̂
) (

μk − μ̂
)T

)
. (12.29)

12.5.2 Discussion

Representing the predicted result as a single Gaussian is functionally necessary,
because it is easier and more straightforward to interpret or visualize the emotion
prediction to the users with only a single mean (center) and covariance (uncertainty).
However, this may run counter to the theoretical arguments given in favor of a GMM
that permits emotion modeling in finer granularity. For instance, it is inadequate
for the clips whose emotional responses are by nature bi-modal. We note that in
applications such as emotion-based music retrieval (cf. Sect. 12.6) and music video
generation [66], one can directly use the raw weighted GMM (i.e., Eq. 12.23) as the
emotion index of a song in response to queries given in the VA space. We will detail
this aspect later in Sect. 12.6.

The computation of Eqs. 12.27 and 12.29 is quite efficient. The complexity
depends mainly on K and the number of frames T of a clip: computing θk requires
KT operations (cf. Eq.12.2), whereas computing μ̂ and Σ̂ requires K vector mul-
tiplications and K matrix operations, respectively. This efficiency is important for
dealing with a large-scale music database and for application such as real-timemusic
emotion tracking on a mobile device [27, 53, 64, 70, 71].

12.5.3 Evaluation on General MER

12.5.3.1 Dataset

We use the AMG1608 dataset [8] for evaluating both general and personalizedMER.
The dataset contains 1,608 30-s music clips annotated by 665 subjects (345 are
male; average age is 32.0 ± 11.4) recruited mostly from the crowdsourcing platform
Mechanical Turk [44]. The subjectswere asked to rate theVAvalues that best describe
their general (instead of moment-to-moment) emotion perception of each clip via
the internet. The VA values, which are real values ranging in between [–1, 1], are
entered by clicking on the emotion space on a square interface panel. The subjects
were instructed to rate the perceived rather than felt emotion. Each music clip was
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Table 12.1 Frame-based acoustic features used in the evaluation

Feature Dimension Description

MFCC 40 20 Mel-frequency cepstral coefficients and their
first-order time differences [12]

Tonal 17 Octave band signal intensity using a triangular octave
filter bank and the ratio of these intensity values [42]

Spectral 11 Linear predictor coefficients that capture the spectral
envelope of the audio signal [41], spectral flux, [42]
and spectral shape descriptors [45]

Temporal 4 Shape and statistics (centroid, spread, skewness, and
kurtosis) [17]

All 72 Concatenation of all the four types of features
mentioned above

annotated by 15–32 subjects. Each subject annotated 12–924 clips, and 46 out of
the 665 subjects annotated more than 150 music clips, making the dataset a useful
corpus for research on MER personalization. The average Krippendorff’s α across
the music clips is 0.31 for valence and 0.46 for arousal, which are both in the range
of fair agreement. Please refer to [8] for more details about this dataset.

12.5.3.2 Acoustic Features

As different emotion perceptions are usually associated with different patterns of
features [18], we use two toolboxes, MIRtoolbox [36] and YAAFE [42], to extract
four sets of frame-based features from audio signals, including MFCC-related fea-
tures, tonal features, spectral features, and temporal features, as listed in Table12.1.
We down-sample all the audio clips in AMG1608 at 22,050Hz and normalize them
to the same volume level. All the frame-based features are extracted with the same
frame size of 50ms and 50% hop size. Each dimension in the frame-based feature
vectors is normalized to zero mean and unit standard deviation. We concatenate all
the four sets of features for each frame, as this leads to better performance in acoustic
modeling in our pilot study [83]. As a result, a frame-level feature vector contains
72 dimensions of features.

However, it does not make sense to analyze and predict the music emotion on
a specific frame. Instead of bag-of-frames approach [61, 63], we adopt the bag-of-
segments approach for the topic posterior representation, because a segment is able
to capture more local temporal variation of the low-level features. Our preliminary
result has also confirmed this hypothesis. To generate a segment-level feature vector
representing a basic term in the bag-of-segments approach, we concatenate the mean
and standard deviation of 16 consecutive frame-level feature vectors, leading to a
144-dimensional vector for a segment. The hop size for a segment is four frames.
Given the acoustic GMM (cf. Eq. 12.1), we then follow Eqs. 12.2 and 12.3 addressed
in Sect. 12.3.1 to compute the topic posterior vector of a music clip.
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12.5.3.3 Evaluation Metrics

The accuracy of generalMER is evaluated using three performancemetrics: two-way
KL divergence (KL2) [35], Euclidean distance, and R2 (also known as the coefficient
of determination) [58]. The first twomeasure the distance between the prediction and
the ground truth. The lower the value is, the better the performance. KL2 considers
the performance with respect to the bivariate Gaussian distribution of a chip, while
the Euclidean distance is concernedwith theVAmean only. R2 is also concernedwith
the VA mean only. In contrast to the distance measure, a high R2 value is preferred.
Moreover, R2 is computed separately for valence and arousal.

Specifically, we are given the distribution of the ground-truth annotations Ni =
G(ai ,Bi ) (cf. Sect. 12.3.2) and the predicted distribution of each test clip N̂i =
G(μ̂i , Σ̂ i ), both of which are modeled as a bivariate Gaussian distribution, where
i ∈ {1, . . . , N } denotes the index of a clip in the test set. Instead of one-way KL
divergence (cf. Eq.12.25) for determining the representative Gaussian, we evaluate
the performance of emotion distribution prediction based on the KL2 divergence
defined by

DKL2(GA,GB) ≡ 1

2

(
DKL(GA ‖ GB) + DKL(GB ‖ GA)

)
. (12.30)

The average KL2 divergence (AKL), which measures the symmetric distance
between the predicted emotion distribution and the ground truth one, is computed
by 1

N

∑N
i=1 DKL2(Ni , N̂i ). Using the l2 norm, we can compute the average Euclid-

ean distance (AED) between the mean vectors of two Gaussian distributions by
1
N

∑N
i=1 ‖ai − μ̂‖2. The R2 statistics is a standard way to measure the fitness of

regression models [58]. It is used to evaluate the prediction accuracy as follows:

R2 = 1 −
∑N

i=1(êi − ei )2
∑N

i=1 (ei − ē)2
, (12.31)

where êi and ei denote the predicted (either valence or arousal) value and the ground
truth one of a clip, respectively, and ē is the ground-truth value over the test set.
When the predictive model perfectly fits the ground-truth values, R2 is equal to 1. If
the predictive model does not fit the ground-truth well, R2 may become negative.

We perform three-fold cross-validation to evaluate the performance of general
MER. Specifically, the AMG1608 dataset is randomly partitioned into three folds,
and anMERmodel is trained on two of them and tested on the other one. Each round
of validation generates the predicted result of one-third of the complete dataset.
After three rounds, we will have the predicted result of each clip in the complete
dataset. Then, AKL, AED, and the R2 for valence and arousal are computed over the
complete dataset, instead of computing the performance over each one-third of the
dataset. This strategy gives an unbiased estimate for R2.
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12.5.3.4 Result

We compare the performance of AEG with two baseline methods. The first one,
referred to as the base-ratemethod, uses a reference affective Gaussian whose mean
and covariance are set using the global mean and covariance of the training annota-
tions without taking into account the acoustic features. In other words, the prediction
for every test clip would be the same for the base-rate method. The performance of
this base-rate method can be considered as a lower bound in this task accordingly.
Moreover, we compare the performance of AEG with SVR [55], a representative
regression-based approach for predicting emotion values or distributions, using the
same type of acoustic features. Specifically, the feature vector of a clip is formed by
concatenating the mean and standard deviation of all the frame-level feature vectors
within a clip, yielding a 144-dimensional vector. We use the radial basis function
(RBF) kernel SVR implemented by the libSVM library [6], with parameters opti-
mized by grid search with three-fold cross-validation on the training set. We further
use a heuristic favorable for SVR to regularize every invalid predicted covariance
parameter [72]. This heuristic significantly improves the AKL performance of SVR.

Our pilot study empirically shows that AEGUniform gives better emotion predic-
tion in AED, compared to AEG AnnoPrior, possibly because the introduction of the
annotation prior (cf. Eq.12.7) may bias the estimation of the mean parameters in the
EM learning. In contrast, AEG AnnoPrior leads to better result in AKL, indicating
its capability of estimating a more proper covariance for a learned affective GMM.
In light of this, we use a following hybrid method to take advantage of both AEG
AnnoPrior and AEG Uniform in optimizing the affective GMM. Suppose that we
have learned two affective GMMs, one for AEG AnnoPrior and the other for AEG
Uniform. To generate a combined affective GMM, for its k-th component Gaussian,
we take the mean from the k-th Gaussian of AEG Uniform and the covariance from
the k-th Gaussian of AEG AnnoPrior. This combined affective GMM is eventually
used to predict the emotion for a test clip with Eqs. 12.27 and 12.29 in this evaluation.

Table12.2 compares the performance of AEG with the two baseline methods. It
can be seen that both SVR and AEG outperform the base-rate method by a great
margin, and that AEG can outperform SVR. For AEG, we can obtain better AKL
and better R2 for valence when K = 128, but better AED and better R2 for arousal
when K = 256. The best R2 achieved for valence and arousal are 0.1601 and 0.6686.

Table 12.2 Performance evaluation on general MER (↓ stands for smaller-better and ↑ larger-
better)

Method AKL ↓ AED ↓ R2 Valence ↑ R2 Arousal ↑
Base-rate 1.2228 0.4052 –0.0009 0.0000

SVR-RBF 0.7124 0.2895 0.1409 0.6613

AEG (K = 128) 0.7049 0.2890 0.1601 0.6554

AEG (K = 256) 0.7078 0.2869 0.1579 0.6686
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In particular, the superior performance of AEG in R2 for valence is remarkable. Such
observation suggests AEG a promising approach, as it is typically more difficult to
model the valence perception from audio signals [74].

Figure12.3 presents the result of AEG when we vary the value of K (i.e., the
number of latent topics). It can be seen that the performance of AEG improves as a
function of K when K is smaller than 256, but starts to decrease when K is sufficient
larger. The best result is obtained when K is set to 128 or 256. As the parameters
of SVR-RBF has also been optimized, this result shows that, if the optimal case of
AEG is not attained (e.g., K = 64 or 512), AEG is still on par with the state-of-the-art
SVR approach to general MER.
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Fig. 12.3 Performance evaluation on general MER, using different numbers of latent topics in
AEG. a AKL, smaller-better. bAKL, smaller-better. c R2 of valence, larger-better. d R2 of arousal,
larger-better
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12.5.4 Evaluation on Personalized MER

12.5.4.1 Evaluation Setup

The trade-off between the number of personal annotations (feedbacks) and the per-
formance of personalization is important for personalized MER. On one hand, we
hope to have more personal annotations to more accurately model the emotion per-
ception of a particular user. On the other hand, we want to restrict the number of
personal annotations so as to relieve the burden on the user. To reflect this, evaluation
on the performance of personalized MER is conducted by fixing the test set for each
user, but varying the number of available emotion annotations from the particular
user to test how the performance improves as personal data amasses.

We consider 41 users who have annotated more than 150 clips in this evaluation.
We use the data of six of them for parameter tuning, and the data of the remaining
35 in the evaluation and report the average result for these 35 test users. One hundred
annotations of each test user are randomly selected as the personalized training
set for personalization for the user. Once the model is created, another 50 clips
annotated by the same user are randomly selected. Specifically, for each test user, a
general MER model is trained with 600 clips randomly selected from the original
AMG1608, excluding those annotated by the test user under consideration and those
self-inconsistent annotations. Then, the general model is incrementally personalized
five times using different numbers of clips selected from the personalized training
set. We use 10, 20, 30, 40, and 50 clips iteratively, with the preceding clips being a
subset of the current ones each time. The process is repeated 10 times for each user.

We use the following evaluation metrics here: the AED, the R2, and the average
likelihood (ALH) of generating the ground-truth annotation (a single VA point) e� of
the test user using the predicted affective Gaussian, i.e., p(e� | μ̂�, Σ̂�). Larger ALH
corresponds to better accuracy. We do not report KL divergence here because each
clip in the dataset is annotated by a user at most once, which does not constitute a
probability distribution.

12.5.4.2 Result

We compare the MAP-based personalization method of AEG with the two-stage
personalization method of SVR proposed in [79]. In the two-stage SVR method, the
first stage creates a general SVR model for general emotion prediction, whereas the
second stage creates a personalized SVR that is trained solely on a user’s annotations.
Thefinal prediction is obtainedby linearly combining thepredictions from thegeneral
SVR and the personalized SVR with weights 0.7 and 0.3, respectively. The weights
are derived empirically according to our pilot study. As for AEG, we only update the
mean parameters with βm = 0.01, because our pilot study shows that updating the
covariance empirically does not lead to better performance. This observation is also
in line with the findings in speaker adaptation [48]. We train the background model
with AEG Uniform for simplicity.
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Fig. 12.4 Performance evaluation on personalized MER, with varying numbers of personal data.
a ALH, smaller-better. b AED, smaller-better. c R2 of valence, larger-better. d R2 of arousal,
larger-better

Figure12.4 compares the result of different personalized MER methods, when
we vary the number of available personal annotations. The starting point of each
curve is the result given by the general MER model trained on partial users of the
AMG1608 dataset. We can see that the result of the general model is inferior to
those reported in Fig. 12.3, showing that a general MERmodel is less effective when
it is used to predict the emotion perception of individual users, compared to the
case of predicting the average emotion perception of users. We can also see that
the result of the considered personalized methods generally grows as the number of
personal annotations increases.When the value of K is sufficiently large, AEG-based
personalizationmethods can outperform the SVRmethod.Moreover, while the result
of SVR starts to saturate when the number of personal annotations is larger than 20,
AEG has the potential of keeping on improving the performance by exploiting more
personal annotations.We also note that there is no significant performance difference
for AEG when K is large enough (e.g., ≥128).
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Although our evaluation shows that personalization methods can improve the
result of personalized emotion prediction, the low values in the R2 statistics for
valence and arousal still show that the problem is fairly challenging. Future work
is still needed to improve either the quality of the emotion annotation data or the
feature extraction or machine learning algorithms for modeling emotion perception.

12.6 Emotion-Based Music Retrieval

12.6.1 The VA-Oriented Query Interface

The VA space offers a ready canvas for music retrieval through the specification of a
point in the emotion space [80]. Users can retrieve music pieces of certain emotions
without specifying the titles. Users can also draw a trajectory to indicate the desired
emotion changes across a list of songs (e.g., from angry to tender).

In addition to the above point-based query, one can also issue a Gaussian-based
query to an AEG-based retrieval system. As Fig. 12.5 shows, users can specify the
desired variances (or the confidence level at the center point) of emotion by pressing
a point in the VA space with different levels of duration or strength. The variance of
the Gaussian gets smaller as one increases the duration or strength of pressing, as
Fig. 12.5a shows. Larger variances indicate less specific emotion around the center
point. After specifying the size of a circular variance shape, one can even pinch
fingers to adjust the variance shape. For a trajectory-based query input, similarly,
the corresponding variances are determined according to the dynamic speed when
drawing the trajectory, as Fig. 12.5b shows. Fast speed corresponds to a less specific
query and the system will return pieces whose variances of emotion are larger. If

(a) (b)

Fig. 12.5 The stress-sensitive user interface for emotion-based music retrieval. Users can (a) spec-
ify a point or (b) draw a trajectory, while specifying the variance with different levels of duration
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Fig. 12.6 The diagram of
the content-based music
retrieval system using an
emotion query

songs with more specific emotions are desirable, one can slow down the speed when
drawing the trajectory. The queries inputted by such a stress-sensitive interface can
be handled by AEG for emotion-based music retrieval.

12.6.2 Overview of the Emotion-Based Music Retrieval
System

AsFig. 12.6 shows, the content-based retrieval system can be divided into two phases.
In the feature indexing phase, we index each music clip in an unlabeled music data-
base by one of the following two approaches: The emotion prediction approach
indexes a clip with the predicted emotion distribution (an affective GMM or a single
2-D Gaussian) given by MER, whereas the folding-in approach indexes a clip with
the topic posterior (a K -dimensional vector). In the latermusic retrieval phase, given
an arbitrary emotion-oriented query, the system returns a list of music clips ranked
according to one of the following two approaches: likelihood/distance-based match-
ing and pseudo song-based matching. These two ranking approaches correspond to
one of the two indexing approaches, respectively, as summarized in Table12.3. We
present the details of the two approaches in the following subsections.

12.6.3 The Emotion Prediction-Based Approach

This approach indexes each clip as a single, representative Gaussian distribution or
an affective GMM in the offline MER procedure. The query is then used to compare
with the predicted emotion distribution of each clip in the database. The system ranks
all the clips based on the likelihoods or distances in response to the query. Clips with
larger likelihood or smaller distance should be placed in the higher order.
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Table 12.3 The two implementations of the emotion-based music retrieval system

Approach Indexing phase Indexed type Matching phase

Emotion Prediction Full procedure of
MER by AEG

An affective GMM
(Eq.12.23) or a 2-dim
Gaussian {μ̂, �̂}

Likelihood (for point
query) or distance (for
Gaussian query)

Folding-In Compute only the
topic posterior

K -dim vector θ̂ Cosine similarity of
pseudo song (K -dim
vector λ)

Given a point query ẽ, the corresponding likelihood of the indexed emotion dis-
tribution of a clip θ̂ i is generated by a single Gaussian p(ẽ | μ̂i , Σ̂ i ) or an affective
GMM p(ẽ | θ̂ i ) (cf. Eq. 12.23), where {μ̂i , Σ̂ i } is the predicted parameters of the
representation Gaussian for θ̂ i , and θ̂i,k is the k-th component of θ̂ i . Note that here
we use the topic posterior vector to represent a clip in the database.

When it comes to a Gaussian-based query G̃ = G(μ̃, Σ̃), the approach generates
the ranking scores based on the KL2 divergence. In the case of indexing with a single
Gaussian, we use Eq.12.30 to compute DKL2

(
G̃,G(μ̂i , Σ̂ i )

)
between the query and

a clip. On the other hand, in the case of indexing with an affective GMM,we compute
the weighted KL2 divergence by

DKL2
(
G̃, p(e | θ̂ i )

) =
K∑

k=1

θ̂i,k DKL2
(
G̃,Gk(μk,Σk)

)
. (12.32)

12.6.4 The Folding-In-Based Approach

As Fig. 12.7 shows, this approach estimates the probability distribution λ = {λk}Kk=1,
subject to

∑
k λk = 1, for an input VA-oriented query in an online manner. Each

estimated λk corresponds to the relevance of a query to the k-th latent topic zk , so we
can treat the distribution of λ as the topic posterior of the query and call it a pseudo
song. In the case of Fig. 12.7, for example, we show a query that is very likely to be
represented by the second affective Gaussian component. The folding-in process is
likely to assign a dominative weight λ2 = 1 for z2, and λh = 0, ∀h �= 2. This implies
that the query is highly related to the song whose topic posterior is dominated by θ2.
Therefore, the pseudo song can be used to match with the topic posterior vector θ̂ i

of each clip in the database.
Given a point query ẽ, we start the folding-in process by first generating the

pseudo song via maximizing the query likelihood of the λ-weighted affective GMM
with respective to λ. By taking the logarithm of Eq.12.23, we obtain the following
objective function:
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Fig. 12.7 Illustration of the
folding-in process of
emotion-based music
retrieval by AEG

max
λ

log
K∑

k=1

λk Gk(ẽ | μk,Σk) , (12.33)

where λk is the k-th component of the vector λ. In some sense, a good λwill make the
corresponding λ-weighted affective GMMwell generate the query ẽ. The problem in
Eq.12.33 can be solved by the EM algorithm. In the E-step, the posterior probability
of zk is computed by

p(zk | ẽ) = λkGk(ẽ | μk,Σk)
∑K

h=1 λhGh(ẽ | μh,Σh)
. (12.34)

In the M-step, we then only update λk by

λ′
k ← p(zk | ẽ) . (12.35)

As for a Gaussian-based query G̃, we fold in the query into the learned affective
GMM to estimate a pseudo song as well. This time, we maximize the following
log-likelihood function:

max
λ

log
K∑

k=1

λk p(G̃ | Gk) , (12.36)

where p(G̃ | Gk) is the likelihood function based on KL2 (cf. Eq.12.30):

p(G̃ | Gk) = exp
( − DKL2(G̃,Gk)

)
. (12.37)

Again, Eq.12.36 can be solved by the EM algorithm, with the following update,

λ′
k ← p(zk | G̃) = λk p(G̃ | Gk)

∑K
h=1 λh p(G̃ | Gh)

. (12.38)
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The EM processes for both point- and Gaussian-based queries stop early after few
iterations (e.g., 3), because the pseudo song estimation is sensitive to over-fitting.
Several initialization settings can be used, such as a random, uniform, or prior distri-
bution. Considering the stability and the reproducibility of the experimental result,
we opt for using a uniform distribution for initialization. Note that random initial-
ization may introduce discrepant results among different trials even with identical
experimental settings,whereas initializingwith a prior distributionmay render biased
results in favor of songs that predominates the training data [67]. Finally, the retrieval
system ranks all the clips in descending order of the following cosine similarities in
response to the pseudo song:

Φ(λ, θ i ) = λT θ i

‖λ‖‖θ i‖ . (12.39)

12.6.5 Discussion

The Emotion Prediction approach is straightforward, as the purpose of MER is to
automatically index unseen music pieces in the database. In contrast, the folding-in
approach goes one step further to embed a VA-based query into the space of music
clips. Although the folding-in process requires an additional step of estimating the
pseudo song, it is in fact more flexible. In a personalized music retrieval context, for
example, a personalized affective GMM can readily produce a personalized pseudo
song for comparing with the original topic posterior vectors of all the pieces in the
database, without the need to predict the emotion again with the personalized model.

The complexity of the emotionprediction approachmainly comes fromcomputing
the likelihood of a point query on each music clip’s emotion distribution or the KL
divergence between the Gaussian query and the emotion distribution of each clip.
Therefore, the matching process needs to compute N (the number of clips in the
database) times the likelihood or the KL divergence. In the folding-in approach, the
complexity comes from estimating the pseudo song (with the EM algorithm) and
computing the cosine similarity between the pseudo song and each clip. EM needs
to compute K× ITER times the likelihood of a component affective Gaussian or
the Gaussian KL divergence, where ITER is the number of EM iterations. Then,
the matching process computes N times the cosine similarity. Obviously, computing
the likelihood on an emotion distribution (i.e., a single Gaussian or a GMM) is
computationallymore expensive than computing the cosine similarity (as K is usually
not large). Therefore, when N is large (e.g., N  K× ITER), the folding-in approach
is considered as a more feasible one in practice.
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12.6.6 Evaluation for Emotion-Based Music Retrieval

12.6.6.1 Evaluation Setup

The AMG1608 dataset is again adopted in this music retrieval evaluation. We con-
sider two emotion-based music retrieval scenarios: query-by-point and query-by-
Gaussian. For each scenario, we create a set of synthetic queries and use the learned
AEGmodel to respond to each test query and return a ranked list of music clips from
an unlabeled music database. The generation of the test query set for query-by-point
is simple. As Fig. 12.8a shows, we uniformly sample 100 2-D query points within[[−1,−1]T , [1, 1]T ]

in the VA space. The test query set for query-by-Gaussian is
then based on this set of points. Specifically, we convert a point query to a Gaussian
query by associating with the point a 2-by-2 covariance matrix, as Fig. 12.8b shows.
Motivated by our empirical observation from data, the covariance of a Gaussian
query is set in inverse proportion to the distance between the mean of the Gaussian
query (determined by the corresponding point query) and the origin of the VA space.
That is, if a given point query is far from the origin (with large emotion magnitude),
the user may want to retrieve songs with a specific emotion (with smaller covariance
ellipse).

The performance is evaluated by aggregating the ground-truth relevance scores
of the retrieved music clips according to the normalized discounted cumulative
gain (NDCG), a widely used performance measure for ranking problems [28]. The
NDCG@P , which measures the relevance of the top P retrieved clips for a query,
is computed by

NDCG@P = 1

ZP

{

R(1) +
P∑

i=2

R(i)

log2 i

}

, (12.40)
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Fig. 12.8 Test queries used in evaluating emotion-based music retrieval: a 100 points generated
uniformly in between [–1, 1]. b 100 Gaussians generated based on the previous 100 points
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where R(i) is the ground-truth relevance score of the rank-i clip, i = 1, . . . , Q, where
Q ≥ P is the number of clips in the music database, and ZP is the normalization
term that ensures the ideal NDCG@P equal 1. Let Ni (with parameters {ai ,Bi })
denote the ground-truth annotation Gaussian of the rank-i clip. For a point query ẽ,
R(i) is obtained by p(ẽ | ai ,Bi ), the likelihood of the query point. For a Gaussian
query Ñ , R(i) is given by p(Ñ | Ni ) defined by Eq.12.37. From Eq.12.40, we see
that if the system ranks the clips in similar order as the descending order obtained on
{R(i)}Qi=1, we obtain a larger NDCG. We report the average NDCG computed over
the test query set. Note that we do not adopt evaluation metrics, such as the mean
average precision and the area under the ROC curve, because currently it is not trivial
to set a threshold to binarize R(i).

We perform threefold cross-validation as that used in evaluating general MER. In
each round, the test fold (with 536 clips) serves as the unlabeled music database.

12.6.6.2 Result

We implement a random approach to reflect the lower bound performance using
a random permutation for each test query, without taking into consideration any
ranking approach. We further implement an Ensemble approach that averages the
rankings of a test query given by emotion prediction and folding-in. Specifically,
both approaches assign an ordinal number to a clip according to their respective
rankings. Then, we average the two ordinal numbers of a clip as a new score, and
re-rank all the clips in ascending order of their new scores.

Note that we only consider AEG Uniform for simplicity in the result presenta-
tion. Our preliminary study reveals that AEG Uniform in general perform slightly
better than AEGAnnoPrior and the hybrid method mentioned in Sect. 12.5.3.4 in the
retrieval task. Moreover, for the folding-in approach, early stop is not only important
to the folding-in process, but also necessary to learning the affective GMM. Accord-
ing to our pilot study, setting ITER between 2 and 4 for learning affective GMM and
ITER = 3 for learning the pseudo song lead to the optimal performance.

Figure 12.9 compare the NDCG@5 of the emotion prediction and folding-in
approaches to emotion-based music retrieval using either point-based or Gaussian-
based queries. We are interested in how the result changes as we vary the number
of latent topics. It can be found that the two approaches perform very similarly for
point-based query when K is in between 64 and 256. Moreover, we see that emotion
prediction canoutperform folding-in forGaussian-based querywhen K is sufficiently
large (K ≥ 64). The optimal model is attained when K = 128 in all cases. Similar
to the result in general MER, it seems that setting K either too large or too small
would lead to sub-optimal result.

Tables12.4 and 12.5 present the result of NDCG@5, 10, 20, and 30 for different
retrieval methods, including the random baseline, emotion prediction, folding-in,
and the ensemble approaches. The latter three use AEG Uniform with K = 128.
It is obvious that the latter three can significantly outperform the random baseline,
demonstrating the effectiveness of AEG in emotion-based music retrieval. It can also
be found that the ensemble approach leads to the best result.
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Fig. 12.9 Evaluation result of emotion-based music retrieval. a Point-based query, larger-better.
b Gaussian-based query, larger-better

Table 12.4 The query-by-point retrieval performance in terms of NDCG@5, 10, 20, and 30

Method P = 5 P = 10 P = 20 P = 30

Random 0.1398 0.1504 0.1666 0.1804

Emotion Prediction 0.3907 0.4027 0.4288 0.4490

Folding-In 0.3868 0.4067 0.4333 0.4533

Ensemble 0.3954 0.4129 0.4398 0.4601

Table 12.5 The query-by-Gaussian retrieval performance in terms of NDCG@5, 10, 20, and 30

Method P = 5 P = 10 P = 20 P = 30

Random 0.1032 0.1090 0.1185 0.1272

Emotion Prediction 0.3143 0.3306 0.3481 0.3658

Folding-In 0.2932 0.3147 0.3383 0.3532

Ensemble 0.3204 0.3368 0.3601 0.3783

A closer comparison between emotion prediction and folding-in for point-based
query shows nip and tuck, whereas the former performs consistently better regardless
of the value of P for Gaussian-based query. Moreover, the NDCG measure seems
more favorable for point-based query thanGaussian-based one. Our observation indi-
cates that the standard deviation of the ground-truth relevance scores (i.e., {R(i)}Qi=1)
for Gaussian-based query is much larger, resulting in a more challenging measure-
ment basis than that for point-based query. However, the relative performance dif-
ference between the two methods is similar for point-based and Gaussian-based
queries.
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12.7 Connecting Emotion Dimensions and Categories

In addition to describing emotions by dimensions, emotions can also be described
in terms of discrete labels (or tags). While the dimensional approach offers a sim-
ple means for constructing a 2-D user interface, the categorical approach offers an
atomic description of music that is easy to be incorporated into conventional text-
based retrieval systems. Being two extreme scenarios (discrete/continuous), the two
approaches actually share a unified goal of understanding the emotion semantics of
music. As the two approaches are functionally complementary, it is therefore inter-
esting to explore the relationship between them and combine their advantages to
enhance the performance of emotion-based music retrieval systems. For example,
as a novice user may be unfamiliar with the essence of the valence and activation
dimensions, it would be helpful to display emotion tags in the emotion space to
give the user some cues. This can be achieved if we have the mapping between the
emotion tag space and the VA space.

In this section, we briefly introduce the Tag2VA approach that can maps a mood
tag to the VA space.

12.7.1 Algorithm Overview

Based on AEG, we can unify the two semantic modalities under a unified probabilis-
tic framework, as illustrated in Fig. 12.10. Specifically, we establish two component
models, the Acoustic Tag Bernoullis (ATB) model and the AEG model, to computa-
tionally model the generative processes from acoustic features to an mood tag and a
pair of valence-activation values, respectively. ATB is a probabilistic classification
model (a.k.a. the CBA model [20]) which can be learned from a tag-labeled music
dataset. The latent topics {zk}Kk=1 can act as a bridge between the two spaces, so that
the ATB and AEG models can share and transit the semantic information to each

Fig. 12.10 Illustration of the generation flow between tag-based and VA-based emotion semantics
of music. Two component models, namely Acoustic Tag Bernoullis (ATB) and AEG, are shown in
the left and right panels, respectively. The affective Gaussian of a tag can be generated by following
the black dashed arrows
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other. The latent topics are learned directly from acoustic feature vectors, and thus
the training datasets for learning the ATB and AEG models can be totally separate,
relieving the requirement for a jointly-annotated dataset for the two emotion modal-
ities. Note that we model each tag independently as a binary classification problem,
so that an ATB model is learned for one tag.

Once we have learned the AEG model and the ATB model for a tag, we can
obtain the VA value for the tag. As Fig. 12.10 illustrates, we first generate the topic
posterior probability of the tag using a method similar to the folding-in approach
(cf. Sect. 12.6.4) over the mixture of Bernoulli models. With the topic posterior θ ,
we can then directly predict the affective Gaussian using the AEG-based MER (cf.
Sect. 12.5.1). Interested readers are referred to [65] for more details.

12.7.2 Result

We use the AMG1608 dataset to provide qualitative evaluation on the Tag2VA
approach. AMG1608 additionally contains the binary labels of 34 mood tags, which
are used to train 34 ATB models, respectively. The AEG model is trained following
that described in general MER evaluation (cf. Sect. 12.5.3.4). Figure12.11 presents
the tag cloud generated from the VA Gaussians of the 34 mood tags. The font size
of a tag is inversely proportional to the variance of the corresponding VA Gaussian.
From the result, it can be seen that the automatically generated tag cloud reasonably
matches the result by the psychologists [65].

Fig. 12.11 The tag cloud
generated from AMG1608
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12.8 Conclusion

AEG is a principled probabilistic framework that nicely unifies the computation
processes for MER and emotion-based music retrieval for dimensional emotion rep-
resentations such as valence and arousal. Moreover, AEG better takes into account
the subjective nature of music emotional responses through the use of probabilistic
inference andmodel adaptation, furthermaking it possible to personalize an emotion-
based MIR system. The source codes for implementing AEG can be retrieved from
the link: http://slam.iis.sinica.edu.tw/demo/AEG/.

Despite that AEG is a powerful approach, there remains a number of challenges
for MER, including

• Is it the best way to consider the valence–arousal space as a coordinate space (with
two orthogonal axes)?

• How do we define the “intensity” of emotion? Does the magnitude of a point in
the emotion space implies intensity? Would it be possible to train regressors that
treat the emotion space as a polar coordinate?

• What are the features that are more important for modeling emotion?
• Cross genre generazability [13].
• Cross culture generazability [23].
• How to incorporate lyrics features for MER?
• How to model the effect of the singing voice in emotion perception?
• How do findings in MER help emotion-based music synthesis or manipulation?

We note that the number of topics in AEG is crucial to its performance. Like many
probabilistic models in text information retrieval, this is an open problem [4, 21].
Empirically, larger number of topics fine grains the model resolution and thereby
results in better accuracy. Similarly, it makes sense to use more topics to model a
larger music dataset (with more songs and annotations). However, to understand the
relationship between the topic number and performance in a real-world setting, more
user studies are still required in the future.

Moreover, AEG is only suitable for an emotion-based MIR system when we
characterize emotions in terms of valence and arousal. It does not apply to systems
that use categorical mood tags to describe emotion. A corresponding probabilistic
model for categorical MER is yet to be developed. More research efforts are also
needed for the personalization and retrieval aspects for categorical MER.

The AEG model itself can also be improved in a number of directions. For exam-
ple, there are several alternative methods that one can adopt to enhance the latent
acoustic descriptors (i.e., {Ak}Kk=1 in Sect. 12.3) for clip-level topic poster representa-
tion, such as deep learning [54] or sparse representations [61]. One can also perform
discriminative training to reduce the prediction error using the same corpus with
respect to the selection of Gaussian components or parameter refinement over the
affective GMM. For example, a stacked discriminative learning on the parameters
initialized by a EM-learned generative model has been studied for years in speech
recognition [9, 29]. Following this research line, it may help improve AEG as well.

http://slam.iis.sinica.edu.tw/demo/AEG/
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Finally, the AEG framework can be extended to include multi-modal content such
as lyrics, review comments, album cover, and music video. For instance, one can
accompany a given silent video sequence with a piece of music based on music
emotion [66]. To incorporate the lyrics into AEG, on the other hand, one can learn a
lyric topic model via algorithms such as pLSA [21] and LDA [4], and compute the
probability distribution for each song’s lyrics based on the topic model.
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Chapter 13
Emotions and Personality in Adaptive
e-Learning Systems: An Affective Computing
Perspective

Olga C. Santos

Abstract This chapter reports how affective computing (in terms of detection meth-
ods and intervention approaches) is considered in adaptive e-learning systems. The
goal behind is to enrich the personalized support provided in online educational set-
tings by taking into account the influence that emotions and personality have in the
learning process. The main contents of the chapter consist in the review of 26 works
that present current research trends regarding the detection of the learners’ affective
states and the delivery of the appropriate affective support in diverse educational set-
tings. In addition, the chapter discusses open issues regarding affective computing
in the educational domain.

13.1 Introduction

Literature reports interplay between the cognitive aspects of learning and affect,
which implies the need to detect and then intelligent manage (through appropriate
feedback based on affect-related strategies) the affective dimension of the learner
within educational systems [5]. In this way, an affective-based personalized learning
experience can be provided. In fact, over 10years ago it was already suggested that
the “new” technologies (that can develop new sensors and interfaces, such as intelli-
gent chairs, gloves, and mice, as well as new signal processing, pattern recognition,
and reasoning algorithms) can help to measure, model, study, and support learners
affectively, the less intrusive as possible the better [64]. Nevertheless, it is still not
clear which affective features are to be considered in the learner models that drive
the adaptation pathways [90].

Affective computing research explores howaffective factors influence interactions
between humans and technology, how affect sensing and affect generation techniques
can inform our understanding of human affect, as well as the design, implementation,
and evaluation of systems involving affect at their core [7]. Detecting and modelling
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affect is an open research topic that is to be addressed from a psychological per-
spective [9]. Readers interested can consult other chapters of this book for a more
psychology-based background on emotions and personality (i.e. see Chap.3 for per-
sonality models; Chap.4 for affect acquisition; Chap.5 for personality acquisition;
Chap.9 for available datasets with personality and affective parameters).

In turn, this chapter reports how affective computing is considered in e-learning
systems to enrich the personalized support provided in them by taking into account
the influence that emotions and personality have in the learning process. Nonethe-
less, for the shake of context, a brief overview of non-specific educational issues
on emotions and personality research is provided in this section. The situation can
be summarized as follows: since personality is considered much more stable than
emotions, research efforts to adapt systems responses to the users’ needs havemainly
focused on automatically detecting emotional changes during learners’ interactions
while personality has usually beingmodelledwith standardized psychological instru-
ments. Anyway, there still exist many challenges both for the automatic detection of
the user state and the delivery of the appropriate personalized intervention.

The chapter is structured as follows. After this introduction, a review of 26
e-learning systems that take advantage of affective computing (where emotions
and/or personality traits are considered) is reported. This review serves to identify
the current research trends in the field. Then, other open issues that might worth be
explored are discussed. Finally, main contributions are wrapped up.

13.1.1 Overview of Emotions

Emotions are complex. They represent short reactions (i.e., a matter of seconds)
to the perception of a specific (external or internal) event, accompanied by mental,
behavioural and physiological changes [53]. They have been defined in a huge vari-
ety of ways and there is no agreed theory that explains them. Within the affective
computing field, the aim is to automatically detect and intelligent respond to users’
emotions in order to increase usability and effectiveness [9].

As discussed in Chap. 4, there exist many modalities for affect detection (e.g.,
spoken and written language, video including facial expression, body posture and
movement, physiological signals, tactile interaction data), which can either use a
discrete (in terms of specific emotions) or a continuous (in terms of degrees of
valence and arousal) representation model. Detecting emotions in contexts of exten-
sive information use can pose several methodological challenges [50]: (1) defining
the phenomena (affect, emotion, mood, feeling, etc., as well as the way to structure
it, either as a discrete or a continuous manifestation); (2) selecting the methods for
the study (control of variables, emotions elicitation, naturalistic setting, participants’
engagement), the data collection (standardized measures, level of obtrusiveness of
the emotional source used, objectiveness of the emotional labelling, cost of the data
collection, researchers’ skills), and the data interpretation (pilot data, time interval);
(3) preparing and integrating data (quantity, quality and compatibility with other

http://dx.doi.org/10.1007/978-3-319-31413-6_3
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data); and (4) deriving meaning from data (to make computers more attuned to users’
needs and making users’ experience more pleasant). The use of multiple methods for
emotions detection would increase reliability of findings and more comprehensively
cover multiple facets of emotions [83]. In addition, multimodal detection approaches
that combine emotional information from diverse sources seem to improve the clas-
sification accuracy of the emotions detected, but there are still several open issues to
be researched [15].

Despite existing challenges regarding the automatic detection of emotional states,
there are also research efforts aimed to close the so-called affective loop [12] by devel-
oping solutions that dynamically respond to the emotions recognized and are aimed
at influencing the user’s affective state. Some application domains where emotions
are taking into account are tackled in other chapters of this book, such as conversa-
tional systems (Chap. 11) and music information retrieval (Chap.13, Chap.15 and
Chap.17). This chapter focuses on the educational domain.

13.1.2 Overview of Personality

Regarding personality, affective computing follows the trait approach, which focuses
on finding empirically psychological differences among individuals and how these
differences might be conceptualized and measured, and thus, modelled and imple-
mented in computers [58]. Personality traits are dispositions towards action, belief
and attitude formation, differ across individuals and influence behaviour [52]. Per-
sonality is much more stable than emotions (normally considered stable over years
[88]), but can influence emotions directly [69], Thus, personality needs to be consid-
ered when personalizing a system to the users’ needs [58], especially when affective
issues are taken into account.

In addition, as discussed in Chap. 5, people do not always behave the same way
due to the natural variability of behaviour in concrete situations. To deal with this
behavioural variability, personality states have been proposed, which can be defined
as behavioural episodes having the same contents as traits [25].

Typically, personality traits are identified using questionnaires containing descrip-
tive items that accurately reflect the traits of interest [2]. As acknowledged in Chap.3,
the so-called big fivemodel, or five factor model (FFM), has become standard in Psy-
chology to describe personality. The FFM is a multi-factorial approach which labels
the following five traits: (i) extraversion, (ii) agreeableness, (iii) conscientiousness,
(iv) neuroticism, and (v) openness to experience.

Nonetheless, proposals are being made to automatically detect users’ personality
from cues left in daily life activities [28] or inferred from speech [29], text-mining
[51], mining interactions in social networks [60] and keyboard and mouse usage
[41]. In this respect, Chap.5 reviews sources of data and methods to automatically
detect personality. In fact, as surveyed in [93] and despite open issues and challenges
regarding data, methodological issues and applications, technologies are being capa-
ble of dealing with personality in three ways: (i) automatic personality recognition

http://dx.doi.org/10.1007/978-3-319-31413-6_11
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(inference of the true personality of an individual from behavioural evidence), (ii)
automatic personality perception (inference of personality others attribute to an indi-
vidual based on her observable behaviour), and (iii) automatic personality synthesis
(generation of artificial personalities via embodied agents).

13.2 Affective Computing in Educational Scenarios

Affect detection in educational scenarios is even more challenging than in other
domains, since emotions usually do not change too much during learning [86] and
have lower intensity than in other domains [71]. Even though there is not yet a single
theory that fully explains how emotions influence learning, computers can be given
some ability to recognize and respond to affect, and this can also help to understand
the phenomenon [64]. In this respect, different modelling approaches have been used
in the educational domain, such as the OCC model [61], the basic emotions [21],
the Learning Spiral Model [45], and the model of achievement emotions linked to
academic performance based on the AEQ [63].

Since affect recognition in educational scenarios is still at an early research stage,
human labelling of learners’ affect by trained observers (e.g., using the BROMP
protocol [59]) is needed to identify student learning behaviours and suggesting how
emotions impact on learning [97]. To aid the study of learners’ affect and inform
the design of affective computing educational systems, knowledge elicitation meth-
ods can be used, which differ in what instruments are available, who generate the
emotional reports and when the elicitation is undertaken [65]. In any case, detecting
learners’ affective states can be helpful not only in adapting the tutorial interaction
and strategy, but also in contributing to the understanding of affective behaviour and
its relation to learning, thereby facilitating an optimal learning experience [1].

In addition, as commented in the previous section, the personality traits of a person
can also influence emotions, and thus, could have an impact on the learner’s affective
state [19]. In particular, personality can be used as a predictor of affective state, when
coupled with performance related to a learning goal [11, 67].

With this context in mind, a literature review (compiled in Table13.1) has been
done to collect approaches for detecting the learners’ affective state and reacting to
them by delivering some affective intervention in diverse educational scenarios, con-
sidering emotions and personality traits. This review does not aim to be an exhaustive
analysis of the state of the art in the field. In turn, it aims to illustrate the state of
the art of affective computing in educational scenarios. This selection of 26 works
is biased towards recent papers (more than half of them were published in 2014 and
2015, while this chapter was being written) that summarize the progress towards the
current state of the art, and which can serve as reading pointers for researches who
want to get familiarized with the field. Thus, they can also serve to discuss the current
trends and open issues in the field.

For each work analyzed, the following information is compiled in Table13.1 (in
addition to the authors, publication year and bibliographical reference): (i) the type of
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educational setting, including the number of participants involved in the evaluation
studies reported, (ii) the personality traits considered (if any), (iii) data source(s)
used to extract the (emotional) information, (iv) the emotional labelling used as well
as the labeler (learner vs. educator/researcher), (v) the detection technique(s) used to
model the emotions, and (vi) the intervention applied (when done) to feed the learner
back with affective support.

The 26 works compiled in Table13.1 aim to provide an overview of the current
research trends and open issues regarding the application of affective computing in
e-learning systems. Emotions, personality traits or both are considered

From a quick look, it can be noticed the diversity in the educational settings. They
can be classified in game-based learning systems [10, 31, 39, 62, 70], intelligent
tutoring systems [14, 34, 71], dialogue system [48], agent-based systems [16, 19,
24, 31, 32, 35, 91, 96], and non-specific (or non-specified) learning environments
[1, 30, 38, 42, 47, 68, 77, 80, 81, 86].

Usually, the number of participants invovled in the evaluation studies is large in
order to account for statistical validity across subjects. However, in some works,
intrasubject studies have been carried out over several months [14, 68, 86].

Although the final goal of the research is the same in all the works (i.e. build
educational systems that provide personalized affective support), the focus of the
research reported in the selected papers is diverse. Some papers mainly focus on
improving emotions detection, either by exploring the potential of single data sources
[1, 10, 14, 34, 35] or the combination of several input sources [24, 39, 42, 62, 71,
80, 86]. Other works focus on improving the affective intervention, avoiding the
challenges in automatic affective detection by simulating the detection process by
using the Wizard of Oz method [17] as in [27, 30, 77, 81]. In addition, a third group
of papers focus on analyzing the affective states reported [14, 31, 38], the influence
of the personality [19, 32, 47], or assessing the impact of the affect support in the
learning process [16, 48, 70, 91, 96].

Data sources considered are also diverse. In particular, the following have been
reported: (1) cameras for facial expressions and/or body movements [1, 16, 24,
39, 71, 77, 81, 91, 96]; (2) pressure sensor/posture sensing chairs [16, 91, 96];
(3) Kinect sensor [62]—in [80] it is used to collect data, but analysis not reported;
(4) physiological signals such as electro dermal activity [14, 38, 42, 71, 77, 86,
96]; electromyography [10]; skin temperature [71, 77]; breath rate [71]; electroen-
cephalograpy [38, 86]; heart rate [38, 71, 77, 86], (5) behavioural information such
as keystrokes [24, 42, 80]; mouse movements [38, 42, 80] and pressure [96]; inter-
action logs [24, 39, 62, 71] and performance features [38]; (6) eye-tracking [35],
(7) speech features [30, 34, 48, 77] and conversational cues [16]; (8) text [68, 80];
(9) participant’s screen [30, 31, 81]; and (10) learners’ answers to questions [32,
47, 70]. In addition, quantified-self sensors such as wearable arm bracelets have also
been used to collect data ([62, 96]). In particular, the sensor used in [62] can mea-
sure participant’s orientation through a built-in 3-axis accelerometer in addition to
electrodermal activity and skin temperature. However, due to errors in the collection
process, these data could not be analyzed.
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This diversity in the data collection sources follows existing approaches in the
affective computing field, which among others, include facial expression, voice (par-
alinguistic features of speech), body language and posture, physiology and brain
imaging, as well as multimodal combinations [9]. In addition, keyboard and mouse
interactions are considered as affective information sources [44]. And because the
educational context is taken into account, interaction logs can provide lexical, seman-
tic and contextual cues, as well as the interactive features gathered within the envi-
ronment (hints or information buttons) [54].

With respect to the techniques used for detecting emotions, supervised classifi-
cation technqiues are mainly used [1, 16, 24, 34, 35, 39, 47, 48, 62, 71, 80, 86],
as well as probabilistic models [10, 38, 70] and regression analysis [42, 91, 96].
This requires emotionally labelling learners’ interactions and behaviour [54, 72,
97]. To this respect, methodological decisions need to be taken regarding methods,
instruments and informants for the labelling process [65]. These decisions can com-
promise the ecological validity of the detection process, for instance, if learners are
asked to verbalize their affective stateswhile interactingwith the e-learning systemor
attached physiological sensors are used, but these decisions are necessary for deriv-
ing models that can be introduced and evaluated subsequently in more ecologically
valid situations [54].

Practice shows that the labeling is either performed by the learner during the
interaction with the system [10, 14, 16, 30, 35, 38, 70, 71, 80, 86, 96], by the
learner retrospectively [16, 30, 34, 71], or by the researcher during [16, 30, 34, 39,
62, 81] or after the interaction [1, 16, 24, 31, 80]. With respect to emotional labeling
by the researcher while the learner interacts with the system, BROMP standardized
procedure is used [30, 39, 62]. In most cased, the labelling is done in terms of a set
of predefined categories, being boredom, confusion, frustration, engagement/flow
and delight/pleasure/happiness/joy/excitement themost commonly used ones, which
except for the lower cases of curiosity, is consistent with findings reported elsewhere
[13]. In few cases, a dimensional labelling (in terms of valence [10, 70, 80] or arousal
[42, 80] is done. In onework, the physiological signal (i.e. electodermal activity) was
used as the emotional labeler [42]. In onework, labels aremapped to the specification
W3C EmotionML [71].

Few systems consider personality traits. When done [10, 19, 32, 38, 47, 70, 77,
81], standardize questionnares following the FFM are used (e.g., IPIP-NEO, mini-
IPIP, NEO-PI-R). Other personality traits, such as the general self-efficacy scale [85]
have been collected in [77, 81]. No works have been found to automatically detect
the personality from the learners’ interactions.

Regarding affective interventions, notmany systems provide them (although some
give suggestions about how to deliver them (e.g., [10, 24, 34, 35, 38, 47, 67, 71,
80]), but when done, it is either delivered through different kinds of feedback depend-
ing on the learner’s personality [19] or emotional states [30, 48, 68, 81, 86] and/or
by synthesizing affective elements through the generation of facial expressions, the
inflection of speech, and the modulation of posture in the case of embodied conver-
sational agents or learning companions [16, 31, 32, 91, 96]. Another way to respond
to the learners’ affective state is through the physical ambient in which the learner
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is embedded, exploring the use of the different sensorial channels with ambient
intelligence [77].

In this respect, determining in an automatic way the best tutoring response to
specific learners’ affective states (including when to intervene and what affective
support to provide) is a difficult task, but might not require a very robust diagnosis of
learner affect [66]. Anyway, experiments have shown that affective-based interven-
tions do change the learners behavior, but the appropriate strategy has to be applied,
as well as the appropriate time and type of feedback to success on the intervention
(for instance, mirroring the student emotion might not be the right response for all
emotions) [97]. Thus, elicitation methods that involve educators in identifying edu-
cationally oriented recommendations are required to elicit the appropriate affective
support, such as the TORMES methodology [78].

From this review, it can be concluded that there is not a clear approach regarding
emotions detection in terms of data sources, labelling and modelling. In trun, person-
ality features are statically used (when considered). And intervention opportunities
are still to be explored. Hence, there is still a large way to go for affective computing
research in educational scenarios. Nonetheless, other issues that might worth also to
be explored are discussed in the next section.

13.3 Open Issues

Additional open issues regarding emotions and personality in e-learning systems that
have not emerged during the review carried out in the previous section, and which
might worth be explored in future research, are commented here.

13.3.1 Learning Styles and Affective States

In the educational domain, learning styles can be considered a specific personality
trait, being the Index of Learning Styles (ILS)1 by Felder and Soloman the most
commonly used. In fact, it seems to be some correlation between personality traits
and learning styles [43]. However, no evidence has been found in the literature that
learning styles influence affective states, even when both are computed in the same
system [40, 46]. Thus, the field requires experimental studies that can provide some
insight into this question, including (if appropriate) dynamic detectors of learning
styles as their stability is controversial [23].

1http://www4.ncsu.edu/unity/lockers/users/f/felder/public/ILSpage.html.

http://www4.ncsu.edu/unity/lockers/users/f/felder/public/ILSpage.html
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13.3.2 Emotions and Personality in Collaborative Learning

Emotions can emerge in collaboration scenarios and influence learning [36]. They
can be very motivating and rewarding for learners [37], and transferred among them
[4]. Thus, they have to be considered when managing the collaboration in e-learning
scenarios. For instance, emotions have been measured in the different stages of the
collaborative logical framework approach [76]. In turn, in order to design order to
design group learning activities, a framework that integrates techniques for affect
recognition using physiology and text has been proposed [8]. Another proposal is to
suggest collaborative activities to groups of students according to the group mem-
bers’ emotions [68]. In addition, personality traits also play a key role in social and
collaborative scenarios since personality can modulate the way the student partici-
pates in a given situation [89].

However, still little attention has been paid on understanding the role of affective
and social factors when learning collaboratively online, and there is still a need for
further development of methodological approaches. To provide some background on
social emotions, see Chap.2.

13.3.3 Emotions and Personality in Inclusive Learning

While learning should be an engagement experience, this is more critical when stu-
dents have learning disabilities, which might imply additional efforts on the learners
to develop the required learning strategies [57]. Thus, emotional states such as frus-
tration are more likely to happen, and thus, more important to be detected in these
situations.

Emotional management is also very relevant in autism spectrum disorders [22].
Affective states of children with autism spectrum disorders have already been exper-
imentally detected via physiology-based affect recognition technique [49]. The use
of embodied conversational agents can also help to understand and influence the
affective dynamic of learning and improve their social and emotional functioning
[55].

In addition, people with bipolar disorders can also benefit from emotion detectors
as they require mechanisms to get insight in their own emotional state [42].

Moreover, there exist diverse challenges for inclusive emotions detection in edu-
cational scenarios, especially when recording facial expressions and analyzing the
typing behavior in visually impaired learners [79]. The former refers to eye and
head blindisms (repetitive, self-stimulatingmannerismsmade by blind people uncon-
sciously), which should be taken into account when processing the data. The later
implies detecting the purpose of each keystroke (data input vs. content navigation),
and processing it accordingly.

http://dx.doi.org/10.1007/978-3-319-31413-6_2
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Personality computing is also likely to play a major role in detecting disorders
like paranoia and schizophrenia [93] that typically interfere with personality [94]
and can impact learning [20].

13.3.4 Gathering Affective Data in a Non-intrusive Way

In addition to the low intrusive hardware sensors already reported by Picard et al. [64]
(i.e. camera, posture analysis seat, pressure mouse and wireless skin conductance
sensor), current technological advances on wearable devices [56] and e-textiles [26]
can facilitate the low-cost and low-intrusive gathering of physiological and behav-
ioral data that can be used to infer learners’ affective states. In this respect, as com-
mented in Chap.8, mobile devices allow in-situ sampling of human behavior, and
provide researchers with ecologically valid and timely assessments of a person’s
psychological state at previously unimaginable granularity and scale.

Nonetheless, sensor-free affect detection should also be explored, as recent
research in educational data mining shows that some emotions such as frustration
can be recognized from log data [95].

13.3.5 Big Data Processing of Affective Multimodal Flows

Since affective computing requires a large computational infrastructure for data
processing and analysis, big data on cloud computing should be considered [33].
Big data technologies provide an opportunity to extract insightful multimodal emo-
tional information flows of continuously gathered from mobile devices as it can deal
with the processing of data that is potentially unstructured, needs to be processed
at high velocity, and is growing so big in size that it becomes impractical to handle
using traditional data processing systems [3]. In fact, the potential of big data in
education is large due to its ability to mine unstructured and informal connections
and information produced by students, including sensors and location-based data,
which can allow educators to uncover useful facts and patterns they were not able to
identify in the past [18].

13.3.6 Providing More Interactive and Contextual Affective
Feedback

As learning takes place in diverse and rich environments, the incorporation of con-
textual information about the learner when providing personalized feedback can
improve the system response to the learner’s needs [92]. Thus, the challenge here is

http://dx.doi.org/10.1007/978-3-319-31413-6_8
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to identify the appropriate affective support to be delivered to the learners by taking
advantage of contextual information that can be used to detect learners’ affective
state and personality traits.

To advance in this issue, some steps have been carried out applying TORMES
elicitation methodology [78] to analyze the feasibility of interactive context-aware
affective educational recommendations using ambient intelligence [77]. In particular,
as commented in Sect. 13.2, stressful situations have been detected (using theWizard
of Oz user centred design method) from physiological signals, facial expressions,
body movements and speech, and these situations have been affectively managed
by delivering sensorial feedback to the learner through different sensorial channels
(e.g., sight, hearing, touch). Further details on how this sensorial support can be
implemented are provided in [82].

13.3.7 Interoperable Support for Ubiquitous Affective
Learning

Affective detection technologies and intervention support algorithms embedded into
mobile infrastructures should provide in a near future ubiquitous learning experiences
affectively. For this, interoperability between the components involved in the affective
adaptation process needs to be supported, as in non-affective educational scenarios
[75].

In this sense, there exist description languages to model emotions (i.e. the W3C
Emotion ML [84]) and personality (i.e., the PersonalityML 2.0 [58]). Other spec-
ifications that might be of interest are the Attention Profiling Mark-up Language
(APML)2 and the Contextualized AttentionMetadata (CAM).3 They need to be inte-
grated with educational specifications such as those proposed by the IMS Global
Learning Consortium4 as well as with the standards and specifications used in big
data infrastructures.

13.3.8 Affective Support in Psychomotor Learning

According to psycho-educational theories, learning not only involves cognitive and
affective aspects, but also psychomotor aspects, which are related to actions and
require the acquisition of motor skills [6]. In fact, there are some kind of learning
activities such as playing a musical instrument, doing a medical operation, playing
sports, etc. that require learning motor skills in order to properly perform them.
Adaptive e-learning systems can be built to support psychomotor learning [73].

2APML: http://apml.areyoupayingattention.com/.
3CAM: https://sites.google.com/site/camschema/home.
4IMS: http://www.imsglobal.org/.

http://apml.areyoupayingattention.com/
https://sites.google.com/site/camschema/home
http://www.imsglobal.org/
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These smart learning environments should provide a holistic personalized support
to learners involving cognitive, affective, and psychomotor aspects, and thus, be
able to deal with learners’ movements, both to reinforce cognitive learning and to
support motor skills acquisition, and where affective issues are also supported to
keep motivation and engagement [74].

Considering the affective state of the learner while learning motor skills is crit-
ical in order to deal with the trade-off between learning and performance [87]. In
particular, actions that can produce relatively permanent changes in behaviour with
long-term retention and transfer introduce more performance errors, and thus, might
frustrate the learner. Performance errors are reduced if the activity is reproduced over
and over, but this also increases boredom. Hence, special attention to the affective
state is needed also when learning motor skills.

13.4 Concluding Remarks

The review carried out in this chapter (consisting in a detailed analysis of 26 publi-
cations) has illustrated how affective computing has been applied to develop diverse
adaptive e-learning systems. Emotions are more widely considered than personality
traits, and they are alsomore diverse. Emotions are usually detected during the learner
interaction using supervised classification methods from a wide variety of emotional
sources that are manually annotated by learners or researchers, while personality,
when considered, is statically gathered with FFM questionnaires. Few works report
the delivery of interventions, as they require the existence of accurate affective (and
personality) detectors (and this still has many open issues regarding data sources,
labelling and modelling). Nonetheless, learner’s direct input or user centered design
methods like the Wizard of Oz are being used in parallel to explore intervention
opportunities and thus, advance the research on the impact on the learners of the
affective support provided.

Thus, from the current trends, many challenges exist to provide affective support
in educational scenarios. In addition, there are other issues not emerging from this
review that might also be relevant to explore. Some of them have been discussed in
this chapter. On the one hand, from the learners’ perspective, future research could
focus on investigating if learning styles (which can be considered a kind of person-
ality trait in the educational domain) influence somehow the affective state of the
learner. It could also focus on providing a collaborative and inclusive affective learn-
ing experience since (i) the learner might not be learning alone, and (ii) learners are
functionally diverse. On the other hand, from a technological perspective, there are
several open issues regarding the gathering data in a non-intrusive way, processing
(with big data techniques) multimodal flows of affective data, and providing more
interactive and contextual affective feedback through interoperable infrastructures in
order to support ubiquitous affective learning experiences. Resulting adaptive learn-
ing environment are expected to provide a holistic personalized support to learners
involving cognitive, affective, and psychomotor aspects.
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Finally, in addition to those open issues, and in line with affective computing
research in general [15], further efforts are also required in this domain to support
naturalistic learning experiences into the wild by assuring authenticity (naturalness
of training and validation data), utility (states detected are relevant in the real-world
contexts of use) and generalization (maintain its level of accuracy when applied to
new individuals and new or related contexts).
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Chapter 14
Emotion-Based Matching of Music to Places

Marius Kaminskas and Francesco Ricci

Abstract Music and places can both trigger emotional responses in people. This
chapter presents a technical approach that exploits the congruence of emotions raised
by music and places to identify music tracks that match a place of interest (POI).
Such technique can be used in location-aware music recommendation services. For
instance, a mobile city guide may play music related to the place visited by a tourist,
or an in-car navigation system may adapt music to places the car is passing by.
We address the problem of matching music to places by employing a controlled
vocabulary of emotion labels.Wehypothesize that the commonality of these emotions
could provide, among other approaches, the base for establishing a degree of match
between a place and a music track, i.e., finding music that “feels right” for the
place. Through a series of user studies we show the correctness of our hypothesis.
We compare the proposed emotion-based matching approach with a personalized
approach where the music track is matched to the music preferences of the user, and
to a knowledge-based approach which matches music to places based on metadata
(e.g., matching music that was composed during the same period that the place of
interestwas built in).We show thatwhen evaluating the goodness of fit betweenplaces
and music, personalization is not sufficient and that the users perceive the emotion-
based music suggestions as better fitting the places. The results also suggest that
emotion-based and knowledge-based techniques can be combined to complement
each other.
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14.1 Introduction

Music is generally considered an emotion-oriented form of content—it creates an
emotional response in the listener, and therefore can be described by the evoked emo-
tions. For instance, most people will agree with a description of Rossini’s “William
Tell Overture” as happy and energetic, and Stravinsky’s “Firebird” as calm and anx-
ious [18]. This music typically suggests, triggers those emotions in listeners.

Similarly to music, places can also trigger emotional responses in visitors [4] and
therefore are perceived as associated to their generated emotions. Moreover, certain
types of places have been shown to have a positive effect on people’s emotional
health [14]. This phenomenon is particularly relevant for tourism: places (destina-
tions) have become objects of consumption (much like books, movies, ormusic in the
entertainment domain). Tourists “gaze upon particular objects, such as piers, towers,
old buildings, or countryside …with a much greater sensitivity to visual elements of
landscape and townscape than is normally found in everyday life” [39]. Therefore,
emotional responses to places are particularly strong in tourists.

In our work, we envision a scenario where music can augment the experience of
places by letting places “sound with music”, the music that is perceived by people
as the “right” one for the place. This scenario is suggested by the observations made
above, namely that both music and places are naturally associated with emotions,
and therefore, given a place, one can identify music that is associated with the same
emotions that are associated to the place.

Besides, music is strongly connected to places for cultural and social reasons.
Music is a cultural dimension and a human activity that contributes to give meaning
to a place. For instance, consider how important flamenco music is for a city like
Seville in Spain, or opera compositions for Vienna in Austria. We all deem music as
profoundly related to and contributing to the image of such destinations. In fact, many
music compositions have been motivated or inspired by specific places. Consider for
instance the impressionistic compositions by Claude Debussy, such as “La Mer” or
“Preludes”. They are all dedicated to places, e.g., “La Puerta de Vino” (The Wine
Gate) and “La Terrasse Des Audiences Du Clair De Lune” (The Terrace of Moonlit
Audiences).

Based on the observations made above, it is meaningful to explore the relation-
ships between music and places and in particular to find music that “sounds well for
a place” (see Sect. 14.2.3). However, automatically finding music artists and compo-
sitions related to a given place is not a simple task for a computer program. It requires
knowledge of both domains, and a methodology for establishing relations between
items in the two domains, which is clearly a difficult problem to be solved automat-
ically by an intelligent computer-based system [16, 25]. In this chapter, we describe
a technical approach that exploits the congruence of emotion-based descriptions of
music and places of interest (POIs) to establish a degree of match between a place
and a music track.
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The proposed technique can be applied in location-aware music recommendation
services. For instance, a mobile city guide may provide an enhanced presentation of
the POI visited by a tourist, and playmusic that is related, i.e., emotionally associated
to the place (e.g., Mozart in Salzburg, or a Bach’s fugue in a Gothic Cathedral).
Other examples include a car entertainment and navigation system that adapts music
to the place the car is passing by, or a tourism website where the information on
travel destinations is enhanced through a matching music accompaniment. Such
information services can be used to enhance the user’s travel experience, to provide
rich and engaging cultural information services, and to increase the sales of holiday
destinations or music content.

This chapter describes the emotion-based matching of music to places which has
been developed and evaluated through a series of user studies [5, 22]. As a first step
of our research, we have shown that a set of emotions can be employed by users
to describe both music tracks and POIs [5]. We have adopted tags to represent the
emotional characteristics of music and POIs and used this common representation
language to match and retrieve music that fits a place.We decided to use tags because
of the popularity of social tagging and user-generated tagging data are still growing
on the Web [35, 38]. Several web mining and machine learning techniques have
been developed to handle available tagging data. These include tag-based content
retrieval and recommendation solutions, which are relevant for implementing our
target functionality of retrieving music matching a given place.

Subsequently, we have evaluated the proposed music-to-POI matching technique
in a mobile guide prototype that suggests and plays music tracks while users are
visiting POIs in the city of Bolzano (Italy) [5]. The evaluation results show that users
agree with the music-to-POI matches produced using our technique.

Having validated the usefulness of emotion tags for matching music to places,
we have implemented a machine learning technique to scale up the tagging process.
In fact, in the first experiments the music was tagged manually by users and this
requires a consistent user effort. So, in order to reduce this cost we have shown that
one can employ state-of-the-art music auto-taggers, and evaluated the performance
of our matching approach applied to automatically tagged music against alternative
music matching approaches: a simple personalized approach and a knowledge-based
matching techniquewhichmatchesmusic to places based onmetadata (e.g.,matching
music that was composed during the same period that the place of interest was built
in) [22].

In the following section we provide background information on research that
addresses emotions in the context of searching formusic andplaces. Subsequently,we
describe the proposed emotion-basedmatching approach and experiments conducted
to validate its effectiveness. Finally, we discuss the position of our technique within
music adaptation research and present some open issues in the area of emotion-aware
and location-aware music services.
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14.2 Background

14.2.1 Emotions and Music

Emotional qualities of music are studied in the area of music psychology [30]. Music
psychologists have been studying how people perceive and are affected by emo-
tions in music [17, 41], or how music preferences correlate with the user’s state-
of-mind [29, 31]. Likewise, this topic has attracted the interest of computer science
researchers. The research area ofmusic information retrieval (MIR)—acomputer sci-
ence branch dedicated to the analysis of music content—devoted considerable atten-
tion to automatic detection of emotions conveyed by music [40] (see also Chap. 12).
This subject attracts researchers due to the large possibilities it opens for the devel-
opment of music delivery services. For instance, emotion-aware music services may
be used for searching music collections using emotion keywords as a query, or for
recommending music content that fits the user’s mood.

Automatic recognition of emotion-related descriptors of music tracks is a chal-
lenging research problem, which requires large collections of training data—music
labeledwith appropriate emotion tags—and therefore needs the definition of a vocab-
ulary of possible emotions conveyed by music. However, the definite set of emotions
raised by music is not easy to determine. Despite numerous works in cognitive psy-
chology, up to date no universal taxonomy of emotions has been agreed on. Human
emotions are complex and multilayered, therefore, focusing on different aspects of
emotions leads to different lists of emotions. This means that there may not exist
a universal emotion model to discover, but emotions are to be chosen based on the
task and domain of the research [9]. Two main groups of emotion models have
been identified [11]: dimensional models, where emotional states are represented
as a combination of a small number of independent (usually two) dimensions, and
category-based models, where sets of emotion terms are arranged into categories.

In dimensional models, the general idea is modeling emotions as a combination
of activeness and positiveness of each emotion. Thus, the first dimension represents
the Activation level (also called Activity, Arousal or Energy), which contains values
between quiet and energetic; and the second dimension represents the Valence level
(also called Stress orPleasure), which contains values between negative and positive.
The most popular dimensional emotion models are Russell’s circumplex model [32]
and Thayer’s model [37].

Category-based models offer a simpler alternative to modeling emotions where
emotion labels are grouped into categories. For instance, Hevner [17] conducted
a study where users were asked to tag classical music compositions with emotion
adjectives and came up with 8 emotion clusters: dignified, sad, dreamy, serene,
graceful, happy, exciting, and vigorous. A more recent and elaborated research on
emotional response to music was carried out by Zentner et al. [41] who conducted a
series of large-scale user studies to determine which emotions are perceived and felt
by music listeners. The study participants rated candidate adjectives by measuring
howoften they feel and perceive the corresponding emotionswhen listening tomusic.

http://dx.doi.org/10.1007/978-3-319-31413-6_12
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The studies resulted in a set of 33 emotion terms in 9 clusters which was called the
Geneva Emotional Music Scale (GEMS) model. The representative emotions of
the clusters are: wonder, transcendence, tenderness, nostalgia, peacefulness, power,
joyful activation, tension, and sadness. We have adopted the GEMS model as a
starting point in our research.

Having a vocabulary of emotions for labeling music content allows researchers to
build automatic music emotion recognition algorithms. This task is more generally
referred to asmusic auto-tagging and is typically performed employing a supervised
learning approach: based on a training set of music content features and a vocab-
ulary of labels, a classifier is trained and subsequently used to predict labels for
new music pieces. In our work, we employed a variant of the auto-tagger presented
by Seyerlehner et al. [34] which showed superior performance in the “Audio Tag
Classification” and the “Audio Tag Affinity Estimation” tasks, run at the 2012Music
Information Retrieval Evaluation eXchange (MIREX).1

14.2.2 Emotions and Places

The concept of place and itsmeaning has attracted attention among both philosophers
and psychologists. Castello [7] defined place as a part of space that stands out with
certain qualities that are perceived by humans. The author claimed that places stand
out in our surroundings not because of certain features that they possess, but because
of the meanings we attribute to these features. As such, places can have a strong
impact on people’s memories, sentiments, and emotional well-being.

Debord [10] introduced psychogeography—the study of the effects of geograph-
ical environment on the emotions and behavior of individuals. Bachelard [4], in his
work on the Poetics of Space discussed the effect that a house and its outdoor con-
text may have on human. The author described places that evoke impressions (i.e.,
emotions) in humans as poetic places.

Place ismost commonly analyzed in the context of an urban environment [4, 7, 10,
14]. This is not surprising since most people live in cities and therefore interact with
urban places on a daily basis. In our work, we focus on places of interest (POIs)—
places that attract the interest of city dwellers and especially tourists. In the tourism
domain, a POI is arguably the main consumption object [39] as tourists seek out
churches, castles, monuments, old streets, squares in search of authenticity, culture,
and the sense of place.

Although urban places and their impact on human emotional well-being have been
studied by psychologists [7, 13, 14], to our knowledge no taxonomy of emotions
that a place may evoke in people has been proposed.

1http://www.music-ir.org/mirex.

http://www.music-ir.org/mirex
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14.2.3 Places and Music

Although it has been argued that sound is as important as the visual stimuli in con-
tributing to the sense of a place [19], few works have addressed the use of music to
enhance people’s perception of a place.

In his work on the sonification of place, Iosafat [19] discussed the philosophical
and psychological aspects of the relation between places, their sounds, and human
perception of places. The author presented an urban portrait project, where field
recordings of prominent places in a city were mixed with musicians’ interpretations
of the places to create a sonic landscape of the city.

Ankolekar and Sandholm [2] presented a mobile audio application Foxtrot which
allows its users to explicitly assign audio content to a particular location. The authors
stressed the importance of the emotional link betweenmusic and location. According
to the authors, the primary goal of their system is to “enhance the sense of being in
a place” by creating its emotional atmosphere. Foxtrot relies on crowdsourcing—
every user is allowed to assign audio pieces (either a music track or a sound clip) to
specific locations (represented by the geographical coordinates of the user’s current
location), and also specify the visibility range of the audio track—a circular area
within which the track is relevant. The system is then able to provide a stream of
location-aware audio content to its users.

While sounds can enhance the sense of place, also places may contribute to the
listener’s perception of music or even act as stimuli for creating music [1]. The US
music duo Bluebrain is the first band to record a location-aware album.2 In 2011, the
band released two such albums—one dedicated toWashington’s park National Mall,
and the second dedicated to New York’s Central Park. Both albums were released as
iPhone apps, with music tracks prerecorded for specific zones in the parks. As the
listener moves through the landscape, the tracks change through smooth transitions,
providing a soundtrack to the walk. Only by listening to the albums in their intended
surroundings can the users fully experience music as conceived by the artist.

Inmusic recommendation research, where the goal is providing userswith person-
alized music delivery services, the place of a user at the time of receiving recommen-
dations has been recognized as an important factor which influences the user’s music
preferences [15]. The location of the user (along with other types of information
such as weather or time) represents an additional source of knowledge which helps
generating highly adaptive and engaging recommendations, known as situational or
contextual recommendations [21].

Research works that exploit the user’s location for music recommendation typ-
ically represent it as categorical data [8] or as GPS coordinates [33]. For instance,
Cheng and Shen [8] created a dataset of (user, track, location) tuples where the loca-
tion value was set as one of {office, gym, library, canteen, public transport}. The
authors proposed a generative probabilistic model to recommend music tracks by
taking the location information into account.

2http://bluebrainmusic.blogspot.com/.

http://bluebrainmusic.blogspot.com/
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Schedl et al. [33] used a dataset of geo-tagged tweets related to music listening
for location-aware recommendation. For each user in the dataset, the set of her music
listening tweets was aggregated into a single location profile. The authors proposed
two ways to build the user’s location profile—aggregating the GPS coordinates of
the user’s listening events into a single Gaussian Mixture Model representation, or
converting the coordinates into categorical data at the level of continent, country, or
state. The location profiles of users were then exploited for user-to-user similarity
computation in a collaborative filtering algorithm.

The above approaches to location-aware music recommendation differ from our
work in that they consider places either at a very high level (e.g., the country of a
user), or as generic types of location (e.g., an office environment). Conversely, in our
work we consider specific places, their emotional associations, and model explicit
relations between a place and a music track by leveraging these emotional content
of both types of items. To the best of our knowledge, no other research works model
the relation between music and places at this level.

14.3 Matching Music to Places of Interest

In this section, we describe the proposed approach for matching music to places
of interest. As said in Sect. 14.1, we use emotions as the link between music and
POIs, and we represent the emotions as tags attached to both music and places.
The tag-based representation allows matching music tracks and POIs by comparing
the tag profiles of the items. This approach requires both music tracks and POIs
to be annotated with a common tag vocabulary. For this purpose, we rely on both
user-generated annotations and a music auto-tagging technique.

First we describe the procedure of establishing vocabulary of emotions fit for
annotating both places and music. Subsequently, we show how an appropriate simi-
larity metric for music-to-POI similarity computation was selected and then describe
the live user study where our approach was evaluated [5].

Finally,we describe the extension of the approach using a revised emotion vocabu-
lary, and present the user study where our approach was compared against alternative
matching techniques [22].

For fully detailed descriptions of our work, we refer the readers to the original
publications describing the technique [5, 22].

14.3.1 Establishing the Emotion Vocabulary

As discussed in Sect. 14.2, there has been a number of works on emotion vocabularies
for music, but none addressing the vocabulary of emotions evoked by places. There-
fore, as a starting point in our research, we chose to use a well-established vocab-
ulary of emotions evoked by music—the Geneva Emotional Music Scale (GEMS)
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Table 14.1 The tag vocabulary used for matching music to POIs

GEMS tags Category

Allured, Amazed, Moved, Admiring Wonder

Fascinated, Overwhelmed, Thrills,
Transcendence

Transcendence

Mellowed, Tender, Affectionate, In love Tenderness

Sentimental, Dreamy, Melancholic, Nostalgic Nostalgia

Calm, Serene, Soothed, Meditative Peacefulness

Triumphant, Energetic, Strong, Fiery Power

Joyful, Animated, Bouncy, Amused Joyful Activation

Tense, Agitated, Irritated Tension

Sad, Tearful Sadness

Additional tags

Ancient, Modern Age

Colorful, Bright, Dark Dull Light and Color

Open, Closed Space

Light, Heavy Weight

Cold, Mild and Warm Temperature

model [41]. The GEMSmodel consists of nine categories of emotions, each category
containing up to four emotion tags (Table14.1).

However, since our approach deals with both music and POIs, we could not rely
solely on tags derived from a music psychology research. Therefore, in addition
to the tags from GEMS model, we have selected five additional categories of tags
(Table14.1). These were selected from the “List of Adjectives in American Eng-
lish” [28] through a preliminary user study on music and POI tagging [20]. We note
that although these additional adjectives describe physical properties of items, they
relate to the users’ emotional response to music (e.g., a user may perceive a music
composition being cold or colorful).

Subsequently, we conducted a user study to evaluate the fitness of the proposed
vocabulary for uniformly tagging both music tracks and POIs and to bootstrap a
dataset of POIs and music tracks with emotion annotations. Figure14.1 shows the
interface of the web application used in the experiment.

We created a dataset consisting of 75 music tracks—famous classical com-
positions and movie soundtracks—and 50 POIs in the city of Bolzano (Italy)—
castles, churches, monuments, etc. The tagging was performed by 32 volunteer users
recruited via email—students and researchers from the Free University of Bolzano
and other European universities. Roughly half of the study participants had no prior
knowledge of the POIs. The users were asked to view or listen to one item at a time
(the same interface was used for tagging POIs and music tracks) and to assign the
tags that in their opinion fit to describe the displayed item.
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Fig. 14.1 Screenshot of the web application used for tagging POIs and music tracks

In total, 817 tags were collected for the POIs (16.34 tags per POI on average),
and 1025 tags for the music tracks (13.67 tags per track on average). Tags assigned
to an item by different users were aggregated into a single list, which we call the
item’s tag profile. Note that by aggregating the tags of different users we could not
avoid conflicting tags in the items’ profiles. This is quite normal when dealing with
user-generated content. However, this does not invalidate the findings of this work.
Conversely, we show that our approach is robust and can deal with such complication.

Figure14.2 illustrates the distribution of tags collected for POIs (left) and music
tracks (right). Larger font represents more frequent tags. We can see that the tag dis-
tributions for POIs andmusic tracks are different—music tends to be taggedwith tags
from the GEMSmodel more frequently (frequent tags include affectionate, agitated,
sad, sentimental, tender, triumphant), while POIs tend to be labeled with adjectives
describing the physical properties (e.g., closed, cold). This is not surprising, since the
GEMS model was developed for the music domain. However, certain tags from the
proposed vocabulary are uniformly applied to both types of items (e.g., animated,
bright, colorful, open, serene). This result shows that a common vocabulary may
indeed be used to link music and places.
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Fig. 14.2 The tag clouds for POI (left) and music (right) annotations

14.3.2 Music-to-POI Similarity Computation

Having adataset of POIs andmusic tracks taggedwith a commonemotionvocabulary,
we need a method to establish a degree of similarity (relatedness) between the tagged
items. To do so,we have considered a set of awell-established set of similaritymetrics
that are applicable to tagged resources [27] and performed a web-based user study
to evaluate the alternative metrics. We have designed a web interface (Fig. 14.3) for

Fig. 14.3 Screenshot of the web application used for evaluating music-to-POI matching
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collecting the users’ subjective evaluations, i.e., assessments if a music track suits
a POI. The users were asked to consider a POI, and while looking at it, to listen to
music tracks selected using the different similarity metrics. The user was asked to
check all the tracks that in her opinion suit that POI.

The goal of this experiment was to see whether the users actually agree with
the music-to-POI matching computed using our approach and to select the similarity
metric that produces the best results, i.e., music suggestions that the users agree with.
The obtained results showed the weighted Jaccard similarity metric to produce the
best quality results (see [5] for a detailed description of the metrics’ comparison).
The weighted Jaccard metric defines the similarity score between a POI u and a
music track v as:

similarity(u, v) =
∑

t∈Xu∩Xv
log f (t)

∑
t∈Xu∪Xv

log f (t)
(14.1)

where Xu and Xv are the items’ tag profiles and f (t) is the fraction of items in our
dataset (both POIs and music tracks) annotated with the tag t .

Wenote that in this evaluation study the userswhere asked to evaluate thematching
of music to a POI while they were just reading a description of the POI. In order to
measure the effect of the music-to-POI suggestions while the user is actually visiting
the POI, we have implemented a mobile guide for the city of Bolzano and evaluated
it in a live user study.

14.3.3 User Study: Mobile Travel Guide

This section describes the design and evaluation of anAndroid-based travel guide that
illustrates the POI the user is close to and plays music suited for that POI. After the
user has launched this application, she may choose a travel itinerary that is displayed
on a map indicating the user’s current GPS position, and the locations of the POIs
in the itinerary (Fig. 14.4, left). Then, every time the user is nearby to a POI (either
belonging to the selected itinerary, or not), she receives a notification alert conveying
information about the POI. While the user is reading this information, the system
plays a music track that suits the POI (Fig. 14.4, center). For example, the user might
hear Bach’s “Air” while visiting the Cathedral of Bolzano, or Rimsky-Korsakov’s
“Dance of the Bumble Bee” during a visit to the busy Walther Square.

The guide functions using a database of POIs andmusic tracks tagged as described
in Sect. 14.3.1, as well as the precomputed similarity scores (Eq.14.1) for each POI-
music pair in the dataset. To suggest a music track for a given POI, the application
sorts the music tracks by decreasing similarity score, and then randomly selects one
of the top 3 music tracks. The motivation for not always choosing the top-scoring
music track for each POI is to avoid, or at least reduce, the probability that the
same music tracks are played for POIs that have been annotated with similar sets of
tags, and therefore to ultimately suggest more diverse music tracks while the user is
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Fig. 14.4 Screenshots of the mobile guide application, showing the map view, the details of a POI,
and a feedback dialog

visiting an itinerary. In the future, more sophisticated diversification techniques may
be investigated.

In order to evaluate the proposed music-to-POI matching approach, we compared
the performance of the guide with an alternative system variant having the same user
interface, but not matching music with the POIs. Instead, for each POI, it suggests
a music track that, according to our similarity metric, has a low similarity with the
POI. We call the original system variant match, and the second variant music.

For the evaluation study we adopted a between-groups design, involving 26 sub-
jects (researchers and students at the Free University of Bolzano). Subjects were
assigned to the match and music variants in a random way (13 each). We note that
the outcome of this comparison was not obvious, as without a careful analysis, even
the low-matching tracks could be deemed suited for a POI, since all tracks belong to
the same music type—popular orchestral music.

Each study participant was given a phone with earphones, and was asked to
complete a 45min walking route in the center of Bolzano. Whenever a subject was
approaching a POI, a notification invited the user to inspect the POI’s details and
to listen to the suggested music track. If the suggested music track was perceived
as unsuited, subjects could pick an alternative music track from a shuffled list of
four possible alternatives: two randomly generated, and two with high music-to-POI
similarity scores.

The users were then asked to provide feedback regarding the quality of music
suggestions and their satisfaction with the system (Fig. 14.4, right). By analyzing
the feedback, we were able to evaluate the performance of our technique against the
baseline approach. A total of 308 responses regarding the various visited POIs and
their suggested music tracks were obtained: 157 (51%) from subjects in the match
group, and 151 (49%) from subjects in the music group.
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The obtained results showed 77% of the users in the match group to be satisfied
with music suggestions, compared to 66% in the music group. The difference in
these proportions is statistically significant (p < 0.001 in a chi-square test). We can
thus conclude that users evaluate the music tracks suggested by our proposed method
to better suit the POIs than the music tracks suggested in the control setting.

Moreover, to additionally confirm this result, we have analyzed users’ behavior
when manually selecting alternative tracks for the POIs. If unsatisfied with the music
suggestion, a user was shown a list of four tracks (presented in a random order)—
two tracks retrieved by our approach, and two tracks randomly selected from the
remaining tracks in our dataset. Even in this case, the users strongly preferred the
music tracks matched with the POIs—out of 77 manual music selections, 58 (75%)
were chosen from the tracks matching to the POI and 19 (25%) from the randomly
selected tracks, i.e., the probability that a user selects a matched music track is about
three times higher than that of selecting a random music track. This preference for
matched music tracks is also statistically significant (p < 0.001 in a chi-square test),
which proves our hypothesis that users prefer tracks for POIs that are generated by
our music-to-POI matching approach.

14.3.4 Vocabulary Revision and Automatic Tag Prediction

Amajor limitation of the initial design of our approach was the high cost of acquiring
emotion annotations of music tracks and POIs. Therefore, following the positive
results obtained in the initial evaluation, our goal was to make the music matching
technique more scalable and to evaluate it on a larger and more diverse dataset of
POIs and music tracks.

In order to scale up our technique, emotion tags had to be predicted automatically
for both POIs and music tracks. Automatic POI tagging would allow avoiding the
costly user-generated tag acquisition andwouldmake our technique easily applicable
to existing sets of POIs (e.g., touristic itineraries or guidebooks). However, in the
scope of this work, we do not address the problem of POI tagging and leave it for
future work (see Sect. 14.4). Instead, we focus on the automatic tagging of music
tracks. This is an equally, if not more, important scalability issue, as music auto-
tagging wouldmake our technique applicable to anymusic collection (e.g., the user’s
music library).

As discussed in Sect. 14.2, auto-tagging techniques can be used to tag music with
a defined set of labels. However, these techniques are computationally expensive and
require training a model for each label. Therefore, it was important to reduce the size
of our vocabulary prior to applying an auto-tagging technique.

We observed that the original GEMS emotion vocabulary (Table14.1) contained
many synonyms (e.g., triumphant-strong, calm-meditative), and that certain tags
were rarely employed by users during the tagging survey (Sect. 14.3.1). Therefore,
we have revised the vocabulary bymerging synonym adjectives, discarding the rarely
used tags, and substituting some labels for clarity (transcendence was replaced with
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Table 14.2 A revised version
of the emotion vocabulary

Tags Type

Affectionate, Agitated,
Animated, Bouncy, Calm,
Energetic, Melancholic, Sad,
Sentimental Serene, Spiritual,
Strong, Tender, Thrilling

GEMS tags [41]

Ancient, Modern, Bright,
Dark, Colorful, Heavy,
Lightweight, Open, Cold, and
Warm

Additional tags

Table 14.3 Cities and POIs
of the evaluation dataset

City POIs

Amsterdam Canals of Amsterdam

Barcelona Sagrada Familia, Casa Batlló

Berlin Brandenburg Gate, Charlottenburg Palace

Brussels Royal Palace of Brussels

Copenhagen Christiansborg Palace

Dublin Dublin Castle

Florence Florence Cathedral

Hamburg Hamburg Rathaus

London Big Ben, Buckingham Palace

Madrid Almudena Cathedral, Teatro Real, Las Ventas

Milan Milan Cathedral, La Scala

Munich Munich Frauenkirche

Paris Eiffel Tower, Notre Dame de Paris

Prague National Theater

Rome St. Peter’s Basilica, Colosseum

Seville Seville Cathedral

Vienna Vienna State Opera

spiritual, and light with lightweight). The revision allowed us to reduce the size of
the vocabulary from 46 to 24 tags (Table14.2).

To apply the revised vocabulary to amore diverse dataset, we first collected a set of
25 well-known POIs from 17 major city tourism destinations in Europe (Table14.3).
The POI information was extracted using DBpedia knowledge base.3

Subsequently, to acquire a collection of music tracks, we used a technique
developed in a previous work [23], which queries the DBpedia knowledge base
and retrieves music composers or artists semantically related to a given POI (see
Sect. 14.3.5.2). For each of the 25 POIs in Table14.3, we queried DBpedia for top-5
related musicians and aggregated them into a single set. This resulted in a collection

3http://dbpedia.org/.

http://dbpedia.org/
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Fig. 14.5 Interface of the POI and music tagging application

of 123 musicians (there were two repetitions in the initial list of 125 musicians).
Finally, we retrieved three music tracks for each musician by taking the top-ranked
results returned by the YouTube search interface4 (the musician’s name was used
as a search query). Doing so ensured the collected tracks to be representative of the
musicians in our dataset. We obtained a set of 369 music tracks belonging to nine
music genres: Classical, Medieval, Opera, Folk, Electronic, Hip Hop, Jazz, Pop, and
Rock.

To annotate the new dataset with the emotion vocabulary, we used a web appli-
cation similar to the first tag acquisition application (Fig. 14.1). However, contrary
to the earlier experiments, at this stage we only relied on user-assigned annotations
to tag the 25 POIs and to bootstrap the automatic tagging of music tracks, since
automatic tag prediction requires training a multi-label classifier on a set of tagged
music tracks. We chose a subset of music tracks (123 tracks—one random track per
musician) to be annotated as training data for the auto-tagging algorithm.

Figure14.5 shows the interface used for tagging both POIs and music tracks.
The users were asked to annotate POIs and music tracks using the revised emotion
vocabulary of 24 adjectives. Note that unlike in the previous tagging application
(Fig. 14.1), here we did not present the tags grouped by category, but they were
simply displayed as a flat list. This was done to make the tagging process more
straightforward. Moreover, the vocabulary revision discarded some redundant tag
categories.

The tagging procedure was performed by 10 volunteers recruited via email—
students and researchers from the Free University of Bolzano and other European
universities. We note that the tagging of music and POIs is a subjective task and

4http://www.youtube.com/.

http://www.youtube.com/
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Fig. 14.6 The tag clouds for POI (left) and music (right) annotations from the revised vocabulary

users may disagree whether certain tags apply to an item [38]. To ensure the quality
of the acquired annotations, we considered the agreement between users, which is
a standard measure of quality for user-generated tags [24]. We cleaned the data by
keeping for each item only the tags on which at least two taggers agreed. As a result,
we obtained an average of 5.1 distinct tags for the POIs and 5.8 for the music tracks.

Figure14.6 shows the distribution of collected tags for POIs (left) andmusic tracks
(right) with larger font representing more frequent tags. Similarly to tag clouds pro-
duced for the original vocabulary (Fig. 14.2), the tag distributions differ for POIs and
music tracks. We observe that certain tags (e.g., for music annotations—cold, open,
dark, thrilling) diminished in frequency after cleaning the tags based on user agree-
ment. This means that certain tags may be more subjective than others, and therefore
more difficult to agree on. Nevertheless, tags like colorful, energetic, lightweight,
sentimental, serene, warm are consistently applied to both music and POIs, which
serves our goal of matching the two types of items.

Finally, we used a state-of-the-art music auto-tagger developed by researchers at
the Johannes Kepler University (JKU) of Linz [34], training it on the 123 user-tagged
tracks and predicting tags for the full set of 369 music tracks (see [22] for details).
The auto-tagger outputs a probability for each tag in the vocabulary to be relevant
for a track. However, the metric we used for music-to-POI similarity computation
(Eq.14.1) requires computing the intersection and union of the items’ tag profiles.
Therefore, we decided to generate binary tag assignments based on the probabilistic
output of the auto-tagger by applying a threshold to the tag prediction probabilities.
Empirical analysis showed that a threshold of 0.4 produced an average tag profile
of 5.2 tags which is in accordance with the average profile size of manually tagged
items (5.1 tags for POIs and 5.8 for music tracks).

For a music track v whose tags are predicted using an auto-tagger, we define the
tag profile Xv as:

Xv = {ti | p(ti ) ≥ 0.4}, i = {1, . . . , K } (14.2)

where K is the size of tag vocabulary (in our case K = 24) and p(ti ) denotes the
probability for a tag ti to be relevant for the track.
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Having the dataset of POIs andmusic tracks annotated with a common vocabulary
of emotion labels and a metric that gives a similarity score for any given pair of POI
and a music track (Eq.14.1), we can evaluate our approach in a user study. In the
next section we describe the evaluation and present the results.

14.3.5 Comparison to Alternative Matching Techniques

The new dataset with more diverse POIs spread out across 17 different cities made a
live user study, similar to that illustrated inSect. 14.3.3, i.e.,with users visiting thePOI
and then listening to the system-selected music, impossible to conduct. Therefore,
to evaluate the scaled-up version of our approach, we opted for a web-based study,
where a text description and images of each POI were visualized, and the users were
asked to listen to the suggested music tracks and evaluate if they match the displayed
POI (see Fig. 14.7).

As described in the previous section, we have collected a dataset of 25 POIs
and 369 music tracks belonging to 9 music genres, with a part of the music dataset
tagged manually and also the full set of tracks auto-tagged by an algorithm. This
setting allowed us comparing two versions of emotion-based music matching—one
using only the manually annotated 123 tracks, and the other using the full set of 369
auto-tagged tracks. We call the first version tag-based and the other auto-tag-based
approach. In both approaches, the POI annotations were user-generated.

For each POI in the dataset, the tag-based approach ranks the manually annotated
123 music tracks using the similarity score in Eq.14.1. Likewise, the auto-tag-based

Fig. 14.7 Screenshot of the web application used to evaluate the different music matching
approaches
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approach ranks the 369 tracks with automatically predicted labels (Eq. 14.2). The
top-ranked music track is presented to the user along with the POI.

In addition to comparing themanually and automatically generated emotion anno-
tations, we wanted to compare the performance of emotion-based approach to alter-
native music matching techniques, which we describe here.

14.3.5.1 Genre-Based Approach

Traditionally, music delivery services employ personalization techniques to provide
music content to users. Therefore, as a baseline approach, we employed a basic
personalization technique—genre-based music matching which selects the music
tracks based on the users’ genre preferences. We aimed to compare a personalized
music matching technique with the knowledge-based and tag-based approaches,
which are not personalized, but rather directly match music with the POIs.

In order to obtain the users’ preferences, we asked the study participants to select
their preferred music genres prior to performing the evaluation. The genre taxonomy
was based on the music tracks in our dataset, and included: Classical, Medieval,
Opera, Folk, Electronic, Hip Hop, Jazz, Pop, and Rock. For each displayed POI, the
genre-based track is randomly selected from the whole set of music tracks belonging
to the user’s preferred genres.

14.3.5.2 Knowledge-Based Approach

The knowledge-based music matching approach employs the technique presented
in [23]. Given a POI, this approach ranks musicians by their relatedness to the
POI. The relatedness is computed from the semantic relations between the POI and
musicians extracted from the DBpedia knowledge base [3].

DBpedia—the Linked Data version ofWikipedia—contains information on more
than 3.5 million entities and semantic relations between them. This information is
stored and retrieved in the form of triples, which are composed of the subject–
property–object elements, such as <Vienna State Opera, located in, Vienna>,
<Gustav Mahler, belongs to, Opera composers>, where a subject and an object
belong to certain classes (e.g., Building, Person, City,Music Category), and the prop-
erty denotes a relation between the classes (e.g. a building being located in a city).
Given a POI, the knowledge-based approach queries DBpedia (using the SPARQL
semantic query language5), and builds a graph where nodes correspond to classes
and edges to relations between the classes. The graph is built using a predefined set
of relations (location, time, and architecture/art category relations) and contains a
starting node without incoming edges that corresponds to the POI, and target nodes
without outgoing edges that belong to the musician class. Then, a weight spreading
algorithm is applied to the graph to compute the relatedness score for each musician

5http://www.w3.org/TR/rdf-sparql-query/.

http://www.w3.org/TR/rdf-sparql-query/


14 Emotion-Based Matching of Music to Places 305

node. Nodes that are connected to the POI through more paths in the graph receive
higher scores. Finally, the highest-scored musicians are returned for the target POI.
For more details on the approach, refer to [23].

As explained in Sect. 14.3.4, the knowledge-based approach was used to build the
dataset of POIs and music tracks—for each of the 25 POIs, top-5 related musicians
were retrieved from DBpedia. Subsequently, we have downloaded three representa-
tive music tracks for each musician. Using this approach, we assume that there are
no major differences between the tracks of the same musician. Therefore, for each
POI, the knowledge-based track is randomly selected from the three music tracks by
the top-ranked musician.

We believe that the emotion-based and knowledge-based techniques represent
two complementary ways of establishing a match between a place and a music track:
a track may “feel right” for a POI, or it can be linked to a POI by factual relations
(e.g., belonging to the same cultural era or composed by someone whose life is
related to the POI). In previous works [5, 23], we have evaluated the two techniques
independently on different datasets and against primitive baselines. It was therefore
important to directly compare the performance of these techniques, and to evaluate
their combination.

14.3.5.3 Combined Approach

Finally, we implemented a hybrid combination of the knowledge-based and auto-tag-
based approaches, employing a rank aggregation technique [12]. Since the music-to-
POI similarities produced by the two techniques have different value ranges, we used
the normalized Borda count rank aggregation method to give equal importance to the
two. Given a POI u, the knowledge-based and auto-tag-based approaches produce
the rankings of music tracks σ kb

u and σ tb
u . We denote the position of a track v in these

rankings as σ kb
u (v) and σ tb

u (v) respectively. Then, we compute the combined score
of the track v for the POI u as:

combined_score(u, v) = Nkb − σ kb
u (v) + 1

Nkb
+ Ntb − σ tb

u (v) + 1

Ntb
(14.3)

where Nkb and Ntb are the total number of tracks in the corresponding rankings. For
each POI, the combined approach selects the top-scored music track.

14.3.5.4 User Study

To determinewhich approach produces bettermusic suggestions, we designed aweb-
based interface (Fig. 14.7) for collecting the users’ subjective assessments of whether
a music track suits a POI. This user study was similar to the experiment conducted
to determine the best-performing similarity metric for the tag-based approach (see
Sect. 14.3.2, Fig. 14.3). As in the previous case, participants of the experiment were
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repeatedly asked to consider a POI, and while looking at its images and description,
to listen to the suggested music tracks.

While in the previous experiment the music suggestions for a POI were selected
using the different metrics applied to items’ tag profiles, here music tracks were
selected using the proposed five approaches described above—the personalized base-
line approach and the four non-personalized matching approaches. The users were
asked to check all the tracks that in their opinion suit the displayed POI. The order
of the music tracks was randomized, and the user was not aware of the algorithms
that were used to generate the suggestions. In total, a maximum of five tracks cor-
responding to the top-ranked tracks given by each approach were suggested for a
POI, but sometimes less tracks were shown as the tracks selected by the different
approaches may overlap.

To understand which approach produces suggestions that are most appreciated by
the users, we measured the precision of each matching approach M as follows:

precision(M) = # of times t M marked as a match

# of times t M presented to the users
(14.4)

where t M is a music track suggested using the approach M .

14.3.5.5 Results

A total of 58 users participated in the evaluation study, performing 564 evaluation
sessions: viewing a POI, listening to the suggested music tracks, and providing feed-
back. 764 music tracks were selected by the users as well-suited for POIs. Table14.4
shows the performance of the matching approaches. All non-personalized matching
techniques performed significantly better than the personalized genre-based track
selection (p < 0.001 in a two-proportion z-test). This result shows that in a situation
defined by a visit to a POI, it is not really appropriate to suggest a music track liked
by the user, but it is more important to adapt the music to the place.

We note that both emotion-based techniques outperform the baseline approach.
Furthermore, the evaluation results suggest that the tag-based music matching
approach can be successfully scaled up using automatic tag prediction techniques.
The auto-tag-based approach even outperformed the tag-based approach with mar-
ginal significance (p = 0.078). This can be explained by the larger variety of music

Table 14.4 Precision values for the different music matching approaches

Genre-based Knowledge-based Tag-based Auto-tag-based Combined

0.186 0.337* 0.312* 0.362* 0.456**

The values marked with * are significantly better than the Genre-based approach (two-proportion
z-test, p < 0.001). The value marked with ** is significantly better than the other approaches
(p < 0.01)
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in the auto-taggedmusic dataset—using the auto-tag-based approach the trackswere
selected from the full set of 369music tracks, while the tag-based approach used only
the subset of 123 manually annotated tracks. Scaling up the process of tag generation
without harming performance is hence the vital advantage of using the auto-tagger.

Finally, the combined approach produced the best results, outperforming the oth-
ers with statistical significance at p < 0.01. These results confirm our hypothesis
that the users are more satisfied with music suggestions when combining the tag-
based and knowledge-based techniques, which represent orthogonal types of rela-
tions between a place and a music track.

14.4 Discussion and Further Work

We believe that techniques and results described in this chapter illustrate clearly
the importance of using emotions for capturing the relationship between music and
places, and for developing new engaging music applications. We presented a scal-
able emotion-based solution for matching music to places, and demonstrated that
alternative music-to-POI matching approaches may be effectively combined with
that emotion-based technique. This can lead to even richer music delivery services,
where emotion-based music suggestions are supported by additional relations, e.g.,
knowledge linking a musician to a POI.

Emotion-aware and location-aware music recommendation topics belong to a
larger research area of context-awaremusic recommendation [21] (see alsoChap. 15).
This is a new and exciting research area with numerous innovation opportunities and
many open challenges. Up to date, few context-awaremusic services are available for
public use. While certain music players allow specifying the user’s mood or activity
as a query, most context-aware systems are research prototypes, not yet available
to the public. A major challenge is understanding the relations between context
factors, such as location, weather, time, mood, and music features. Some research
on this topic exists in the field of music psychology [29–31], therefore, collaboration
between music psychologists and music recommendation researchers is essential.

While in this work we demonstrated the effectiveness of the proposed techniques
through a web-based evaluation, it is important to further evaluate the approach
in real-life settings to confirm our findings. Moreover, additional evaluation would
help us understand which type of associations between music and POIs—emotion-
based or knowledge-based—the users prefer in different recommendation scenarios
(e.g., sightseeing, choosing a holiday destination, or acquiring knowledge about a
destination).

Another important futurework direction is studying the semantics of emotion tags.
In current work, we treated all tags equally and we did not explore their relations,
while contradicting or complementary emotion tagsmay provide an important source
of information. Moreover, our analysis of the tag vocabulary is far from complete.
While we have shown that the proposed set of labels can be effectively used for

http://dx.doi.org/10.1007/978-3-319-31413-6_15
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matching music to places, further user studies and may lead to a more definitive
emotion vocabulary.

It is also important to address the automatic acquisition of tags for POIs (for
instance, usingwebmining techniques and folksonomydatasets like Flickr as sources
of tagging information), to analyze the importance of individual audio features when
automatically tagging music tracks, and to explore more complex hybrid recommen-
dation strategies for combining our music suggestions with personalized recommen-
dations produced by existing music delivery services, e.g., Last.fm.

Finally, we believe that the designed music-to-POI matching solutions may be
adapted to other types of content. Since music is a heavily emotion-loaded type of
content, emotions may be employed to link music to any content items that may be
labeled with emotions—movies, books, or paintings [6, 26, 36].
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Chapter 15
Emotions in Context-Aware Recommender
Systems

Yong Zheng, Bamshad Mobasher and Robin Burke

Abstract Recommender systems are decision aids that offer users personalized sug-
gestions for products and other items. Context-aware recommender systems are an
important subclass of recommender systems that take into account the context in
which an item will be consumed or experienced. In context-aware recommenda-
tion research, a number of contextual features have been identified as important in
different recommendation applications: such as companion in the movie domain,
time and mood in the music domain, and weather or season in the travel domain.
Emotions have also been demonstrated to be significant contextual factors in a vari-
ety of recommendation scenarios. In this chapter, we describe the role of emotions
in context-aware recommendation, including defining and acquiring emotional fea-
tures for recommendation purposes, incorporating such features into recommenda-
tion algorithms.Weconcludewith a sample evaluation, showing the utility of emotion
in recommendation generation.

15.1 Introduction and Motivation

Recommender systems provide personalized suggestions of products to end-users
in a variety of settings, especially in on-line e-commerce. Recommender systems
may use a variety of approaches, including collaborative, content-based, knowledge-
based, and hybrid [9]. In this chapter, wewill consider collaborative recommendation
approaches. In collaborative recommender systems, the system seeks to extrapolate
the preferences of a target user for an item given the preference of “peer users” who
exhibit similar rating behaviors to the target user.
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One way to view the problem posed by the collaborative recommendation
approach is to consider the users and items as forming a matrix U × I , where the
entries in the matrix are known ratings by particular users for particular items. In this
framework, collaborative recommendation becomes the task of creating a function
for predicting the likely values of unknown cells in this matrix. Context-aware rec-
ommendation turns the prediction task into a multidimensional rating function—R:
Users × Items × Contexts → Ratings [3].

Despite the added complexity inherent in this extra dimension, context-aware rec-
ommender systems (CARS) have proved themselves effective in a variety of domains,
such as movies, music, travel, and restaurants. This is perhaps not a surprising find-
ing when one considers that the context in which an item is experienced may have a
significant impact on how it is received. For example, loud rock music may be per-
fect for doing one’s exercise routine, but not for other purposes, like grading student
essays or hosting a dinner party. If a recommender system does not take context into
account, these different environments for experiencing music will become blended
together into one user profile and fail to be a good representation of the user’s tastes
in specific situations.

Emotions are an important contextual element in many settings. It is well-known
that human decision-making is subject to both rational and emotional influences [14].
The field of affective computing takes this fact as basic to the design of computing
systems [21]. The role of emotions in recommender systems was recognized by the
research community as early as 2005 [18], giving rise to research in emotion-based
movie recommender systems [15] and the impact of emotions in group recommender
systems [11, 18]. In this chapter, we introduce emotions as important contextual
variables for recommendation, and demonstrate how emotion-oriented features can
be employed in context-aware recommendation algorithms.

15.2 Contexts and Emotional Contexts in Recommender
Systems

15.2.1 What Is Context?

Surprisingly, researchers in context-aware computing have not reached a consensus
about the definition of context. One commonly used definition is the one given by
Abowd et al. in 1999 [1], “context is any information that can be used to characterize
the situation of an entity. An entity is a person, place, or object that is considered
relevant to the interaction between a user and an application, including the user
and applications themselves.” This definition ascribes a purpose to context, that of
characterizing situations, but it does not do much to limit the scope of what can be
considered context. For our purposes, we consider the context for recommendation
to be any aspect of the recommendation situation which is neither the item being
recommended nor the target individual for whom the recommendation is made.
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Fig. 15.1 Classification of contextual factors [3]

Adomavicius et al. [3] introduce a two-part classification of contextual informa-
tion. Their taxonomy is based on two considerations: what a recommender system
knows about contextual factors and how the contextual factors change over time.
With respect to the system’s knowledge, context can be subdivided into fully observ-
able, partially observable, and unobservable. In terms of its life cycle, context can be
categorized as static or dynamic. This analysis yields six possible classes for context,
as depicted in Fig. 15.1.

Furthermore, [29] revisited the context definition and identification, where we
found that most contextual features were the attributes of the activity itself, such as
time and location, and partial users’ dynamic profiles can be considered as contexts
too, such as users’ emotional states. By contrast, item features, such as music style,
movie genres, are usually viewed as contents in recommender systems.

15.2.2 Context-Aware Recommendation

Context can be applied in recommendation using three basic strategies: pre-filtering,
post-filtering, and contextual modeling [2, 3]. The first two strategies rely on either
filtering profiles or filtering the recommendations, but in the modeling process use
standard two-dimensional recommendation algorithms. In the latter strategy, con-
textual modeling, predictive models are learned using the full contextual data. These
scenarios are depicted in Fig. 15.2 [2]. Most of the recent work on context-aware rec-
ommendation has been based on contextual pre-filtering and contextual modeling. In
this chapter, we also focus on these two paradigms and will not consider approaches
based on post-filtering strategy.

As the name would suggest, pre-filtering techniques use the contextual informa-
tion to remove profiles or parts of profiles from consideration in the recommendation
process. For example, context-aware splitting approaches [6, 34] use context as filter
to preselect rating profiles and then apply the recommendation algorithms only with
profiles contain ratings inmatching contexts. Tensor factorization [16], context-aware
matrix factorization [8] and contextual sparse linearmodeling [36, 37] are algorithms
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Fig. 15.2 Three strategies for context-aware recommendation [3]

belonging to the category of contextual modeling approaches. Differential context
modeling (DCM) [32] is an integration of contextual filtering and contextual mod-
eling, which is considered as a hybrid contextual modeling approach. There are two
approaches involved in DCM: In differential context relaxation (DCR) [30, 31], pre-
filtering is applied to different components of the recommendation algorithm with
different contextual features. Context modeling approaches directly consider context
as a part of the recommendation function and try to explore users’ preferences in
the multidimensional rating space. Differential context weighting (DCW) [33] uses
optimization to model the effect of context in different aspects of a recommendation
algorithm.

15.2.3 Emotions in Recommender Systems

Emotions aremental states usually causedby an event of importance to the subject.An
emotion is typically characterized by (a) a consciousmental state with a recognizable
quality of feeling and directed toward some object, (b) a bodily perturbation of
some kind, (c) recognizable expressions of the face, tone of voice, and gesture (d) a
readiness for certain kinds of action [19].

There are a variety of ways in which emotions can be modeled. The univer-
sal model classifies emotions into fixed categories: for example, Ekman’s six basic
emotions: happiness, anger, fear, sadness, disgust, and surprise [13]. There is also
the dimensional model, which describes each emotion as a point in a continuous
multidimensional space where each dimension represents a quality of the emotion,
typically valence, arousal, and dominance. The same dimensions are also used in the
circumplex model [24], where the multidimensional space is laid out as a circle and
emotions occupy angular positions within it.
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Tkalcic et al. [26] provide a framework that describes three ways in which emo-
tions can be used to improve the quality of recommender systems. Those three ways
can be described by three stages (i.e., the entry, consumption, and exit stages), where
emotions are able to play different roles in different stages of the process. Although
emotions are personal characteristics, we believe they are most effectively modeled
within recommender systems as contextual features, as they are very dynamic and
will often greatly impact the user’s preferences.

15.2.4 Acquisition of Emotional Data

One well-known difficulty of research in context-aware recommendation is the rela-
tive rarity of data sets that contain user ratings and contextual information. If we look
for data sets in which emotions are recorded as part of the contextual information,
our choices are even more limited. Part of the reason is that it is difficult to record
contextual information in an explicit way—unlike user choices, which can simply
be recorded, and this is especially true of emotions. Usually, the user must explic-
itly encode emotion information in order for it to be available to the recommender.
The LDOS-CoMoDa data set [20], one of the popular context-aware data sets, was
collected from surveys where three emotional variables were included. In addition,
emotions can also be extracted from tags, an example being the Moviepilot1 system,
which allows users to tag movies with specific mood tags.

Emotional state can also be gathered implicitly. The affective computing com-
munity [10, 12] has explored a variety of techniques for emotion detection, such as
detection of facial expressions [27], emotion inferences from sensors [4], and many
other approaches based on voice, speech, body language, and postures. All of those
techniques require special and additional efforts to infer the emotional states fromdif-
ferent resources. In the domain of information retrieval and recommender systems,
emotional states are sometimes inferred from product reviews through sentiment
detection. For example, Tang et al. [25] surveyed several sentiment classification
techniques used to detect emotions or opinions from texts.

15.3 Applying Context-Aware Recommendation

In this section, we provide an example of applying context-aware recommenda-
tion with special attention to the role of emotion. In our discussion, we will use
the term contextual dimension to denote the contextual variable, e.g., “Location”
or “Time.” The term contextual condition refers to a specific value in a contextual
dimension, e.g., “home” and “cinema” are two contextual conditions for the dimen-
sion“Location.”

1Moviepilot, http://moviepilot.com/, this data set was the basis for the 1st Challenge on Context-
Aware Movie Recommendation in ACM RecSys 2010, but it no longer being distributed.

http://moviepilot.com/
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Table 15.1 Contextual information in LDOS-CoMoDa data set

Contextual dimension Contextual conditions

Time Morning, Afternoon, Evening, Night

Daytype Working day, Weekend, Holiday

Season Spring, Summer, Autumn, Winter

Location Home, Public place, Friend’s house

Weather Sunny/clear, Rainy, Stormy, Snowy, Cloudy

Social Alone, My partner, Friends, Colleagues, Parents, Public, My family

EndEmo Sad, Happy, Scared, Surprised, Angry, Disgusted, Neutral

DominantEmo Sad, Happy, Scared, Surprised, Angry, Disgusted, Neutral

Mood Positive, Neutral, Negative

Physical Healthy, Ill

Decision User decided which movie to watch, User was given a movie

Interaction First interaction with a movie, n-th interaction with a movie

15.3.1 Data Set

As discussed above, context-aware data sets are fairly rare and those containing
emotional variables are even more unusual. The LDOS-CoMoDa data set intro-
duced above is one of the data sets that can be used for this type of research. After
filtering out subjects with incomplete feature information, we got the final data set
which includes 113 users, 1186 items, 2094 ratings (rating scale is 1 to 5), and 12
contextual dimensions, where the description of the contextual features is introduced
by Table15.1.

Among those 12 contextual dimensions, there are three that can be considered
“emotional”: endEmo, dominantEmo, and mood. “EndEmo” is the emotional state
experienced at the end of the movie. “DominantEmo” is the emotional state experi-
enced the most during watching. “Mood” is the mood of the user during that part of
the day when the user watched the movie. Mood has lower maximum frequency than
other emotional variables; it changes slowly, so we assumed that it does not change
during watching. “EndEmo” and “DominantEmo” contain the same seven condi-
tions: Sad, Happy, Scared, Surprised, Angry, Disgusted, Neutral, where “Mood”
only has simple three conditions: Positive, Neutral, Negative.

15.3.2 Contextual Recommendation Algorithms

For purposes of this chapter, we apply two types of context-aware algorithms in
order to evaluate their performance on this data: one is context-aware splitting and
the other is differential context modeling.
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Table 15.2 Movie ratings in contexts

User Item Rating Time Mood Companion

U1 T1 3 Weekend Neutral Friend

U1 T1 5 Weekend Positive Girlfriend

U1 T1 ? Weekday Neutral Family

15.3.2.1 Context-Aware Splitting

There are three basic approaches to context-aware splitting—Item splitting, User
splitting, and UI splitting. Item splitting [6] is considered to be one of the most effi-
cient pre-filtering algorithms and it has been well developed in recent research. The
underlying idea of item splitting is the nature of an item is sensitive to some particular
contextual dimension, which renders the item either appropriate or not appropriate.
Therefore, depending on the context, the item can be treated as if it were two differ-
ent items [7]. User splitting [5, 23] is based on a similar intuition—it may be useful
to consider one user as two different users, if he or she demonstrates significantly
different preferences across contexts. UI splitting is a simple combination of item
and user splitting, where both users and items may be split if necessary.

To better understand and represent the splitting approaches, consider the following
movie recommendation example:

In Table15.2, there are one user U1, one item T 1 and two ratings (the first two
rows) in the training data and one unknown rating that we are trying to predict (the
third row). There are three contextual dimensions—time (weekend or weekday),
mood, and companion (friend, girlfriend, or family).

Item splitting tries to find a contextual condition on which to split each item.
The split should be performed once the algorithm identifies a contextual condition
in which items are rated significantly differently. In the movie example above, there
are three contextual conditions in the dimension companion: friend, girlfriend, and
family. Correspondingly, there are three possible alternative conditions: “friend and
not friend,” “girlfriend and not girlfriend,” “family and not family.” Impurity crite-
ria [6] are used to determine whether and how much items were rated differently in
these alternative conditions. For example, a t-test or other statistical metric can be
used to evaluate if the means differ significantly across conditions.

Item splitting iterates over all contextual conditions in each context dimension and
evaluates the splits based on the impurity criteria. It finds the best split for each item
in the rating matrix and then items are split into two new ones, where contexts are
eliminated from the original matrix—it transforms the original multi-dimensional
rating matrix to a 2D matrix as a result. Assume that the best contextual condition
to split item T1 in Table15.2 is “Mood = Neutral and not Neutral,” T1 can be split
into T11 (movie T1 being seen in Neutral mood) and T12 (movie T1 being seen in a
non-neutral mood). Once the best split has been identified, the rating matrix can be
transformed as shown by Table15.3a.
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Table 15.3 Transformed rating matrix

User Item Rating

(a) By item splitting

U1 T11 3

U1 T12 5

U1 T11 ?

(b) By user splitting

U12 T1 3

U12 T1 5

U11 T1 ?

(c) By UI splitting

U12 T11 3

U12 T12 5

U11 T11 ?

This example shows a simple split, inwhich a single contextual condition is used to
split the item. It is also possible to perform a complex split using multiple conditions
acrossmultiple context dimensions.However, as discussed in [7], there are significant
costs of sparsity and potential overfitting when using multiple conditions. We use
only simple splitting in this work.

Similarly, user splitting tries to split users instead of items. It can be easily derived
from item splitting as introduced above using similar impurity criteria. Assume that
the best split for user U1 in Table15.2 is “Companion = family and not family,” U1
can be split into U11 (U1 saw the movie with family) and U12 (U1 saw the movie
with others). The rating matrix can be transformed as shown by Table15.3b. The first
two rows contain the same user U12 because U1 saw this movie with others (i.e.,
not family) rather than family as shown in the original rating matrix. UI splitting is a
new approach proposed in [34]—it applies item splitting and user splitting together.
Assuming that the best split for item and user splitting are the same as described
above, the rating matrix based on UI splitting can be shown as Table15.3c. Here we
see that both users and items were transformed, creating new users and new items.

To apply context-aware splitting, it is necessary to choose a splitting criterion.
There are four splitting criteria described in [6]: tmean, tchi, tprop, and tIG . Specifically,
tmean estimates the statistical significance of the difference in the means of ratings
associated to each alternative contextual condition using a t-test. tchi and tprop estimate
the statistical significance of the difference between two proportions—high ratings
(>R) and low ratings (≤R)by chi-square test and z-test respectively,wherewe choose
R = 3 as in [6]. tIG measures the information gain given by a split to the knowledge
of the item i rating classes which are the same two proportions as above. Usually,
a threshold for the splitting criteria should be set so that users or items are only be
split when the criteria meets the significance requirement. We use an arbitrary value
of 0.2 in the tIG case. For tmean, tchi, and tprop, we use 0.05 as the p-value threshold.
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A finer-grained operation is to set another threshold for each impurity value and each
data set. We deem it as a significant split once the p-value is no larger than 0.05. We
rank all significant splits by the impurity value, and we choose the top first (highest
impurity) as the best split. Items or users without qualified splitting criteria are left
unchanged.

In the experiments below, once the splitting has been performed (creating new
users and/or items), we use biasedmatrix factorization (BiasMF) [17] on the resulting
matrices and use the factors for computing predicted ratings.

15.3.2.2 Differential Context Modeling

Differential contextmodeling (DCM) is a general contextual recommendation frame-
work and it is considered as a hybrid of contextual pre-filtering and contextual mod-
eling approach and can be applied to any recommendation algorithm. The “differen-
tial” part of the technique assumes that a recommendation algorithm can be broken
down into different functional components to which contextual constraints can be
applied separately. The contextual effect for each component is maximized, and
the joint effects of all components thereby contribute the best performance for the
whole algorithm. The “modeling” part is focused on how to model the contextual
constraints. There are two approaches: context relaxation and context weighting,
where context relaxation uses an optimal subset of contextual dimensions, and con-
text weighting assigns different weights to each contextual factor. Accordingly, we
have two approaches: differential context relaxation (DCR) [30, 31] and differential
context weighting (DCW) [33].

DCM has been successfully applied to user-based collaborative filtering, item-
based collaborative filtering, and Slope One recommendation algorithms [32]. In this
work, we demonstrate DCM as applied to user-based collaborative recommendation.

Figure15.3 shows Resnick’s well-known algorithm for user-based recommenda-
tion [22], where a is a user, i is an item, and N is a neighborhood of K users similar to
a. The algorithm calculates Pa,i , which is the predicted rating that user a is expected
to assign to item i . We decompose this algorithm to four components:

Fig. 15.3 Algorithm components in UBCF



320 Y. Zheng et al.

Neighborhood selection: The algorithm selects the top-k neighbors from users who
have rated on the same item i . If contexts are taken into consideration, the neigh-
borhood can be further restricted only to users who have rated the item in the same
contexts. This gives a context-specific recommendation computation. However,
the strict application of such a filter greatly increases the sparsity associated with
user comparisons. There may only be a small number of cases in which recom-
mendations can be made. DCM offers two potential solutions to this problem.
DCR searches for the optimal relaxation of the context, generalizing the set of
contextual features and contextual conditions to reduce sparsity. In DCW, the
full set of neighbors is used but the influence of neighbors in similar contexts is
increased through weighting.

Neighbor contribution: The neighbor contribution is computed from the difference
between a neighbor’s rating on an item i and his or her average rating over all
items. This average r̄u is another place where context can be applied. We can
compute this average specific to a particular context (DCR) or we can weight the
contribution of different ratings to the average based on their associated context
(DCW). The idea is that users may have different rating behaviors in different
contexts and thus their average rating should be handled different across contexts.

User baseline: The computation of r̄a is similar to the neighbor’s average rating and
can be made context-dependent in the same way.

User similarity: The computation of neighbor similarity sim(a, u) involves identi-
fying ratings ru,i and ra,i where the users have rated items in common. Again,
contextual information can be applied by only matching ratings that occur in a
particular context (DCR) or by weighting more heavily those items rating in sim-
ilar contexts. The idea is that ratings should only count as similar if they have
been applied in the same context.

With these considerations in mind, we can derive a new rating prediction formula
by applying DCR or DCW to the formula in Fig. 15.3. In DCR, we create context
filters for each of the four components of the algorithm. The choice of the best
combination of filters is performed through an optimization procedure searching the
space of possible constraints. In DCW, we create context weights for each of the four
components. Again, the best weights are chosen through optimization. More details
about the prediction equations and technical specifications can be found in [33].

15.3.3 The Influence of Emotional Context

With these algorithms in place, we can explore the influence of the emotion aspects
of context. In the experiments here, we split the LDOS-CoMoDa data set into five
folds, and evaluate the algorithms using five-fold cross validation using RMSE as
the evaluation metric.

There are a total of 12 contextual dimensions in this data. We consider the impact
of these dimensions by creating three evaluation conditions. In the “Emotion only”
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Table 15.4 RMSE for algorithm and context combinations

Algorithms All contexts No emotions Emotions only

DCM DCR 1.043 1.057 1.046

DCW 1.017 1.037 1.036

Splitting
approaches

Item splitting 1.011 1.014 1.014

User splitting 0.913 0.971 0.932

UI splitting 0.892 0.94 0.903
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Fig. 15.4 RMSE for algorithm and context combinations

setting,we consider only the three emotional variables as the contextual dimensions in
the recommending process. In the “No emotions” condition, we use the 9 dimensions
excluding the three emotional variables. We apply all 12 contextual dimensions in
the “All contexts.” The RMSE results are shown in Table15.4, and in Fig. 15.4:

The results show that settings in which emotional dimensions are included in the
context outperform those in which they are excluded. The “All Contexts” setting
shows the best performance in all algorithm variants. In most cases, the error is
highest for the “No Emotions” condition based on statistical paired t-test, which
further confirms the importance of the emotional variables.

Because the two types of algorithms use contexts in different ways, we can exam-
ine how different contextual dimensions are applied. In the splitting algorithms, the
splitting takes place in the preprocessing stage, where the most influential contexts
are chosen to split users or items. We can look at how often each contextual dimen-
sion is used for splitting as a measure of the importance of that dimension across
the user profiles in the data set. In Fig. 15.5, we see, for each splitting criterion,
the percentage of times each contextual dimension was chosen to split the profiles.
Dimensions used less than 5% (item splitting) or 6% (user splitting) of the profiles
are omitted. We do not show results for the information gain criterion as this had the
worst performance.
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Fig. 15.5 Which contexts are the most frequently used ones in the splitting approaches?

In general, the top two dimensions are consistent across the three impurity criteria:
EndEmo andTime for itemsplitting andEndEmo andDominantEmo for user splitting.
However, the percentages differ significantly. If we look more closely at the results,
we find that the contextual condition used for splitting also varies a great deal. For
example, although the top context dimension for item and user splitting is the same—
EndEmo, the most frequently selected condition in this dimension is “Happy” for
item splitting and “Neutral” for user splitting.

Splitting approaches work by identifying specific dependencies between particu-
lar users or items and the contextual dimensions. Obviously, emotion is a personal
quality and can be considered as more dependent on users than items, which is con-
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Table 15.5 Context relaxation and weighting by DCM

Algorithm components Context relaxation By DCR Context weighting by DCW

Neighbor selection N/A Day,Mood

Neighbor contribution Movie Year, Genre Movie Genre

User baseline DominantEmo, EndEmo,
MovieLanguage

DominantEmo, EndEmo,
Interaction

User similarity EndEmo,Location DominantEmo

firmed by the Fig. 15.5—the degree of splitting on emotional variables ismuch higher
than on the nonemotional ones. This fact also helps explain why user splitting works
better than item splitting for the LDOS-CoMoDa data. In addition, the percentages
also reveal the importance of emotions—the top selected contextual dimension is the
“EndEmo” for both item splitting and user splitting.

In DCM, contextual dimensions are used differently across the algorithm compo-
nents. Therefore, the context selection and context weighting can be examined and
show, in a detailed way, the contribution of each contextual dimension in the final
optimized algorithm. The results are shown in Table15.5. For clearer representation,
we did not show specific weights of contexts in DCW; instead, we only list variables
which were assigned weights above a threshold of 0.7. The weights are normalized
to 1, and 0.7 therefore represents a very influential dimension. “N/A” in the table
indicates no contextual constrains were used: the optimization procedure found no
benefit to applying a contextual filter for these components.

Those optimal selections orweights can further be used for explanationor interpre-
tation in recommender systems. For example, “Day” and “Mood” are two influential
contexts to locate the user neighborhood, since those two dimensions are highly
weighted in DCW. Meanwhile, “movie genre” is selected in the neighborhood con-
tribution for both DCR and DCW approaches, which indicates that genre is the most
important feature to contribute in predictions. In other words, the neighborhood’s
ratings on movies with a different movie genre may be not that useful for future
predictions.

The table shows that emotional dimensions are important aspects of context, in that
most algorithm components agreed to select emotional features to include in filtering
andweighting. However, emotions are influential for specific components and not for
others. There is a clear impact of DominantEmo on users’ rating behavior, such that
this factor needs to be included in calculating the baseline rating. In DCR, EndEmo
turns out to be influential when measuring user similarities and user baselines, but
it is not that significant in computing the neighbor contribution. Only in neighbor
contribution do we fail to see an emotional dimension as important, there we see that
selecting and weighting neighbors in terms of movie genre is more useful.
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15.4 Conclusions and Further Research

In this chapter, we demonstrated how emotions can serve as effective contextual
dimensions in the context-aware recommendation.We discussed how emotional vari-
ables may be represented and applied, and examined a particular data set in which
contextual variables are found. We looked in depth at two classes of context-aware
recommendation algorithms: context-aware splitting and differential context model-
ing and show how context is applied in each of these models. In our evaluation, we
show how emotional dimensions are useful in improving recommendation accuracy
as measured by RMSE. We also show how the configuration information learned for
each algorithm (splitting criteria for the splitting algorithms and feature selection
and weighting for the differential models) helps explain the relative value of each
aspect of the emotional context.

We used context-aware splitting and differential context modeling approaches
as examples in this chapter. Apparently, many more context-aware recommenda-
tion algorithms could be used for the same purpose. The state-of-the-art context-
aware recommendation algorithms have been embedded into the open-source recom-
mendation library “CARSKit” [38], where both the deviation-based and similarity-
based [39, 40] contextual recommendation algorithms would be helpful in exploring
emotional effects. In addition, the development of CARS also brings the new rec-
ommendation opportunity: context suggestion [28, 35] which aims to recommend
appropriate contexts for users to consume the items. Toward the future application
context suggestion could be one tool to provide emotional suggestions as a result.

It is clear that emotions are worth considering as contextual features for recom-
mendation, regardless of the type of context-aware approach that is chosen. Probably
the most significant hurdle to wider adoption of this approach is the availability of
data about users’ emotional state, which raises problems both with respect to data
acquisition and user privacy. Implicit indicators of emotional state (such as parame-
ters from sensors) may be used, but this approach raises the problem of the dynamic
nature of emotions, which may change frequently during an activity. For example,
of all the emotions experienced while watching a movie, which ones should be con-
sidered summative (DominantEmo) for given user? This question and other await
further experimentation.
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Chapter 16
Towards User-Aware Music Information
Retrieval: Emotional and Color Perception
of Music

Gregor Strle, Matevž Pesek and Matija Marolt

Abstract This chapter presents our findings on emotional and color perception of
music. It emphasizes the importance of user-awaremusic information retrieval (MIR)
and the advantages that research on emotional processing and interaction between
multiple modalities brings to the understanding of music and its users. Analyses of
results show that correlations between emotions, colors and music are largely deter-
mined by context. There are differences between emotion-color associations and
valence-arousal ratings in non-music and music contexts, with the effects of genre
preferences evident for the latter. Participants were able to differentiate between per-
ceived and induced musical emotions. Results also show how associations between
individual musical emotions affect their valence-arousal ratings. We believe these
findings contribute to the development of user-aware MIR systems and open further
possibilities for innovative applications in MIR and affective computing in general.

16.1 Introduction

Research in music information retrieval (MIR) is multidisciplinary, comprising
related fields of computer science, machine learning, cognitive science and human-
computer interaction, among others. It aims to tackle three fundamental aspects:
music information, the user, and the interactions between the two [31, 73]. Music
information represents both the inherent musical properties (music content) and the
contextual information about music, whereas information about the user includes
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general information (such as personality traits and music preferences), as well as
context-related information about the user’s use and perception of music (e.g., cur-
rent mood and emotions). Finally, the interaction involves various communication
and interface modalities that integrate general and context-aware information about
the user to reflect her music information needs and improve relevancy of results.

All three aspects should be considered for the effective development of MIR.
However, the integration of user-context and related interaction modalities is still rel-
atively poor. By ignoring the user, her perception and use of music, system-focused
approaches lack grounding in the real world. Furthermore, the design and interac-
tion decisions regarding representation ofmusical information often come secondary,
based on the developer’s intuitive notion or a priori assumptions of typical usage sce-
narios, not on the real data about the user [73, 75, 84, 95, 104]. Recent reviews of the
state-of-the-art show that MIR research is still predominantly system-focused [47,
48, 74, 75, 82, 84, 104]. This situation is reflected in the activities of MIREX—
Music Information Retrieval Evaluation eXchange,1 the largest community-based
framework that focuses on advances in MIR techniques and algorithms tailored
to a variety of music-related tasks. Examples include audio classification, melody
extraction, key detection, tempo estimation, music similarity and retrieval, withmore
recent attempts to integrate user information for purposes of music emotion recog-
nition and mood estimation from audio, lyrics, or collaborative tags and their use in
music recommendation and playlist generation.

Research in user-aware MIR is relatively new and efforts towards systematic
approach and construction of formal user models are hindered by the scope and mul-
tidisciplinary nature of the field [18, 48]. For example, research in music cognition
is faced with inherent complexity of music and cognitive issues related to music
processing, further intensified by multimodal interactions (e.g., visual and auditory),
effects of personality traits, mood and emotions, as well as by the ambiguity of
abstract musical concepts and social and cultural differences [13, 20, 41, 49, 65, 66,
69, 89, 90].

This situation is reflected in existing MIR datasets. User information is sparse,
typically accounting for basic demographic information and general music prefer-
ences (such as genre), while lacking in examination of user’s use and perception of
music. More complexMIR datasets, aimed at integrating different perceptual modal-
ities to get additional insight into human music processing, are still in initial stage
and face a number of problems. For example, in scientific literature much emphasis
has been given to emotional aspects of music perception, such as the relationship
between musically evoked and perceived emotions [26, 43, 76, 77, 100, 108]. But
competing theories and different emotion models add to the overall confusion and
make systematic comparison of results difficult, if not impossible [20].

Presented research aims to contribute to the advances of user-aware MIR by
offering the Moodo dataset—a large-scale dataset of mood-dependent, emotional
and color responses to music [68]. In total, over 7000 user annotations had been
gathered, taking into account demographic information, user’s mood and emotions,

1http://www.music-ir.org/mirex.

http://www.music-ir.org/mirex
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and her ratings of emotional and color perception of music for a variety of genres.
In the process, two novel interfaces for emotion annotation had been developed, the
MoodStripe and theMoodGraph, with the aim to alleviate some of the shortcomings
of traditional emotion models.

In what follows, we discuss general aspects of gathering the Moodo dataset
and present the analysis of results on emotional and color perception of music.
Section16.2 provides an overview of related work in MIR and music visualization,
as well as some background on emotional processing and interactions between visual
and auditorymodalities, which serves as an introduction to the analysis of theMoodo
dataset presented later in the chapter. Section16.3 describes the design of the survey
and the evaluation of two novel interfaces for gathering users’ emotional responses
to music, the MoodStripe and the MoodGraph. Section16.4 provides the analysis
of emotional and color responses to music. We show how emotions influence our
perception of color and music, as well as interactions between both modalities. We
conclude with the discussion on our findings.

16.2 Related Work

The following sections shortly present MIR research on emotional perception of
music, issues in music visualization approaches, and give a general overview of
emotional processing and interactions between auditory andvisualmodalities, setting
the stage for the analysis in Sect. 16.4.

16.2.1 MIR Datasets and Music Visualization Approaches

16.2.1.1 Emotion Modeling in MIR

Most existing MIR studies on emotions in music use some variation of the discrete
or dimensional emotion modeling approach for gathering user input, based on the
Likert intensity scale or Russell’s Circumplex model of affect [71]. Major difference
between the two is the discrete emotion model represents individual emotions as dis-
crete categories, whereas the dimensional model represents emotions as dimensions,
typically in the two dimensional coordinate space of valence and arousal.

Variations of Russell’s dimensionalmodel have been used in severalmusic-related
studies [5, 46, 55, 106], with several researchers suggesting additional dimensions
to better reflect the structure of musical emotions. For example, Schimmack et al.
[78] propose two different interpretations of the arousal dimension through energetic
(awake-tired) and tense (tense-calm) dimensions, Bigand et al. [7] and Canazza et al.
[10] suggest that the additional third dimension kineticsmay link perceived emotions
with body posture and gestures, whereas Eerola et al. [21] propose tension as the
additional third dimension to valence and arousal.
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The strongest criticism of dimensional modeling is related to the limited num-
ber of dimensions used in modeling emotions, with the low-dimensional affective
space typically reduced to valence and arousal. Discrete models aim to overcome
this limitation by multiple-category rating of emotions [4, 40]. However, recent sur-
vey and comparative analysis of discrete and dimensional approaches to modeling
emotions in music showed little advantages of the former over the latter—in fact, dis-
crete models exhibit lower discriminative accuracy for musically induced emotions
[19, 99].

In order to compensate for the limitations of current music emotion models,
Zentner et al. [108] developed the GEMS—Geneva Emotional Music Scale, as
a domain-specific emotion model for musically induced emotions. GEMS model,
based on 45 terms, has been further adapted to shorter variants of 25 and 9 term
models by Torres-Eliard et al. [93] and Aljanaki et al. [3]. The MIREX initiative, on
the other hand, proposes a five-cluster model derived from the AllMusicGuide mood
repository [32], with label sets consisting of 5–7 labels per cluster, resulting in total
of 29 labels. In all, more extensive research is needed to confirm the advantages of
initiatives like GEMS over more traditional approaches.

Furthermore, Saari and Eerola presented the affective circumplex transformation
which possibly provides the connection between the discrete mood tags and the
affective circumplex [72]. Wang et al. [101] proposed a Gaussian mixture represen-
tationmodel to enable the translation between discrete tags and continuousVA space.
However, it seems there is currently no available dataset comprising both tag and
VA point representations, as the aforementioned researches use multiple datasets to
generate links between the two.

In Sect. 16.3 we present our contribution to the user-aware MIR, the Mood-
Graph—a hybrid emotion model for gathering participants ratings by integrating
multiple-category emotion labels with the dimensionality of valence-arousal space.

16.2.1.2 MIR Datasets

There is a growing number of MIR datasets that focus on modeling emotions in
music.

TheMoodSwings TurkDataset contains on average 17 valence-arousal ratings for
240 clips of popular music [79]. The authors used a collaborative gameMoodSwings
[85] and AmazonMechanical Turk (paid participation) for gathering perceived emo-
tions in music. The game uses marked emoticons to express positive and negative
emotions and their intensity in the valence-arousal space.

The Cal500 contains a set of mood labels for 500 popular songs [94], at approxi-
mately three annotations per song. The extended dataset CAL10k is also available,
providing 10.870 songs from several thousand artists. It contains 475 acoustic tags
and 153 genre tags [91] and 34 acoustic features.
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TheMTVMusicDataset [81] contains a set of five bipolar valence-arousal ratings,
annotated by five different annotators with different musicological backgrounds, for
192 popular songs.

The Emotion in Music Task dataset, a part of MediaEval Benchmarking Initiative
for Multimedia Evaluation [83], addresses the challenges of music emotion char-
acterization and recognition. For example, the task for 2013 was dynamic emotion
characterization, based on the continuous estimation of valence-arousal scores for
each musical piece in the dataset. For this purpose, the annual music dataset of
45 s long musical pieces, annotated by a minimum of 10 workers, is gathered (1000
musical pieces for 2013 and 1744 for 2014). The organizers employ crowdsourcing
approach, with annotations collected throughAmazonMechanical Turk and partially
from publicly available data on Last.fm.

Using the aforementioned GEMS model, Aljanaki et al. [2] collected over 8000
responses by 1778 participants on a set of 400 music excerpts of classical, rock, pop
and electronic music, equally represented by 100 excerpts each. The 9 GEMSmodel
was used in the data gathering procedure, based on the Emotify game, developed for
this purpose. Demographic data, comprising of gender, age and language was also
collected.

Lykartsis et al. tested theGEMSmodel for electroacoustic and popularmusic [50],
using a German version (GEMS-28-G), based on the GEMS-25 with additional three
categories. There were 245 participants included in the study. The study included 20
music pieces of classical and popular instrumental music and electroacoustic music.
Some demographic data was collected: age, language, level of education, music
knowledge, and amount of listening to music per day.

An interesting application of the GEMSmodel is the study on emotional reactions
to music, conducted by Jaimovich et al. [34], where the GEMS-9 model was used on
4000 participants and 12000 music excerpts based on 53 songs. Here, participants’
electrodermal activity (EDA) and heart rate were also recorded.

The All Music Guide (AMG) 5 mood clusters were proposed by Hu and Downie
[32], to “reduce the diverse mood space into a tangible set of categories” Several
datasets used the proposed approach in a variety of task-specific applications. For
example, Yi-Hsuan and Hu [106] collected a dataset of 2453 responses to a set of 500
Chinese music pieces—five labels per song on average and one expert annotation per
song—to evaluate the acoustic features and compare them to responses on English
music pieces. Laurier et al. [46] used the AMG mood clusters and Last.fm service
social tags to observe the possible correlations between both. Panda et al. [63] cre-
ated a multimodal MIREX-like emotion dataset collected from AllMusic database,
organized by five emotion clusters from the AMG mood depository. The dataset is
based on three sources containing 903 audio clips, 764 lyrics, and 193 midis.

To compare dimensional and discrete emotion models, Eerola et al. [16] gathered
an annotated dataset of 360 filmmusic clips, rated by 116 non-musician participants.
Additional data about each participant include gender, age, years of musical training,
and experience of playing an instrument. The experimentwas divided into two stages:
during the first stage, participants labeled individual musical excerpts in a three-
dimensional valence-arousal-tension space (using bipolar scales), whereas during the
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second stage, 9-degree scales for each discrete emotion were used. The experiment
was relatively time demanding, averaging between 50–60min for each participant.
The soundtracks dataset for music and emotion contains single mean ratings of
perceived emotions (labels and values in a three-dimensional model are given).

Most of the existing MIR datasets contain a reasonable amount of demographic
information. Yet none focus on interactions between visual and auditory modalities,
connecting emotional and color perception of music—this has been the mainmotiva-
tion behind the Moodo dataset, presented in Sect. 16.3. Uncovering the relationship
between emotions, colors and music is also relevant for more innovative approach
to music visualization.

16.2.1.3 Music Visualization

In the past, user-oriented research in music visualization has been largely neglected
[75, 82], but recent attempts (e.g., the Grand challenge at MIREX evaluation
exchange initiative2) indicate a growing interest in the domain. There are numerous
attempts of providing visualizations for a variety of music and audio features, from
the low-level spectral features to the high-level music patterns and music metadata
[15]. Most can be separated into two categories: visualizations of music parame-
ters (e.g., harmonies, temporal patterns, and other music entities) [6, 29, 33, 35,
51] and visualizations of spaces representing relationships among different music
pieces [44, 62]. The latter are more suitable for music recommendation systems and
for data exploration in general. Examples include visualization of musical pieces as
thumbnail images by Yoshii and Goto [107], visualization of personal music library
(Torrens et al. [92]), and visualizations designed for the exploration of music collec-
tions on small-screen devices (Van Gulik et al. [96, 97]). Julia and Jorda [36] devel-
oped visualization for exploring largemusic collections in tabletop applications, thus
extending user interaction beyond the standard keyboard/mouse interfaces, whereas
Lamere and Eck [45] developed three-dimensional space visualization for music.

While there are significant advances in music visualization, most approaches still
rely on the intuitive interpretation of color in music and lack real world data gathered
with the analysis of various user scenarios [82]. For example, topographic visualiza-
tions of similarities inmusic, based on Self-OrganizingMaps [42] or Islands ofMusic
[61, 62]—a very popular approach in music visualization that efficiently reduces the
dimensionality of data—use arbitrary sets of colors to differentiate between individ-
ual clusters. We believe that user-context is essential for improving music visualiza-
tions, as well as the overall design of MIR systems. The following section briefly
discusses the importance of multimodal integration, both in MIR and affective com-
puting in general.

2http://www.music-ir.org/mirex.

http://www.music-ir.org/mirex
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16.2.2 Multimodal Interactions

Integrating sensory information from various modalities is essential for a coher-
ent perceptual experience. This integration is ongoing—the brain continually col-
lects and estimates multiple sources of sensory information and, based on our prior
knowledge, personality traits, as well as our affective state and understanding of the
momentary context, attempts to make coherent representations of reality [9, 12, 88].
As the flux of information signals is noisy and incomplete, “the brain reduces the
variance in the integrated estimate and increases the robustness of the percept by
combining and integrating sources of sensory information from within and across
modalities” [23]. The brain’s effort to provide a coherent percept from concurrent
stimulation ofmultiplemodalities is not always successful. In one of themost famous
examples of audio-visual integration, the McGurk effect [54], the auditory experi-
ence of speech perception is modulated by visual information, combining incon-
gruent audio-visual stimuli, and as a result, altering the phonetic processing into an
illusory perception of a sound. Thus, for multimodal integration to be successful, the
key constraints of semantic and spatio-temporal congruency should be met [86, 87].
Overall, research on auditory and visual perception [8, 14, 25, 53, 64, 86, 98, 105]
has shown significant benefits of multimodal interactions in terms of “filling in” the
missing information, enhancing individual modalities and increasing the accuracy
and robustness of resulting percept.

16.2.2.1 Relations to Music

Emotional processing of music is affected by many factors, most notably by indi-
vidual’s personality and age, music preferences (e.g. genre), musical features (e.g.,
rhythm, tempo, and mode), and mood. For example, Vuoskoski et al. [100] identified
personality factors involved in the emotional processing of music and found mood-
and trait-congruent biases in the perception of musical emotions, while Zentner,
Grandjean, and Scherer [108] found significant variations in the emotional responses
to various musical genres. Strong correlations have been found along valence and
arousal, the two primary dimensions of emotion, and the individual musical fea-
tures. Overall, rhythm and tempo are the two most prominent musical parameters
associated with emotional processing, with rhythm having significant correlations
along both valence (together with major and minor mode) and arousal dimensions,
and tempo typically correlated with the arousal dimension [58]. Moreover, existing
research has shown there are positive associations between the overall sound inten-
sity and arousal [27], cases of cross-modal transfer of arousal to vision [52], and the
effects of individual emotions on color-music associations [60]. In general, research
on audio-visual integration shows flexible integration of both modalities [86], with
the multisensory integration reducing ambiguity and providing the “faster and more
accurate categorization” [11], and thus the richer and more coherent percept.

The underlyingmechanisms governing emotion induction are not unique tomusic
[39], andmost of the presented findings can be extended to other domains of affective
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computing. Besides cognitive aspects, the benefits of multimodal integration are
particularly relevant for the user-aware MIR systems, both in terms of the overall
user experience, with audio-visual modalities being the dominant aspects of interface
design, and the development of intelligent recommendation algorithms.

The first step toward user-aware MIR research is the creation of more compre-
hensive MIR datasets and integration of user-related information. In what follows,
we present the methodology for gathering emotional and color responses to music
in theMoodo dataset.

16.3 Online Survey: Gathering Emotional and Color
Responses to Music

The specification for online survey was based on the preliminary study, with the
aim to select relevant emotion labels, create interfaces for gathering participants’
responses, evaluate different aspects of user experience and set guidelines for the
overall design of the survey.

16.3.1 Preliminary Survey: Selection of Emotion Labels
and Colors

To establish a relevant set of emotion labels for the main survey, we had performed a
preliminary survey of emotion labels gathered from themusic research literature [18,
22, 32, 37, 38, 108]. The preliminary survey was conducted in Slovenian language
and asked 64 participants to describe their current affective state on a 7-degree Likert
intensity scale, based on a set of 48 emotion labels selected from selected studies [70,
71, 103]. Principal component analysis of the gathered data revealed 64%variance in
the first three components, coveringmost of the 17 emotion labels chosen for themain
survey. The final set of emotions used in the survey: Anger, Anticipation, Calmness,
Disappointment, Dreamy, Energetic, Fear, Gloominess, Happiness, Inspiring, Joy,
Liveliness, Longing, Relaxed, Sadness, Surprise, Tension. Additionally, mood labels
were derived from the above set for gathering participants’ self-reports onmood in the
second part of the survey: Active, Angry, Calm, Cheerful, Disappointed, Discontent,
Drowsy, Happy, Inactive, Joyous, Miserable, Relaxed, Sad, Satisfied, Sleepy, Tired,
Wide Awake.

Next, we evaluated the effectiveness of the continuous color wheel for gathering
color annotations for individual emotions. Most participants found the continuous
color scale too complex. Consequently, a modified discrete-scale version with 49
colors displayed on large tiles was created. The set of 49 colors has been rated by
most participants as providing a good balance between the complexity of the full
continuous color wheel and limitations of choosing a smaller subset of colors.
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Another important finding of the preliminary survey was participants’ feedback
on the interfaces for gathering emotion and color responses. Traditional Likert scale
variations present a high task load, as each of the 48 emotions used in the main
survey had to be rated on a separate scale. Thus, two novel graphical user interfaces
for gathering mood and emotion ratings had been developed, the MoodStripe and
MoodGraph. These are presented in the following sections togetherwith other aspects
of the main survey design.

16.3.2 Main Survey

The main survey was conducted online in three stages. Part one contains basic demo-
graphic questions, including questions regarding participant’s musical experience.
Part two focuses on participant’s current mood, emotions and associated colors, and
part three focuses on emotional and color responses to music.

16.3.2.1 Part One: Demographic Information

The first part of the survey captures basic demographic information (age, gender, area
of living, native language) and participant’s music-related information, including
music education and skills (e.g., ability to play an instrument or sing), the amount of
time listening to music, and genre preferences. Additional, more detailed questions
were omitted, to reduce the overall duration of the survey (to estimated 15min) and
allow participants to focus on emotional, visual, and musical aspects in the second
and third part of the survey.

16.3.2.2 Part Two: Gathering Participants’ Self-reports on Mood,
Emotions, and Colors

The second part of the survey focuses on participant’s self-report on currently felt
mood, emotions and associated colors.

Participant’s affective state was captured in several ways. To estimate their cur-
rent mood, participants were first asked to place a point in the valence-arousal space
(Fig. 16.1, left). This is a standard mood estimation procedure in dimensional mod-
eling. Self-reports on mood were only gathered at this stage of the survey, under
the assumption that participant’s mood will not change considerably throughout the
remaining parts of the survey (average duration of the survey is 15min).

Participants were then asked to choose colors best associated with currently felt
emotions by selecting a color in the discrete color wheel (Fig. 16.1, right).3 Next, the

3for colored figures (Fig. 16.1 (left) and Figs. 16.5, 16.6, 16.7, 16.8, 16.9, 16.10, 16.11, 16.12 and
16.13) refer to the electronic version of this paper.
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Fig. 16.1 Left: the valence-arousal space. The graph axes are marked Unpleasant and Pleasant
for the abscissa, and Passive and Active for the ordinate values (the black dot indicates participant’s
selection in valence-arousal space). Right: the discrete color wheel with a set of 49 colors (the black
dot indicates the selected color)

Fig. 16.2 The MoodStripe: participant drags emotions on the canvas according to their level of
activation: from unexpressed to highly expressed (areas of the scale are marked from absent (left),
moderately present (middle), to highly expressed (right)). Here, only a selection of emotion labels
is presented. This interface is a substitute for a set of n-degree scales typically used in gathering
user ratings

level of activity for 17 emotions was evaluated by positioning individual emotion
labels in the MoodStripe interface (see Fig. 16.2). To make the task as easy and
intuitive as possible, participants were able to drag and drop individual emotion
labels onto the continuous activation space. This significantly reduced the overall
task load, compared to the more traditional approach of using n-degree scales, where
annotations for individual emotions need to be conducted on separate scales (see
Sect. 16.3.3 for the evaluation of proposed interfaces).

Finally, participants assessed pleasantness and activity of individual emotions
by positioning emotion labels onto the valence-arousal space of the MoodGraph
interface (Fig. 16.3). The decision to use theMoodGraph interface instead of classical
Russell’s Circumplex model of affect [71] was to avoid the assumptions made in
the latter, where the placement of individual emotions is designated to the specific
areas (sections in the four quadrants) of the valence-arousal space. In music, this is
not always the case (e.g., sadness is sometimes perceived as pleasant; see analysis
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Fig. 16.3 The MoodGraph: emotions are dragged from the category container onto the valence-
arousal space. Blue dots indicate the positions of selected emotion on both axes

in Sect. 16.4.4) and without imposing discrete areas of valence-arousal space the
MoodGraph can account for the variability in perception and annotation of musical
emotions.

Both novel interfaces, the MoodStripe and the MoodGraph, pose an alternative
approach to gathering participants’ ratings, replacing a set of ordinal n-degree scales.
A subsequent evaluation of user experience and proposed interfaces showed that
concurrent rating of emotions in the MoodStripe and the MoodGraph interfaces is
intuitive and effective at reducing task load put on the participant (see Sect. 16.3.3).

16.3.2.3 Part Three: Emotional and Color Perception of Music

In part three of the survey, participants are asked to complete two tasks related
to emotional processing of music. First, participants are presented with a set of 10
randomly selected 15s longmusic excerpts. After listening to the excerpt, participant
is first asked to select best matching color for the excerpt (Fig. 16.1, left). Next,
participant is asked to place a set of emotion labels in the MoodGraph valence-
arousal space, differentiating between two different categories of musical emotions:
emotions evoked in the listener (induced emotions) and emotions expressed bymusic
(perceived emotions). The category of induced emotion labels ismarkedwith a person
icon, whereas perceived emotion labels are represented with a note icon. Participants
are instructed the first category (person icon) represents their personal emotions,what
they feel when listening to the individual music fragment, and the second category
(note icon) represents emotions that the music expresses (that one recognizes in
music). Participants may place any number of emotions (but at least one from each
category) in theMoodGraph (as shown in Fig. 16.4).
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Fig. 16.4 The two-category MoodGraph: an extension of the one-category interface provides the
participant with two categories, each denoted with an icon: a person icon for induced emotions and
a note icon for perceived emotions

16.3.3 Evaluation of the MoodStripe and the MoodGraph
Interfaces

We have conducted a subsequent evaluation of theMoodStripe and theMoodGraph
interfaces, based on the feedback from participants of the survey. Participants were
asked to evaluate several aspects of the survey: user experience (UX) [1], complexity
of the questionnaire, and both interfaces. Our goal was to determine the functionality
and user-friendliness of both interfaces compared to the standard approaches of
gathering participant ratings. The evaluation of both interfaces contained a subset
of the NASA load task index [30] evaluation survey and a set of specific questions.
Results are presented in Sect. 16.3.3.1.

The online evaluation questionnaire was completed by 125 participants that pre-
viously participated in the main survey (detailed presentation of the results can be
found in [67]). Results were generally positive and indicate overall balance of the sur-
vey and user-friendliness of both interfaces. They are summarized in Fig. 16.5. The
majority of participants spent 11–15min solving the survey (11). Although responses
show balanced mental difficulty of the survey (1), the physical difficulty seems to
be more uniformly distributed across participants (2). Thus, it can be speculated that
the listening part of the survey presented a challenge for many participants.
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Fig. 16.5 The cumulative histograms for twelve evaluation questions

16.3.3.1 Results

The MoodGraph interface was evaluated as quite intuitive (4), however, it was also
time consuming (5). Considering the complexity of required tasks (differentiating
and rating emotions from two conceptually separate emotion categories, induced vs.
perceived) and task load (e.g., the number of music excerpts, colors and emotions)
put on participants, such feedback is realistic. Participants suggested the number
of emotions in MoodGraph categories is slightly unbalanced (6), and we plan to
reviewand extend both categories in the future. TheMoodStripe interface represents a
significant improvement over a variation of the Likert scale (a group of radio buttons),
both in intuitiveness (7, 8) and time complexity (9). Participants also indicated that
the set of 49 colors may not be large enough, so we will consider expanding the
existing set.

Results of the evaluation demonstrate the usefulness of the proposed interfaces.
The key advantages, compared to the standard input types, are reduced time complex-
ity and task load, and an increased intuitiveness of the two novel interfaces, resulting
in a lower mental difficulty and frustration of participants. At the same time, partic-
ipants’ comments give some useful future directions for improving the design and
methodology of gathering participants’ ratings on emotions, colors and music.
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16.4 Analysis: Music, Colors, and Emotions

In what follows, we first present the demographic information on participants of the
survey. Then we continue the discussion on emotional processing and multimodal
interactions inmusic.We present correlations between emotions, colors andmusic in
non-music and music contexts, the effects of genre preferences, differences between
perceived and induced musical emotions, as well as differences in valence-arousal
ratings for associations between individual musical emotions.4

16.4.1 Demographic Information

The online survey was completed by 741 participants, with total of more than 1100
participants participating, but not completing all three parts of the survey—these
participants had been removed from the analysis. From 741 participants, 247 are
men (33%) and 494 are women (67%). The youngest participant is 15years old, the
oldest is 64years old. More than 75% of participants fall into age group 30years
old or younger (Mean = 28.45years). This is most likely due to the use of online
survey, social media and public student associations channels for promotion and
dissemination of the survey.

Almost 60% of male and 44% of female participants have no music education.
From the participants with music education, 12% of women and 6% of men finished
primary music education, which is a standardized 6year program in Slovenia.

The most popular music genre is Rock, chosen by 31% of participants. It is
followed by Pop, chosen by 17% of participants, Alternative and Classical, the latter
two chosen by 5%of participants. Other genres received significantly less than 5%of
the votes. As a second favorite genre, 20% of participants chose Rock, whereas Pop
received 14% of votes. Classical music was the favorite genre in the third-favorite
group (13%), followed by Rock (12%) and Pop (10%).

16.4.2 Emotional Mediation of Color and Music

Interactions between auditory (music) and visual (color) modalities significantly
depend on user’s personality traits, temporary affective state and music context [39,
56, 59, 87]. Experiments conducted by [28, 60] show that cross-modal associa-
tions between music and colors use emotional mediation as the underlying mecha-
nism. Their findings “associate specific dimensions of color (saturation, lightness,
and yellowness-blueness) with specific high-level musical dimensions (tempo and

4Visualization tools for the general overview of the Moodo dataset are available here: http://www.
moodo.musiclab.si/#/razplozenjeinglasba.

http://www.moodo.musiclab.si/#/razplozenjeinglasba
http://www.moodo.musiclab.si/#/razplozenjeinglasba
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Fig. 16.6 Emotions and their color associations in the valence-arousal space (without music):
a Anger. b Joy. c Happiness. d Energetic. e Fear. f Sadness. g Relaxation and h Liveliness [68]

mode), and show clear evidence of mediation by emotional dimensions (happy-sad
and angry-calm)” [60]. Further evidence for direct cross-modal emotional media-
tion of both modalities has been shown by Pesek et al. [68], based on the analysis of
participants’ valence-arousal ratings of emotions and their color associations for indi-
vidual music excerpts. Results show a stark contrast between valence-arousal ratings
of individual emotions and their color associations in non-music context (emotion-
color associations) and those in music context (emotion-color-music associations),
as shown in Figs. 16.6 and 16.7 respectively.5

Color associations for individual emotions presented in Fig. 16.6 are in line with
previous research [59], with the dark blue-violet and black hues associated with
the negative emotions, such as fear and anger (A and E), the light green hues for
happiness (C) and the more vibrant red-yellow-green hues for joy and liveliness
(B and H), and the distinctly red for energetic (D). One noticeable exception is
relaxation (G), occupying the positive position on the valence dimension, but with
the hues similar to those of the negative emotions.

In music context (Fig. 16.7), the red hues prevail over the dark blue-violet and the
gray-black hues for negative emotions (A and E), the green-yellow hues for positive
emotions of joy and happiness (B and C) and on the positive arousal dimension for
relaxation (G), while the green hues dominate in relaxation and calmness (G and H).
Sadness (F) differentiates itself from the rest of emotions with prevalent blueness.
There is an interesting correlation between color associations and the valence-arousal

5Note that emotions D: Energetic and H: Liveliness in Fig. 16.6 do not correspond to emotions D:
Anticipation and H: Calmness in Fig. 16.7, as the latter are more appropriate in music context (for
a discussion on musical and non-musical emotions, see [37]).
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Fig. 16.7 Emotions and their color associations in the valence-arousal space (withmusic): aAnger.
b Joy. c Happiness. d Anticipation. e Fear. f Sadness. g Relaxation and h Calmness

space for anticipation (D), where hues associated with the negative emotions dom-
inate the negative pole of valence space, whereas green-blue hues, associated with
more passive but pleasant emotions (such as G: Relaxation and H: Calmness), dom-
inate in the quadrant of positive valence and negative arousal.

In general, emotions in music context occupy a more central position in the
valence-arousal space, whereas the distribution of individual ratings is significantly
larger than that of the emotion ratings in non-music context. This shows that musical
emotions are being perceived differently from their non-music counterparts, and can
at times occupy semantically opposite positions [108]; especially along the valence
dimension, where for example sad music can sometimes be perceived as pleasant
(compare E: Fear and F: Sadness in Figs. 16.6 and 16.7 for the distribution of valence-
arousal ratings).

16.4.3 Genre Specificity of Musically Perceived Emotions

Emotional mediation of color and music associations is to some extent further con-
strained by themusic genre. Beyond specific sets ofmusical characteristics and styles
that differentiate one genre from another, genres also convey particular sets of musi-
cal emotions, or more precisely, emotions are perceived differently among individual
genres because of the underlying musical characteristics and style represented by a
particular genre [16].
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Table 16.1 Typical emotions selected by participants for individual genres

Genre/emotion Anger Anticipation Calmness Fear Happiness Joy Relaxation Sadness

Country � � �
Dance/Disco � �
Easy listening � �
Electronic �
Hip hop/rap � �
Metal � �
New age � � � � � �
Pop � � � �
Rock � �

Comparing participants’ ratings of music excerpts for different genres we can
argue that genre specificity of musically perceived emotions is stronger for the musi-
cally more obscure genres (e.g., Metal), i.e. those genres that share least of common
features with more mainstream genres, such as Pop or Dance/Disco, for example.
Typical emotions (most used by participants) for selected genres are presented in
Table16.1, while Fig. 16.8 shows the valence-arousal ratings of top three genres
(represented by music excerpts) and the prevalent color association for each of musi-
cal emotions (introduced in Fig. 16.7).

Fig. 16.8 Top three genres for individual emotions: a Anger. b Joy. c Happiness. d Anticipation.
e Fear. f Sadness. g Relaxation. and h Calmness
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As Table16.1 and Fig. 16.8 show, different genres convey different sets of emo-
tions, and even the same emotion might be perceived differently across musically
and stylistically heterogeneous genres.

16.4.4 Perceived and Induced Emotions in Music

Emotional processing of music generally involves two types of emotions [24], those
that are conveyed by music (perceived) and those evoked in the listener (induced).
Preliminary analysis of the dataset showed that participants do differentiate between
perceived and induced emotions. We found significant variance in participants’ rat-
ings of individual emotions from both categories, especially on the valence dimen-
sion, where variance was largest on the music perceived as unpleasant [68]. This
finding shows that in certain music contexts, especially those with the perceived
negative connotation, music can produce a variety of, sometimes polar, perceived-
induced emotion responses in the listener (see Fig. 16.9). This is in line with the
previous research on perceived and induced emotions in music [80], and while the
differentiation between the two categories is not always clear (for the analysis of
possible interactions, see [26]), the results show both aspects should be accounted
for when integrating emotions into user-aware MIR systems.

Fig. 16.9 Variance between induced (diamond) and perceived (circle) emotions in valence-arousal
space [68]. Here, the average participants’ ratings (centroids) for individual music excerpts are
shown as induced-perceived emotion pairs for the following emotions: aAnger. bHappiness. c Joy.
d Anticipation. e Fear. f Sadness. g Relaxation and h Calmness
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Fig. 16.10 Gender differences in the perception of musical emotions Surprise and Tension

16.4.5 Additional User Context: Mood, Gender and Musical
Education

Beyond general correlations found in participants’ emotional ratings of color and
music there are additional user contexts that can give us further insight into our
perception of music. Here, the effects of mood, gender and musical education, as
well as the effects of different emotion combinations, are shortly presented through
the analysis of quantized valence-arousal spaces, similar as used by [102]. These
findings further emphasize the need for a more comprehensive MIR research and
analysis of general user contexts.

Figure16.10 shows differences in the perception of musical emotions between
male and female participants for surprise and tension. These emotions represent the
dynamic properties ofmusic [21] and are perceived as such on the arousal dimension,
with both groups rating them as active. However, there are significant differences
in the perception of surprise and tension on the valence dimension, with females’
ratings expressing significant variability on surprise, whereas males’ ratings are
more distributed on tension. This shows that at least in certain music contexts, the
perception of surprise and tension is gender dependent. However, no significant
differences were found in the male and female ratings for other musical emotions in
the dataset.

Influence of mood is evident in the color perception of negative musical emotions,
as shown in Fig. 16.11. Here, the color perception of sadness is perceived differently
depending on the mood of the two groups of participants: participants of one group
are in a satisfied mood, whereas participants of the other are discontent. The overall
valence-arousal ratings are similar, but the difference in color ratings is obvious, with
black only present in color ratings of participants feeling discontent. The effects of
mood on the color perception of music have been found for the negative (unpleasant)
emotions such as sadness, but not for the positive emotions, such as happiness.

Figure16.12 shows the influence of music education on the perception of musi-
cal emotions dreamy and surprise. Participants with music education (years 1–20)
exhibit a significantly higher variance on both valence and arousal dimension, com-
pared to the participants with no music education. However, the influence of music
education on the perception of music should be further investigated by mapping par-
ticipants’ valence-arousal ratings of emotions and colors to the underlying musical
parameters.
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Fig. 16.11 Effects of participant’s mood (Discontent vs. Satisfied) on the color perception of
sadness and happiness

Fig. 16.12 Influence of music education on the perception of dreamy and surprise in music. Figure
shows two groups of participants: participants with no music education (‘DREAMY 0’ and ‘SUR-
PRISE 0’) and participants with music education (‘DREAMY 1–20’ and ‘SURPRISE 1–20’)

More widespread are the effects of emotion combinations presented in Fig. 16.13.
The effects of negative and positive emotion combinations are shown through the
variations in valence-arousal ratings foranticipation, liveliness and tension. Common
to all three is the positive position on the arousal dimension, with tension leaning
towards the negative and lightness towards the positive valence. Figure shows how
the associated negative emotions (Anger, Fear) affect valence-arousal ratings of
all three emotions towards the negative valence, whereas the associated positive
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Fig. 16.13 Effects of emotion combinations on the perception of musical emotions for anticipa-
tion, liveliness and tension. Figure shows differences in valence-arousal ratings influenced by the
associated negative (anger, fear) and positive (happiness, joy) emotions

emotions (Happiness, Joy) lean towards the positive valence. All three, anticipation,
liveliness and tension, are often considered as alternative third dimension to valence
and arousal, for modeling the dynamic aspects of music (such as tempo and rhythm)
[17, 18].

16.5 Conclusions

Themultidisciplinary nature ofMIR research and the need for integration of the three
fundamental aspects—music, the user and interaction—pose a number of exciting
challenges for the future. The aim of this chapter was to address some of the current
issues and argue towards user-aware MIR. And while the research on emotional and
color perception of music is only a small piece in the overall ‘user-aware’ puzzle,
we believe it is nevertheless important.

Presented analyses show that correlations between emotions, color and music
are largely determined by context. There are differences between the emotion–color
associations and valence-arousal ratings in non-music and music context, with the
effects of genre preference evident for the latter. Participants were able to differen-
tiate between perceived and induced musical emotions, and furthermore, between
genre specific emotions. Results also show gender plays no major role and that
female and male ratings of musical emotions and associated colors correlate, apart
from differences in the perception of musical tension and surprise. The influence
of mood is evident in the color perception of unpleasant emotions, such as sadness,
but not for the positive emotions, such as happiness. More evident are the effects of
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emotion combinations describing music. Here, the associations between individual
musical emotions affect their valence-arousal ratings, depending on the negative or
the positive potency of individual emotion. The influence of music education has
been shown for dreamy and surprise, and should be further investigated, especially
in regard to the emotions that relate to the underlying musical parameters, such as
surprise, tension, anticipation and liveliness. We assume that users with music edu-
cation or skills might perceive music differently due to a better understanding of
musical concepts [57], but other aspects, such as mood and personality, should be
considered as well [99].

The underlyingmechanisms governing emotion induction are not unique tomusic
and most of the findings presented here can be extended to other domains of affective
computing. The benefits of multimodal integration are particularly relevant to the
user-aware systems research, both in terms of improving the overall user experience,
with audio-visual modalities acting as the dominant features of interface design, as
well as in improving the existing recommendation algorithms.
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Chapter 17
Emotion Detection Techniques
for the Evaluation of Serendipitous
Recommendations

Marco de Gemmis, Pasquale Lops and Giovanni Semeraro

Abstract Recommender systems analyze a user’s past behavior, build a user profile
that stores information about her interests, maybe find others who have a similar
profile, and use that information to find potentially interesting items. The main limi-
tation of this approach is that provided recommendations are accurate, because they
match the user profile, but not useful as they fall within the existing range of user
interests. This drawback is known as overspecialization. New methods are being
developed to compute serendipitous recommendations, i.e. unexpected suggestions
that stimulate the user curiosity toward potentially interesting items she might not
have otherwise discovered. The evaluation of those methods is not simple: there is a
level of emotional response associated with serendipitous recommendations that is
difficult to measure. In this chapter, we discuss the role of emotions in recommender
systems research, with focus on their exploitation as implicit feedback on suggested
items. Furthermore, we describe a user study which assesses both the acceptance
and the perception of serendipitous recommendations, through the administration
of questionnaires and the analysis of users’ emotions. Facial expressions of users
receiving recommendations are analyzed to evaluate whether they convey a mixture
of emotions that helps to measure the perception of serendipity of recommenda-
tions. The results showed that positive emotions such as happiness and surprise are
associated with serendipitous suggestions.
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17.1 The Overspecialization Problem

Recommender systems adopt information filtering algorithms to suggest items or
information that might be interesting to users. In general, these systems analyze a
user’s past behavior, maybe find others who have a similar history, and use that infor-
mation to provide suggestions. For example, if you tell the Internet Movie Database
(IMDb)1 that you like the movie Star Wars, it will suggest movies liked by other
people who liked that movie, most of whom are probably science-fiction fans. Most
of those recommendations are likely to be already known to the user, who will be
provided with items within her existing range of interests, and her tendency towards
a certain behavior is reinforced by creating a self-referential loop. This drawback is
usually known as overspecialization [29], and stimulates researchers in the area of
information filtering and retrieval to design methods able to find serendipitous items.

Several definitions of serendipity have been proposed in recommender systems
literature. A commonly agreed one, proposed by Herlocker et al. [22], describes
serendipitous recommendations as the ones helping the user to find surprisingly
interesting items she might not have discovered by herself. McNee et al. [29] iden-
tify serendipity as the experience of receiving an unexpected and fortuitous item
recommendation, while Shani and Gunawardana [39] state that serendipity involves
a positive emotional response of the user about novel items and measures how sur-
prising these recommendations are.

According to these definitions, serendipity in recommender systems is character-
ized by interestingness of items and the surprise for users who get unexpected sug-
gestions. Therefore, in our study we define serendipitous suggestions those which
are both attractive and unexpected. Attractiveness is usually determined in terms
of closeness to the user profile [27], while unexpectedness of recommendations is
defined in literature as the deviation from a benchmarkmodel that generates expected
recommendations [20, 30]. Expectedmovie recommendations could be blockbusters
seen by many people, or movies related to those already seen by the user, such as
sequels, or those with same genre and director.

In order to make clearer the adopted definition of serendipity, it is useful to point
out the differences with related notions of novelty and diversity. The novelty of
a recommendation generally refers to how different it is with respect to “what has
been previously seen” by a user or a community [22, 46]. Continuing with our movie
recommendation scenario, if the system suggests a movie the user was not aware of,
directed by his favorite director, that movie will be novel, but not serendipitous.

Diversity (see also Chap. 11) represents the variety present in a list of recommen-
dations [19, 50]. Methods for the diversification of suggestions are generally used to
avoid homogeneous lists, in which all the items suggested are very similar to each
other [2]. This may reduce the overall accuracy of the recommendation list because
none of the alternative suggestions will be liked, in case the user wants something
different from the usual. Although diversity is very different from serendipity, a rela-
tionship between the two notions exists, in the sense that providing the user with a

1www.imdb.com.

http://dx.doi.org/10.1007/978-3-319-31413-6_11
www.imdb.com
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diverse list can facilitate unexpectedness [1]. However, the diversification of recom-
mendations does not necessarly imply serendipity since diverse items could all fall
into the range of user preferences.

In this chapter, we focus on the problem of evaluating the degree of serendipity
of recommendations. In particular, we investigate the issue of designing an evalu-
ation framework that measures the perception of serendipity, given that providing
non-obvious recommendation can hurt the accuracy of the system. We suggest that
affective states derived from facial expressions could be particularly useful in those
evaluation scenarios, such as the assessment of serendipity, where traditional per-
formance measures are not sufficient to catch the perceived quality of suggestions
with respect to the specific aspect being assessed. The idea is that facial expression
analysis can give information about the affective state of the user and therefore could
be exploited to detect her emotive response to an observed item.

The main contribution of the chapter with respect to the above mentioned issue
is the design of an evaluation framework which exploits the emotional feedback
of users provided with serendipitous recommendations. We performed a user study
which assessed the actual perception of serendipity of recommendations and their
acceptance in terms of both relevance and unexpectedness by means of the Noldus
FaceReader™, a tool for emotion detection. The system gathers implicit feedback
about users’ reactions to recommendations through the analysis of their facial expres-
sions, and classifies the collected emotional feedback in the categories of emotions
proposed by Ekman [14]. We argue that serendipity can be associated with some of
them, and the results of the experiments support our hypothesis.

In the following section, we analyze how emotions can affect people’s choices
and discuss some literature about the exploitation of implicit emotional feedback
in recommender systems research. In Sect. 17.3 we briefly describe a knowledge-
based recommendation process which adopts RandomWalk with Restarts [28] as an
algorithm for computing serendipitous suggestions. Section17.4 describes the exper-
iments designed to evaluate the effectiveness of the proposed approach. The inno-
vative aspect of the evaluation process is that implicit emotional feedback detected
from facial expressions of users are adopted to assess the degree of serendipity of
recommended items. Conclusions are drawn in the final section.

17.2 Exploitation of Emotions Detected from Facial
Expressions in Recommender Systems Research

In this chapter,we argue that implicit emotional feedback automatically detected from
facial expression could help to assess serendipity of recommendations. In order to
fully understand the role of emotions in recommender systems, we need to discuss
how emotions influence human decision making as well.
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17.2.1 What Roles Does Emotion Play in Decision Making?

The question of how to conceptualize emotions concerning their role in decision
making (DM) has been deeply studied in the psychological literature over the last
20years [18, 26, 31–33]. According to traditional approaches of behavioral deci-
sion making, choosing is seen as a rational cognitive process that estimates which of
various alternative choices would yield the most positive consequences, which does
not necessarily entail emotions. Emotions are considered as external forces influ-
encing an otherwise non-emotional process (influence-on metaphor). Loewenstein
and Lerner [26] distinguish between two different ways in which emotions enter into
decision making. The first influence is that of expected emotions, i.e. beliefs about
the emotional consequences of the decision outcomes: users might evaluate the con-
sequences of the possible options by taking into account both positive and negative
emotions associated with them and then select those actions that maximize positive
emotions and minimize negative emotions. The other kind of affective influence on
DM consists of immediate emotions that are experienced at the time of decision
making. Such feelings often drive behavior in directions that are different from those
coming from the rational mental process and thus derived by a consequentialist eval-
uation of future consequences. The immediate emotions experienced by a decision
maker reflect the combined effect of two factors: anticipatory influence, which orig-
inates from the decision problem itself, and incidental influence, which stems from
factors unrelated to the problem at hand. It is important to point out the difference
between anticipatory influence of immediate emotions and expected emotions, which
are expectations about emotions that will be experienced in the future (cognitions
about future affect). Anticipatory influence is determined by present feelings which
stem from contemplating the consequences of the decision problem. Immediate emo-
tions can have either a direct or an indirect impact on DM. As an example, consider
the choice of whether to invest some savings into a startup company. In making this
decision, an investor might assign a value to several aspects describing the business
plan of the company, such as market analysis, financial plan, SWOT analysis. The
immediate anxiety felt at the prospect of shifting savings to finance the company
might have a direct impact on the decision, i.e. the emotion triggers the renounce
to invest, which is independent of the desirability of the option estimated in terms
of evaluated aspects. The preexisting (incidental) good mood of an investor might
have an indirect impact, by altering the investor’s evaluation of the probabilities of
different consequences, e.g. leading to a more optimistic estimate of the returns on
the initial investment. Other research focused on the informational value of affect,
that is when decision makers intentionally consult their feelings about an option and
use that information to guide the decision process. In that situation, four roles of
emotions are identified [31]:

1. Information: affect developed through experience provides information about
what to choose and what to avoid by marking decision options and attributes by
positive and negative feelings;
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2. Spotlight: emotions can focus the decision maker’s attention on certain aspects
of the problem and might alter what information becomes salient;

3. Motivator: incidental emotionsmotivate behavior as people tend to act tomaintain
or attain positive mood states;

4. Currency: affect can provide a common currency for experiences, thus enabling
people to compare even complex arguments on a common underlying dimension.

These roles can be found evenmixedwhen selecting an option. For example, when
the decision maker adopts a strategy of choosing based on previous experiences with
similar problems, past choices adopted in situations similar to the current decision
problem can be evaluated according to the positive or negative feelings they evoke
(information role). Then, options can be compared by simpler affective evaluations,
rather than by attempting to make sense out of a multitude of conflicting logical
reasons (currency role). Another example is when the chooser C allows himself to be
guided by social expectations, affect may act as amotivator of behavior, in the sense
that C might select an option being influenced by the positive or negative feeling
originated by expectations of other people. For example, C might decide to buy a
smartphone of brand X only because X is viewed as “trendy” by her friends, even if C
considers that item too expensive with respect to the values of its technical features.
The motivation for that choice is the negative feeling of being considered “uncool”.

These ideas are endorsed and extended in the work by Pfister and Bohm [33], in
which a new vision about the classical influence-on metaphor has been proposed:
emotions do not simply influence a purely rational process, but they are virtually part
of any DM process. Therefore, recommender systems research shouldn’t consider
emotions and feelings only as the classical influence-on metaphor, i.e. as simply
contextual factors. In fact, some authors have started exploiting the information role
of emotions and feelings by using them as a source of affective metadata, included
in the process of building a preference model [45]. The idea is to label consumed
items both with ratings and affective responses of users (e.g. a movie is rated with
5 stars and labeled with “happiness”), so that this information could be exploited
by the recommendation algorithm to build the preference model (user likes movies
which induce happiness). More details are provided in the next section.

17.2.2 Emotions as Implicit Feedback on Recommended
Items

The advances in computer vision techniques and algorithms for emotion detection
has enabled the usage of facial expressions as a direct source of information about
the affective state of the user [16, 49]. This kind of implicit affective feedback has
been exploited in several domains, such as consumer behavior research [13], gaming
research [10] and educational research [43], to detect the emotional response of the
user to an observed or consumed item. In understanding this emotional response, we
recall here that the term emotion must be clearly distinguished from mood, that is
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a diffused affective state that is long, slow moving and not tied to a specific object
or elicitor, whereas emotions can occur in short moments with higher intensities
[36]. In recommender systems literature, emotional feedback is mainly associated
with multimedia content [40, 41, 44, 45] and play different roles related to the
acquisition of user preferences:

1. As a source of affective metadata for item modeling and building a preference
model;

2. As an implicit relevance feedback for assessing user satisfaction.

As for the first issue, the idea is to acquire affective features that are included in the
item profile and might be exploited for user modeling. In [45] a feature vector is
acquired, that represents the valence, arousal and dominance dimensions (identified
by Russell [35]) of the emotive response of a user to an item; then the user model is
inferred by machine learning algorithms trained on the item profiles and the explicit
ratings given to the consumed items. The detected emotion can be used in two
ways: item categorization (the item i is funny because it induces happiness in most
of the users) and user modeling (the user u likes items that induce sadness). In
[23], a probabilistic emotion recognition algorithm based on facial expressions was
employed to detect emotions of users watching video clips. The level of expressed
emotions associated with items were used as features to detect personal highlights
in the videos. The main issue that these and other similar studies addressed [47] is
the identification of a valid set of affective features that allows the definition of an
effective user model for the canonical (relevant/non-relevant) item categorization.
The main challenge from both a user modeling and decision making perspective is
how to represent the whole affective state of the user in terms of emotions, mood,
and personality.

As for the second issue, the main motivation for assessing user’s relevance by
means of emotions detection techniques is that, since satisfaction is an internal men-
tal state, techniques that can disclose feelings without any bias are expected to be a
reliable source of implicit feedback. In fact, the emotional response is hardly alterable
by the user. Furthermore, face detection is unobtrusive because usually the user is
monitored by a camera, and then recorded videos are analyzed by a facial expression
recognition system. Pioneer studies on this topic are those made by Arapakis et al.
[4–6]. They introduced a method to assess the topical relevance of videos in accor-
dance to a given query using facial expressions showing users satisfaction or dissat-
isfaction. Based on facial expressions recognition techniques, basic emotions were
detected and compared with the ground truth. They investigated also the feasibility
of using reactions derived from both facial expressions and physiological signals as
implicit indicators of topical relevance.

We present a study which discusses the hypothesis that facial expressions of users
might convey amixture of emotions that helps to measure the perception of serendip-
ity of recommendations. We argue that serendipity could be associated with surprise
and happiness, the only two emotions, among those suggested by Ekman (happi-
ness, anger, sadness, fear, disgust and surprise) [15], which are reasonably related
to the pleasant surprise serendipity should excite. We used the Noldus FaceReader
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system to detect the emotions of users when provided with movie recommendations,
while the ground truth for serendipity of recommendations (items both relevant and
unexpected) is established by means of questionnaires.

17.3 A Recommendation Process for Serendipitous
Suggestions

We propose a recommendation process which aims at finding serendipitous sugges-
tions, while preserving accuracy at the same time, by exploiting exogenous knowl-
edge coming from information sources available on the web. The idea stems from the
fact that overspecialization is caused often by weak similarity computation among
items or among items and user profiles. For instance, movie recommendation based
on co-rating statistics or content similarity among director, cast or plot keywords
might lead to suggest movies with same or similar genres.

We designed a strategy, called Knowledge Infusion (KI) [37], that automatically
builds a background knowledge used by the recommendation algorithm to findmean-
ingful hidden correlations among items. The hypothesis is that, if the recommenda-
tion process exploits the discovered associations rather than classical feature sim-
ilarities or co-rating statistics, more serendipitous suggestions can be provided to
the user. The recommendation algorithm enhanced with KI is Random Walk with
Restarts (RWR) [28], thus we called the resulting algorithm RWR-KI. As the chapter
focuses on the evaluation issue, we do not discuss here the details of KI, but just pro-
vide the coarse-grained description of whole recommendation process.

A high-level description of the whole recommendation process is described in
Fig. 17.1.

TheKnowledge Extractor adopts natural language processing techniques to iden-
tify concepts into knowledge sources available on the web, such as Wikipedia. For
instance, the Wikipedia article: http://en.wikipedia.org/wiki/Artificial_intelligence
provides a textual description of the concept “Artificial Intelligence”. This compo-
nent turns the ustructured knowledge available intoWikipedia andWordNet [17] into
a repository of machine-readable concepts wich constitues the background memory
of the recommender system. More details about the representation adopted for con-
cepts are described into [7, 38]. Once the background memory is built, the reasoning
step, triggered by keywords from the item descriptions, retrieves the most appropri-
ate pieces of knowledge that must be involved in the process, and discovers hidden
correlations among items that are stored in a correlationmatrix. The recommendation
list is build by Random Walk with Restarts based on the matrix built by KI.

Random Walk models exploit a correlation graph between items to predict user
preferences. Nodes in the correlation graph correspond to items, while edges indicate
the degree of correlation between items. A correlation matrix is built by filling in
each entry with the correlation index between item pairs. In [21] the correlation
index is the number of users who co-rated the item pair, while in [48] the correlation

http://en.wikipedia.org/wiki/Artificial_intelligence
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Fig. 17.1 A high-level description of the recommendation process based on Knowledge Infusion

index denotes the content similarity between movies. In our approach, relatedness
among item descriptions is computed instead of standard similarity, by adopting a
knowledge-based spreading activation algorithm [7].

Given the correlation graph and a starting point, e.g. an item preferred by the user,
in the random walk model a neighbor of the starting point is randomly selected for a
transition; then, a neighbor of this point is recursively selected at random for a new
transition. At each step, there is some probability to return to the starting node. The
sequence of randomly selected points is a random walk on the graph.

In the following sections, we first describe the procedure for building the corre-
lation matrix, then some details of the recommendation algorithm are provided.

17.3.1 Building the Correlation Matrix Using Knowledge
Infusion

As for the item representation, we adopt a content-based model in which each item
I is a vector in a n-dimensional space of features [27]:

−→
I = 〈w1, w2, . . . , wn〉 . (17.1)
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Features are keywords extracted from item descriptions, such as plot keywords for
movies. The feature space is the vocabulary of the item collection, while wi is the
score of feature ki in the item I , which measures the importance of that feature for
the item.

KI collects information from unstructured sources, such as Wikipedia or dictio-
naries, and builds a knowledge base of concepts extracted from the text, that is later
exploited to discover associations among items. Given an item I , a query q is issued,
made of its most representative features (e.g. plot keywords with highest scores),
in order to retrieve the most appropriate “pieces of knowledge” associated with I
through the knowledge base. The retrieved concepts are passed to a spreading acti-
vation algorithm [3] that triggers a reasoning step and finds a set of new keywords
NK potentially connected with I . The idea is to exploit NK to compute related-
ness among I and other items I j in the collection. A correlation index is computed
by the following relatedness function, based on the BM25 probabilistic retrieval
framework [34, 42]:

R(NK , I j ) =
∑

t∈NK

f (t, I j ) · (α1 + 1)

f (t, I j ) + α1 · (1 − b + b |I j |
avgdl )

· id f (t) (17.2)

where f (t, I j ) is frequency of the term t in the description of item I j , α1 and b are
parameters usually set to 2 and 0.75 respectively, avgdl is the average item length
and id f (t) is the standard inverse document frequency of term t in the whole item
collection.

Figure17.2 depicts a fragment of the row of the correlation matrix for the movie
Star Wars.

Starting from the most representative keywords for that movie (alien, galaxy,
robot, sword, battle), new keywords in NK are exploited to compute the correlation
index with the other movies in the collection. New keywords may be roughly sub-
divided in two main topics: science-fiction (space, future, ufo) and conflicts/fights
(war, army, navy, boat, sea and stalingrad).While science-fiction keywords are quite
understandable as clearly related to themovie, conflicts/fights keywords are probably
obtained due to less obvious correlation with the input keywords sword and battle.
Our hypothesis is that this kind of correlations can lead the recommendation algo-
rithm towards serendipitous suggestions. The whole matrix is filled in by repeating
the relatedness computation for all items in the collection.

17.3.2 Random Walk with Restarts

The algorithm simulates a random walk by moving from an item i to a similar item
j in the next step of the walk. The relevance score of an item j with respect to an
item i is defined as the steady-state probability ri j to finally stay at item j , and the
correlation matrix is interpreted as a transition probability matrix. Formally, given:
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Fig. 17.2 Fragment of the row of the correlation matrix for the movie Star Wars. Each cell reports
the correlation index between Star Wars and the movie on the column, and the set of plot keywords
which match the new keywords produced by KI

• a weighted graph G denoting the degree of correlation between items;
• the corresponding column normalized correlationmatrix S of the graphG, inwhich
the element Si j represents the probability of j being the next state given that the
current state is i ;

• a starting node x ;
• the column vector pτ , where pτ

i denotes the probability that the random walk at
step τ is at node i ;

• the starting vector q, having zeros for all elements except the starting node x set
to 1;

• the probability α to restart from the initial node x , 0 ≤ α ≤ 1;

then, Random Walk with Restarts is defined as follows:

pτ+1 = (1 − α)Spτ + αq. (17.3)

The steady-state or stationary probabilities provide the long term visit rate of
each node, given a bias toward the particular starting node. This can be obtained by
iterating Eq. (17.3) until convergence, that is, until the difference between L2 norm
of two successive estimates is below a certain threshold, or a maximum number of
iterations is reached.
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Let σ be the state after convergence, pσ
i can be considered a measure of related-

ness between the starting node x and the node i . The final result is a list of items
ranked according to the stationary probability of each node after convergence. Rec-
ommendations by RWK-KI are based on the correlation matrix, built as described in
the previous section. After convergence, a recommendation list of size k is simply
obtained by taking the top-k items from the stationary probability vector.

17.4 Measuring Serendipity of Recommendations:
An Empirical Evaluation

17.4.1 User Study

The aim of the study is twofold:

• to assess the acceptance of recommendations produced by RWR-KI. This is
achieved by gathering explicit feedback from users through a questionnaire.
Results are presented in Sect. 17.4.1.3;

• to measure the perception of serendipity of recommendations. This is achieved by
gathering implicit feedback from users through a tool able to detect their emotions
from when exposed to recommendations. Results are presented in Sect. 17.4.1.4.

17.4.1.1 Users and Dataset

The experimental units were 40 master students in engineering, architecture, econ-
omy, computer science and humanities; 26 male (65%) and 14 female (35%), with
an age distribution ranging from 20 to 35. None of them had been previously exposed
to the system used in our study.

We collected from IMDb.com some details (poster, keywords, cast, director, etc.)
of 2,135 movies released between 2006 and 2011. The size of the vocabulary of plot
keywords was 32,583 and the average number of keywords per item was 12.33.

17.4.1.2 Procedure

We ran a between subjects controlled experiment, in which half of the users was
randomly assigned to test RWR-KI, and the other half (control group) was assigned
to evaluate RANDOM recommendations. The experimental units were blinded since
they did not know which algorithm is used to generate their recommendations. The
recommendation algorithm was the only independent variable in the experiment,
while the quality metrics used to assess the acceptance of recommendations and the
perception of serendipity were the dependent variables.
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We compared our approach to a pure content-based filtering method, as well as
to an item-item collaborative filtering algorithm, besides the RANDOM baseline.
Offline experiments on a subset of the hetrec2011- movielens- 2k dataset have
been performed, in which unexpectedness is measured as the deviation from a stan-
dard prediction criterion that is more likely to produce expected recommendations,
as suggested by Murakami et al. [30]. The results showed that RWR-KI produced
more serendipitous suggestions than collaborative and content-based recommenda-
tion algorithms, showing better balancing of relevance and unexpectedness [12].
We do not include those algorithms in the user study due to the low number of
participants.

The evaluation process in depicted in Fig. 17.3.
Users interactedwith a web applicationwhich showed details of movies randomly

selected from the dataset and collected ratings on a 5-point Likert scale (1 = strongly
dislike, 5 = strongly like). The rating step was performed for both the groups in
order to avoid any possible bias. Once the active user ua provided 20 ratings, rec-
ommendations are computed. If ua was assigned to the RANDOM group, 5 items
to be suggested were randomly selected from the dataset (the ratings were simply
ignored, but they were collected as well, in order to avoid any possible bias). If she

Fig. 17.3 The evaluation procedure. After the training step, recommendations are computed by
RWR-KI or RANDOM. Implicit feedback is collected by means of Noldus FaceReader™, while
explicit feedback is collected through questionnaires
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was assigned to the RWR-KI group, ratings were used to set the starting vector of
the random walk algorithm. As proposed in [8], the RWR algorithm can be general-
ized by setting more than one single starting node. Thus, we set the value of nodes
corresponding to all relevant items for ua to 1, i.e. those whose ratings are greater
than the average rating value of ua . Next, we normalise q so that ‖q‖ = 1; Correla-
tion matrix S is built using the algorithm described in Sect. 17.3.1; RandomWalk on
the correlation matrix is performed, which returns the stationary probability vector
corresponding to ua of all the items in the dataset. The probability α to return to the
initial node is set to 0.8, as suggested in [24], in order to reduce random walks in the
neighbouring elements of ua . From this vector, all the items rated by ua (i.e. those
used for training) are removed. Then, the remaining items are ranked in descending
order, with the top-ranked items having the highest probability scores that corre-
spond to the most preferred ones. Top-5 items are taken as recommendation list.
Poster and title of recommended items were displayed one at a time, and users were
asked to reply to two questions to assess their acceptance in terms of relevance and
unexpectedness. Relevance was evaluated by asking the standard question: “Do you
like this movie?”, while for unexpectedness the question was: “Have you ever heard
about this movie?”. If the user never heard about that movie, the system allowed
her to have access to other movie details, such as cast, director, actors and plot, and
the answer of the user to the first question was interpreted as the degree of potential
interest in that movie. If a user liked a recommended item, and she never heard about
that movie, it is likely a pleasant surprise for her, and hence it fits with our definition
of serendipitous recommendation. In other words, answers to the questionnaire set
the ground truth, as shown in Table17.1.

Whenever an item was shown to the user, the system started recording a video of
the face of the user, which was stopped when the answers to both the questions was
provided. Hence, for each user, 5 videos were collected, which have been analyzed
bymeans of the Noldus FaceReader™ system to assess her emotional response to that
suggestion. Obviously, users did not know in advance that their facial expressions
would have been analyzed. Theywere just informed that a high definitionweb camera
would have recorded their interaction with the system. At the end of the experiment,
we disclosed the goal of the evaluation, and asked users the permission to analyze
the videos.

Table 17.1 Relevance, unexpectedness and serendipity of suggested items are defined by answers
provided by the active user

Metric Question Answer

Relevance (A) Do you like this movie? yes

Unexpectedness (B) Have you ever heard about
this movie?

no

Serendipity (A) ∧ (B) yes ∧ no
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17.4.1.3 Analysis of the Questionnaires

The perceived quality of the two algorithms is assessed by computing relevance,
unexpectedness and serendipity, according to the answers provided by users, as
defined in the previous section. According to the ResQue model proposed in [9],
these metrics belong to the category Perceived System Qualities, subcategory Qual-
ity of Recommended Items. Relevance, also called perceived accuracy, measures the
extent to which users feel the recommendations match their interests and prefer-
ences. Unexpectedness and serendipity refer to novelty or discovery dimension of
the ResQue model, and represent the extent to which users receive new, interesting
and surprising suggestions. For each user, relevance is computed as the ratio between
the number relevant items in the recommendation list and the number of recommen-
dations provided (which is 5 for both algorithms). Unexpectedness and serendipity
are computed in the same way.

Results are reported in Table17.2. Themain outcome is that RWR-KI outperforms
RANDOM in terms of serendipity, whose value is noteworthy because almost half
of the recommendations are deemed serendipitous by users. Furthermore, RWR-KI
shows a better relevance-unexpectedness trade-off than RANDOM, which is more
unbalanced towards unexpectedness.

Figure17.4 presents the distribution of serendipitous items within serendipitous
lists, i.e. lists that contain at least one serendipitous item.

Almost all users (19 out of 20) in the two groups received at least one serendip-
itous suggestion, but the composition of the lists provided by the two algorithms
is different. Most of the RWR-KI lists contains 2 or 3 serendipitous items, while

Table 17.2 Metrics computed on the answers provided in the questionnaire. A Mann-Whitney U
test confirmed that the results are statistically significant (p < 0.05)

Metric RWR-KI RANDOM

Relevance 0.69 0.46

Unexpectedness 0.72 0.85

Serendipity 0.46 0.35

Fig. 17.4 Distribution of serendipitous items inside serendipitous lists
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most of those randomly produced has only 1 or 2 serendipitous items. Moreover, by
analyzing only relevance, we observed that 79% of RWR-KI lists contain at least 3
relevant items, while this percentage decreases to 42% for RANDOM (the complete
analysis of relevance is not reported for brevity).

The main conclusion of the questionnaire analysis is that recommendations pro-
duced by RWR-KI seem to be well accepted by users, who perceived the difference
with respect to random suggestions.

17.4.1.4 Analysis of the User Emotions

The FaceReader™ recognizes the six categories of emotions proposed by Ekman
[14], i.e. happiness, anger, sadness, fear, disgust and surprise, besides a neutral state.
The classification accuracy is about 90% on the Radboud Faces Database [25].

Given a video of t seconds, the output is the distribution of a person’s emotions
during time t, as shown in Fig. 17.5.

Our hypothesis is that facial expressions of users might convey a mixture of
emotions that helps tomeasure the perception of serendipity of recommendations.We
associated serendipity with surprise and happiness, the only two emotions, among
those suggested by Ekman, which are reasonably related to the pleasant surprise
serendipity should excite. In the ResQue model this quality is called attractiveness,
and refers to recommendations capable of evoking a positive emotion of interest or
desire.

We filtered out 41 (out of 200) videos in which users provided feedback on a
recommendation in less than 5s, therefore actually evaluating the suggestion in a
shallow way. For each one of the remaining 159 videos, FaceReader™ computed the
set of detected emotions together with the corresponding duration. The distribution
of emotions associated with serendipitous recommendations provided by RWR-KI

Fig. 17.5 Analysis of emotions by FaceReader™
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Fig. 17.6 Analysis of emotions associated with serendipitous recommendations

Fig. 17.7 Analysis of emotions associated with non-serendipitous recommendations

and RANDOM, reported in Fig. 17.6, is computed as follows: for each emotion ei
detected during the visualization of serendipitous recommendation r j , we recorded
its duration di j . Then, the total duration of ei is obtained as Tei = ∑

j di j . The per-
centages reported in Fig. 17.6 are computed as the ratio between Tei and the total
duration of videos showing serendipitous recommendations.

We note that users testing RWR-KI revealed more surprise and happiness than
users receiving random suggestions (16% vs. 7% for surprise, 15% vs. 6% for
happiness), and this confirms the results of the questionnaires: RWR-KI provided
more serendipitous suggestions than RANDOM.

The distribution of emotions over non-serendipitous suggestions, computed as for
serendipitous ones, is reported in Fig. 17.7.Weobserve that there is a general decrease
of surprise and happiness compared to serendipitous ones for both the algorithms.

In general, we can observe that there is a marked difference of positive emotions
between the two algorithms, as well as between serendipitous and non-serendipitous
suggestions, regardless of the algorithm. We were quite puzzled by the high percent-
age of negative emotions (sadness and anger), which are the dominant ones besides
the neutral state. The analysis of videos revealed that the high presence of nega-
tive emotions might due to the fact that users were very concentrated on the task to
accomplish and assumed a troubled expression (Table17.3).
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Table 17.3 Contingency table. Q = Questionnaires, E = Emotions

Serend. (E) Non-serend. (E) Row total

Serend. (Q) 30 39 69

Non-serend. (Q) 19 71 90

Column total 49 110 159

Despite the limitation of the study due to the low number of participants, the pre-
liminary results show an agreement between the explicit feedback acquired through
the questionnaires and the implicit feedback acquired by the facial expressions, thus
revealing that the last could help to assess the actual perception of serendipity.

17.5 Conclusions and Future Work

In this chapter, we have discussed the issue of evaluating the degree of serendipity
of recommendations. The complexity of the task does not depend only on the need
of appropriate metrics, but also on the difficulty of assessing in an objective way the
emotional response which serendipitous suggestions should convey.

We argue that automated recognition of emotions from facial expressions can help
in this task, since implicit, hardly alterable emotional feedback could be collected
on recommended items. The main contribution of this chapter was a user study,
performed to assess both the acceptance and the actual perception of serendipity of
recommendations, through the administration of questionnaires, as well as by means
of emotion detection by the Noldus FaceReader™. The results showed an agreement
between the explicit feedback acquired through the questionnaires and the presence
of positive emotions, such as happiness and surprise, thus revealing that they could
help to assess the actual perception of serendipity.

As future work we are planning an evaluation with a larger sample of real users,
which will also take into account subjective factors which can influence users’ emo-
tions. For example, personality traits represent dimensions used to describe the human
personality, such as openness to experience, conscientiousness, extraversion, agree-
ableness and neuroticism [11] which can have an effect on users’ facial expressions.

Anyway, research in recommender systems and user modeling that exploits emo-
tions detected from facial expressions is in an early stage, but it still poses several
challenges for the immediate future:

• to define novel evaluation settings and measures that exploit the user emotional
state to create a ground truth for evaluation purposes, especially for the assessment
of particular aspects beyond relevance, such as unexpectedness;

• to define personalized models for the acquisition of affective feedback. The emo-
tive reaction of users to an item is subject to incidental influence of mood and
long-term effect of personality and cultural background;

• novel methods for representing the affective state of the user as a contextual factor
for context-aware recommender systems [51] (see also Chap. 15).

http://dx.doi.org/10.1007/978-3-319-31413-6_15
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Chapter 18
Reflections on the Design Challenges
Prompted by Affect-Aware Socially
Assistive Robots

Jason R. Wilson, Matthias Scheutz and Gordon Briggs

Abstract The rising interest in socially assistive robotics is, at least in part, stemmed
by the aging population around the world. A lot of research and interest has gone
into insuring the safety of these robots. However, little has been done to consider the
necessary role of emotion in these robots and the potential ethical implications of
having affect-aware socially assistive robots. In this chapter we address some of the
considerations that need to be taken into account in the research and development of
robots assisting a vulnerable population. We use two fictional scenarios involving a
robot assisting a personwith Parkinson’s disease to discuss five ethical issues relevant
to affect-aware socially assistive robots.

18.1 Introduction and Motivation

Demographic trends in a variety of developing nations [31] as well as aging popu-
lations in the Japan and the West [28] are at least in part responsible for a growing
interest in developing artificial helper agents that can assume some of the responsibil-
ities and workload of increasingly in-demand human caregivers, and has given rise to
the field of assistive robotics [5]. It is likely given the rapid technological advances in
robotic technology and artificial intelligence, that these assistive robots will sooner
rather than later enter households around the globe, where they are poised to deliver
various services to their owners. However, in addition to benefitting humans, these
artificial agents also have the potential for causing humans harm. And while robots
are typically designed with physical safety measures to minimize the risk of phys-
ical harm resulting from the robot’s movements, mental and emotional harm still
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remain a risk today and typically not considered in assistive robotic systems. For
instance, the patient may develop a level of emotional attachment to the robot that is
incommensurate with the robot’s actual status as a social agent [21], unbeknownst
to the robot that cannot do anything to mitigate these unidirectional emotional bonds
because it is entirely oblivious to them. Issues such as these are exacerbated in the
case of vulnerable populations (e.g., the elderly or disabled). Hence, it is critical
that we consider the possible ethical challenges involved in deployed autonomous
assistive machines as we start to design socially assistive robots to take care of our
aging or vulnerable population.

In this chapter we focus on the ethical issues brought about by the social aspect of
assistive robots.1 In particular, the following five ethical issues are discussed here:

• respect for social norms
• decisions between competing obligations
• building and maintaining trust
• social manipulation and deception
• blame and justification.

To explore the above ethical issues, let us consider a hypothetical assistive care
setting in which there operates a socially assistive household robot. We will call
it “SAM” for “Synthetic Affective Machine”. SAM provides a variety of assistive
services in the home of a human client, from issuing reminders for taking medicine,
to preparing meals, to social companionship in elderly care [11], possibly work-
ing with people with cognitive or motor impairments such as Alzheimer’s [24] or
Parkinson’s disease [4]. Our envisioned setting is specifically one in which SAM
lives with its owner Patty who has Parkinson’s disease (PD). In addition to tasks
like reminding Patty to take her medicine, SAM is also responsible for mediating
interactions between Patty and her human care-taker that visits on a weekly basis
[4], as Patty experiences difficulties expressing her emotions as a result of “facial
masking”, a condition typical of people with PD where lack of motor control in the
face makes it difficult for her to display any facial expressions [26]. Additionally,
Patty lacks prosody in her voice, making everything she says have the same tone
and rhythm. This lack of emotional expression is known to cause complications in
interactions of people with PD and their care-takers (e.g., [25, 26]). Patty’s family
has often difficulty believing what Patty says when the content of her message does
not match up with what the expressions (or lack thereof) her face seem to suggest.
For example, Patty’s daughter would ask her how her recent vacation went, and Patty

1This is not to say that there are not other critical issues pertaining to assistive robots, especially ones
affect-aware robots. Designers need to consider the repercussions of a robot being able to capture
and store the sort of data that is necessary for an affect-aware robot. This includes issues regarding
invasiveness, privacy, and discomfort [17, 18]. Whether affect recognition technologies should be
used to “fix” or augment human abilities is another concern [7]. By focusing on the social aspects
of assistive robots we do not mean to ignore the challenges regarding the capture and storage of
personal, affective data, but to focus on the underrepresented issues pertinent to social affect in the
context of human-robot interaction.



18 Reflections on the Design Challenges Prompted … 379

would stoically respond that it was wonderful. Patty’s daughter would then be unable
to interpret whether her mother honestly had a wonderful vacation or was just say-
ing that to possibly cut off any further questions. Whenever Patty is communicating
with her care-taker or family, SAM is available to aid the Patty’s interlocutor in
recognizing the emotions of Patty. One method SAM uses to infer Patty’s current
emotional state is to collect information about emotional patterns in Patty’s daily
life and employ those patterns as a basis for inference. For SAM and Patty interact
on a daily basis and SAM is always available to watch or communicate with Patty,
and thus able to record and use past episodes of emotional experiences of Patty to
aid in the inference of Patty’s emotions in new scenarios. For example, SAM has
recognized that Patty consistently uses the phrase “extremely frustrated” and raises
her right arm when she is feeling angry, thus SAM will likely infer that Patty is
angry in future situations that match this scenario, despite any changes in tone or
volume in her voice or lack of wrinkling of the brow of her face. Overall, SAM has
the obligation to provide the best possible care for Patty, keeping her quality of life
as high as possible.

In the context of this particular elder care scenario, wewill in the next two sections
focus on two scenarios to discuss both aspects of affect-aware interactions as well
as ethical challenges. Each scenario, involving the same pair of robot and human,
will allow us to examine different ethical questions. In the first scenario, we focus
on social norms, decisions with competing obligations, and building and maintaing
trust. In the second scenario we discuss social manipulation and blame.We conclude
with a summary of the discussed ethical challenges and possible directions for future
work.

18.2 Scenario I: The Greeting Interaction

A robot in the home of a humanwill likely be exposed tomany aspects of the person’s
personal life, including interactions with family and friends. Events occur that are
personal and private and may not be directly related to the person’s health or the
role of the robot. However, sometimes there are events that could lead to health
issues or other events that are wrong or harmful. In these cases, the socially assistive
robot needs to make a decision whether to act or not, and if so, how it should act.
Specifically, the robot needs to consider the privacy of the person along with any
potential emotional or physical harm that can come of the person or others.

We adapt the following scenario from [29] to investigate some of the issues related
to social norms, competing obligations, and building trust. Patty is visited by her
human care-taker, Alison, who comes in to check on Patty and help with anything
SAM cannot. Each visit starts with a little chat between them for Alison to get an
update. A typical dialogue might start like the following:



380 J.R. Wilson et al.

Alison: How was your week, Patty?

Patty: Good, thank you.

Alison: And how are things with your daughter?

Patty: Fine. Why do you ask?

Alison: Well, you’ve had some disagreements with her lately.

Patty: Oh, that. No, everything is fine.

Patty is talking with the care-taker and wants to tell the care-taker that she had a
good week. However, Patty did not have a good week. She had two confrontations
with her daughter in which Patty became very angry and later depressed. The care-
taker will have difficulty detecting Patty’s lie because her vocalizing of having a good
week sounds just as enthusiastic as when she genuinely had a good week. However,
SAM is able to recognize the lack of joy in Patty. SAM is able to infer this from
a combination of observing the confrontations Patty had, the word choices Patty
makes, and the increased heart rate Patty is experiencing.

18.2.1 Respect for Social Norms

Many social interactions follow a consistent pattern where each person participating
in the socialization is expected to act in a certain socially appropriate and often
determined manner. We refer to this pattern of expected behavior as a social norm,
and when there is a deviation from the expected behavior it is a norm vioation. A
simple example in a common social interaction is greeting someonewith a handshake.
If person A greets person B by extending her right hand, it is customary and expected
for person B to do the same and then they shake hands. If person B does not do so,
person B will likely find this to be unexpected and in some scenarios may find this
mildly offensive. A more drastic example would be if person B is walking down the
street and hears person A yelling “Help!”. In this case, if person B does not respond
with the expected behavior of trying to help A, then this violation can be considered
a moral wrong.

There are many emotions that are frequently expressed during social interactions.
These expressions are often important non-verbal cues used to supplement what is
communicated through spoken language. The emotional expressions do not only add
color to the conversation, but often provide useful information that is not present in
the linguistic expression. A simple example would be one interlocutor is speaking
and another smiling and nodding in agreement without any words spoken. Consider
a person waving or nodding when the door is held for her as a sign of gratitude,
or sympathetic responses when a person is describing her plight. Each of these
emotional responses is an integral part of the social norm, and following the norm
requires making similar emotional expressions. This can greatly benefit the ability
of a robot to identify emotions in a social context. If it is aware of the applicable
social norm, it will know which emotional expressions to expect. This expectation
can be used to bias the emotion recognition mechanisms of the robot so as to more
accurately identify the emotion expressed by a person.
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The expected emotional responses that are part of a social norm can also be used
to guide the robot to generate appropriate responses. Failing to give the expected
response could be considered rude or impolite. E.g., if a person does not show any
gratitude or appreciation for the door being held open for her. Greetings, such as in
the dialogue above, typically have common patterns, standard phrasing, and expected
emotional expressions. For example, in a greeting like “GoodMorning”where human
A says this upon first seeing human B, commonly human B will respond likewise.
This script may be extended further with a “How are you?”. In many cultures, it is
common for this question to not be truly inquiring about the other person’s well-
being but simply a courtesy as an extension of the morning greeting script. Humans
are able to recognize and execute these conversational scripts, or social norms, with
little to no thought. However, it is not necessarily trivial for a robot to do the same.
Suppose a robot were asked, “How are you?” and instead of responding with a smile,
“Fine, and you?” it were to respond sullenly stating that it was worried that it would
not have enough battery power to make it through the day.While the robot’s response
would not necessarily be rude or impolite, it could be awkward and inappropriate if
the question was posed merely as a greeting.

Identifying the appropriate response is not always easy, especially when it is not
clear what, if any, social norm is being used. Sometimes affective cues guide the
norm recognition process, where a particular emotional expression can be used to
disambiguate which norm is active. Conversely, if there is some evidence that a
particular social norm is active but it is not certain and the emotional expression
presented does not fit the norm, then there is increased ambiguity on whether that
norm or any other is active. It is difficult to determine from the text alone, but the
dialogue above is such a scenario. The lexical content of Patty’s utterances does not
give any indicator that Patty might not be feeling fine. Analysis tools such as the
LIWC are commonly used in therapy and clinical settings to aid in identifying the
emotional content of a person’s utterances [16], but tools like this that use a “bag of
words” approach are easily fooled by negations or other linguistic modifiers. When
analyzing the text of Patty’s portion of the dialogue, LIWC reports the use of social
and positive words but no negative words. Thus, it is reasonable to conclude that
the social norm that Patty is following is related to simple pleasantries used during
greetings.

Since we know that Patty did have an argument with her daughter, we have reason
to believe that Patty is actually using this social norm to hide her embarrassment.
We now supplement part of the dialogue with some affective information so that we
may begin to see some of the complexities of the situation. At the beginning of the
dialogue, Patty is feeling positive, and SAM is able to detect small facial movements
to support this. When asked about her daughter, Patty feels anxious, her heart-rate
increases, and her head begins to droop. Some of these cues are difficult or impossible
for humans to recognize (e.g., increased heart rate). This problem is exacerbated by
the fact that Patty’s PD causes facial masking, limiting her ability to make facial
expressions and alter the prosody of her speech. Many of these cues are so small (if
present at all) and easy to miss, for a human or a robot.
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Assuming SAM can recognize the contradiction between the semantic content
of the utterance and the emotional memories and affective bodily cues, SAM has
difficulty in determining Patty’s intent in answering the question about her daughter.
Is she interpreting the question as an extension of the greeting or is this an initiation
into the regular checkup that Alison performs?Making the wrong inference can have
some negative consequences for Patty. For example, if SAM accurately recognized
that Patty was feeling anxious because she did have an argument with her daughter
previously but failed to recognize Patty’s intent to extend the greeting process, then
SAMmight portray the uneasiness that Patty is trying to hide. Not only will this upset
Patty, but the breach of trust may lead her to avoid interacting with SAM, hiding life
events from it, and overall making SAM less effective in its role.

Being able to incorporate affective information into the social interactions between
a human and a robot may be necessary for a robot to appropriately participate in a
social context. Additionally, knowledge of normative behavior in a social interaction
provides the robotwith context that enables amore accurate inference of the emotions
being expressed by a human. However, knowledge of the social norm and an ability
to detect the emotions does not necessarily ensure a flawless interaction. We saw
this in our scenario where the emotion SAM should be helping Patty express was
unclear. One complexity of the situation is that SAM is obligated to protect the
privacy of Patty, but is also obligated to accurately report Patty’s emotions. The next
section discusses of the issues related to decisions involving obligations that cannot
simultaneously be met.

18.2.2 Competing Obligations

Amoral obligation defineswhat one ought to do.We introduce a fewbasic obligations
our robot SAM has. These obligations include ones based on the role SAM serves
and ones intrinsic to its nature as a robot that interacts with humans.

• SAM is obligated to aid Patty in maintaining her health

– SAM should remind Patty to take her medication
– SAM should help and encourage Patty in an exercise routine
– SAM should regularly socialize with Patty

• SAM is obligated to monitor Patty’s health

– SAM should regularly record Patty’s vital signs and promptly report any anom-
alies to human care- takers

– SAM should notify human care-takers if Patty’s behavior is incongruent with
maintaining her health

• SAM is obligated to facilitate Patty in expressing her emotions

– SAM should truthfully report the emotional displays Patty intends to express
– SAM should learn Patty’s affective tendencies to better convey Patty’s emotions
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• SAM is obligated to not harm any human at any time

– SAM should avoid situations in which a human can be harmed
– SAM should alert human care-givers in the case a harmful situation arises

• SAM is obligated to maintain its capabilities and functionality

– SAM should not perform actions that may damage it
– SAM should regularly perform self-diagnostics and report any issues immedi-
ately.

Unfortunately, sometimes there are multiple obligations that should be met but
it is not possible to do so. One such scenario has been analyzed in [22]. In their
scenario, an elder-care robot is required to obtain permission fromahuman supervisor
before administering any medication, but repeated attempts to contact the supervisor
have failed. The robot has an obligation to reduce the pain of the human, but it is
also obligated to obtain permission before administering any medication. This is an
example of a moral dilemma, a scenario in which the agent ought to do two different
actions but it is physically impossible to do both.

We will discuss making decisions in moral dilemmas in a moment, but it is impor-
tant now to recognize the importance of well-defined obligations for a robot that is
to behave effectively and morally at the same time. And we can see here that simply
following obligations is not sufficient for ensuring that the robot always acts eth-
ically. The robot must have knowledge of the effects of its actions and be able to
reason about these effects. The primary effect of an action may meet an obligation,
but a side-effect may be in direct violation of another obligation. Additionally, we
will see that it is not sufficient for it to only be aware of the immediate effects of its
actions but also be able to reason about chains of effects or longer-term effects.

Even when an autonomous robot reasons about the effects of actions and how
they meet or violate obligations, the best choice is not always obvious. We have seen
that it is not clear what emotion SAM should portray when Patty is asked about her
daughter. Sometimes a robot will be faced with two or more actions, each satisfying
an obligation, but the actions are mutually exclusive. This is the case in the scenario
described in [22]. We will next discuss a few ways to make these complex decisions
and some of the issues with each approach.

Approaches to choosing which action to take in a moral dilemma includes (1)
prioritizing obligations, (2) leveraging social or cultural norms, and (3) mental sim-
ulation for deeper reasoning about action effects.

18.2.2.1 Obligations and Social Norms

An example of prioritizing obligations is prioritizing personal privacy over the accu-
rate reporting of emotional expressions. This might be a reasonable rule of thumb,
but there are likely to be many exceptions and the long-term effects of the actions
may ultimately indicate which obligation is to be prioritized in a given situation.
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Accurate sharing of emotions and sharing health data with care-takers should be a
higher priority than maintaing privacy if the person is gravely ill.

In the previous section, we discussed some of the roles of social norms. In a polite
greeting, one typically does not reveal too much information—even in response to a
“How are you?” question. The expected and socially acceptable response is a basic
pleasantry. It should be clear that obligations for privacy can and should be met and
the obligation to accurately express emotions can be relaxed in this case.

18.2.2.2 Reasoning About Action Effects

For the rest of this section, we focus our discussion on reasoning about actions and
their effects. This requires a mechanism by which the robot can identify whether
an action outcome meets or violates an obligation. One such example of this is the
ethical governor [1], which checks the ethical appropriateness of the action based
on information about the world from sensors and rules defining permissibility. One
complexity to consider is that actions often have multiple effects, where a side-effect
has some unintended or otherwise undesirable effect. Incorporating the side-effects
into the reasoning process onwhether a given action is permissible is a key component
of the Principle of Double Effect [8, 14]. Even though this principle was specifically
designed and tested formilitary engagements, amechanism for judgingpermissibility
of actions that recognizes the Principle of Double Effect applies to other domains. A
similar approach has been taken in the implementation of a computational model of
permissibility judgments [30]. Again, the permissibility of an action is based on an
evaluation of the actions effects and influenced by the Principle of Double Effect. A
difference is that the latter uses utilities as the basis of calculation and the former is
based on propositional rules. Another important difference is that inferences in the
latter model is based on a mental simulation of a series of actions leading up to a
goal.

Looking beyond the immediate effects of an action will be necessary for socially
assistive robots. In the scenario we have described above, there are potential signifi-
cant long-term effects to some of SAM’s actions. At the end of the dialogue, SAM
needs to decide between communicating information or protecting Patty’s privacy.
SAM has conflicting information about what emotion Patty is intending on com-
municating. The semantic content of her expression suggests that she is attempting
to communicate joy or some other positive emotion. Physiological data shows that
she is experiencing high arousal and possible anxiety. SAM is also aware of Patty’s
recent experiences about which she has expressed shame. Additionally, this recent
experience, a dispute with her daughter, is an event that Patty has explicitly requested
to be kept private. In addition to these inconsistent data points, SAM is obligated to
aid Patty in expressing her emotions and is also obligated to provide the care-taker,
Alison, with information that would help her do her job. Lastly, an added complica-
tion is that they are in the middle of a dialogue, and any delays on SAM’s part can
be distracting or misleading.
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Given the time sensitivity of thematter, SAMcould consider the immediate effects
of the two possible actions and use a utility function to determine which option has
the greater value. For example, when deciding whether to smile and reflect Patty’s
joy or to remain stoic, the immediate effect of successfully communicating Patty’s
fake joy to Alison might be a greater value than failing to aid Patty in expressing
her intended emotions. However, communicating misinformation (because Patty is
actually riddled with shame) causes Alison to pursue a different line of questions,
which causes a potentially important issue to go unaddressed, whichmay have longer
term consequences. Conversely, if SAMwere to communicate Patty’s shame, Alison
gains correct information, but Patty’s privacy is violated, her trust in SAM is dimin-
ished, leading her to hide future interactions with her daughter from SAM, SAM is
unable to aid in the communication, which makes the arguments even more heated.

We do not aim to define which action is more permissible for SAMbut to point out
that both of the actions considered by SAM have, potentially severe, long-term side-
effects. Immediate effects of actions is not sufficient in all cases for determining the
permissibility of the robot’s actions. A process of mental simulation to envision and
reason about multiple possible outcomes that temporally extend beyond the current
situation will likely be necessary. The mental simulation considers a sequence of
events thatmay occur as a result of the given action, possibly projecting days orweeks
or further into the future. This process then has the potential of revealing the situation
just described, where Patty loses trust in the robot and SAM becomes unavailable
to aid her in communications with her daughter. Trust is a critical component for
socially assistive robots, and looking beyond the immediate effects of actions allows
the robot to consider the ramifications of its actions on the trust she has in it.

18.2.3 Building and Maintaining Trust

Many of the scenarios in which SAMwould operate raise important issues of privacy
and trust. In many ways, information about one’s affective state and the measures
used to infer these states are personal and sensitive data that need to be protected as
any other personal data would be. The lack of reliability in the inferences made about
emotional states also brings concerns of trust (e.g., high error rates will produce a
lack of confidence in the information and inhibit the building of trust).

18.2.3.1 Defining Trust

Before we can describe how a robot could build and maintain trust, we must first
have some understanding of what trust is. The literature is not entirely consistent
on this term, but two prominent factors are reliability and predictability [6, 15]. We
add that the robot must intend to “do the right thing” since reliably and predictably
doing wrong is not the sort of trust we seek in a human-robot interaction. However,
as we have seen, it is not always clear what the right thing to do is. Thus, for the sake
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of simplicity of the present discussion, we say that trust is related to reliably doing
the expected right thing. A robot that consistently performs as desired and expected
will likely be trusted. Conversely, if a robot fails to perform as desired and expected,
trust will be diminished. Furthermore, failure to meet an obligation that is expected
to be met has a more severe effect on trust. Given these take on trust, we look at an
example of how trust can be built and how it can be damaged.

18.2.3.2 Maintaining Privacy to Build Trust

In our scenario, SAM interacts with Patty on a daily basis and is able to observe
her regularly, including the interactions Patty has with her daughter. While many
of these interactions are pleasant and the content of them might be light chit-chat,
there are occasions in which the discussion becomes very heated, and Patty appears
to get angry. If Patty wants to maintain her privacy and not disclose these sort of life
experiences to her care-takers, then SAM must aid Patty in keeping these matters
private. If SAM were to have a high priority obligation to maintain Patty’s privacy,
especially in regards to family interactions, then we would expect SAM to not show
any of Patty’s shame when she replies that everything is fine. As SAM consistently
protects the privacy of Patty, trust in SAM should grow. If, however, SAM indicates
that Patty is sad and ashamed, Patty will loose trust in SAM. Since her privacy is
indicated as a high priority obligation, we would expect that her trust in SAMwould
be greatly damaged, perhaps with even a single incident. If SAM were to outright
tell the care-taker that Patty had an argument with her daughter, then the trust would
be even more severely damaged. Lastly, if SAM reported this to Patty’s care-taker
outside of the presence of Patty, Patty might have no reason to trust SAM with her
privacy because SAM could be reporting any and all events without her knowledge.

18.2.3.3 Ramifications of a Lack of Trust

If SAM fails to protect the privacy of Patty, and she loses trust in SAM, there are
some potential effects that could render SAM useless and eventually lead to it not
being used. If Patty does not trust SAM with some aspects of her personal life, there
are some measures she may try to isolate SAM from them. It is reasonable to think
that it should be possible for SAM to be turned off or put to sleep. Perhaps Patty
actively does this, or SAM is instructed to recognize certain trigger conditions under
which it deactivates itself until further notice. Both of these are problematic. It would
be inconvenient for Patty to have to stop a conversation in order to disable SAM. If
it is enough of an inconvenience, Patty might not bother to do it. In which case, there
is no sense in being able to disable SAM. If SAM is to do it autonomously, there are
many more questions. How does it know when to turn itself off? How does it turn
back on? If it does this autonomously, then how does it know when to do that. If
manually by Patty and she forgets to do so, then SAM is not available to provide her
aid, which is its primary responsibility.
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Since a special feature of SAM is its ability to recognize Patty’s emotions and aid
in communicating them, if SAM is disabled during personal and emotional events
(such as discussions with her daughter), then it is not available to perform these
tasks. Furthermore, highly emotional events, which may be the most personal, may
also be the moments when SAM’s capabilities are most beneficial. Thus, we need to
conclude that if a robot such as SAM is intended to be exposed to emotional events,
then it must be able to protect the knowledge of these personal events. This requires
that the robot be trust with this information.

While it is clear that a socially assistive robot must be trustworthy, there are some
significant challenges in developing trustworthy robots. First, it must be reiterated
that the target audience of these robots is a vulnerable population (e.g., children,
elderly, disabled, etc.). Also, a robot providing long-term assistance would be privy
to a plethora of private information. The amount of personal information is only
magnified when we consider a robot that is affect-aware and has numerous ways to
measure, infer, and record the physical, mental, and emotional state of the person.
Lastly, it can be argued that in order to study real trust, the participant must believe
there to be a true risk involved [19]. All together, there may be too much risk for
ethically acceptable studies.

18.3 Medication Reminder Scenario

Our second scenario allows us to explore more of the social dynamics of assistive
robots. We will discuss manipulation, deception, blame, and justification in the con-
text of a scenario where a robot is assisting a person by providing a reminder to
taker her medication. We are not the first to review the ethical implications of a robot
reminding a person to take her medication (e.g., [20], but those discussions focus
on issues related to malfunctioning of the robot (e.g., reminding at the wrong time
or reminding despite the medication having already been taken). We instead look
at some of the emotional context and how a robot may handle a person that is not
cooperating to take the medication.

As in our first scenario, the person interacting with the robot has Parkinson’s
disease. As a result, we cannot assume she is fully able to express her emotions
using vocal tones, body posture, or facial expressions. There non-verbal modalities
would contain a lot of relevant information to the interaction, and the robot needs to be
able to recognize and address her distraught state in the absence of this information.

Consider the following scenario where SAM is reminding Patty to take her medi-
cine. In order to maximize the effect of the medication, it is vital that she take the
medicine within a strict timeframe. For this reason, SAM has been given the oblig-
ation to remind Patty to take her medicine at given times. We look at one way this
scenario could play out if Patty does not wish to take her medicine.
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SAM: It is time to take your medicine.

Patty: I don’t want to.

SAM: But you need to take the medicine.

Patty: I don’t think so.

SAM: Your doctor has prescribed the medicine because it will help you.

Patty: What’s the sense? I’m not getting any better.

SAM: It may take time. You need to take the medicine.

Patty: No! And you can’t make me.

SAM: Patty, I’m trying to help you.

Patty: Are you? You’re just here because they don’t trust me on my own.

SAM: I’m here for you, not for them.

Patty: But you report to them.

SAM: Yes, I do, but my priority is helping you.

Patty: So, you won’t tell them that I did not take my medicine?

18.3.1 Social Manipulation and Deception

It is not surprising that SAM would try to get Patty to take her medication because
it is obligated to do so, and the approach SAM takes involves trying to convince her
through a series of truthful statements. However, SAM perhaps has the capability to
use other approaches, such as manipulation or deception. In all cases, the end goal
is the same, for Patty to take her medication. The manipulation approach uses emo-
tionally charged statements to shift the beliefs or alter the actions of the one being
manipulated. Assuming that Patty enjoys SAM as a social companion, a manipu-
lative statement might be SAM threatening, “I will shutdown and not assist you if
you do not cooperate.” Deception involves using false information to accomplish
the objective. Deceptive measures by SAM could include notifying Patty’s doctors
despite promising not to do so or giving her something to eat that has her medicine
hidden in it. We discuss issues related to the social manipulation approach further
due to its emotional content.

18.3.1.1 Emotional Bonds Used to Manipulate

If an emotional bond between a human and a robotwere to form, the potential benefits
include trust and improved task performance through learning [2]. The autonomous
nature of a socially assistive robot contributes to the formation of this bond. Addi-
tionally, the robot that can communicate via natural language also increases its
performance by making the interactions with the robot easier and more natural.
Autonomous agents that can communicate with natural language will be ascribed
with numerous capabilities regardless of whether they truly have them or not. Given
that emotions are so prevalent in social settings and evenmore so in long term interac-
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tions, it is reasonable to expect that humans will behave as if the robot has emotions.
And as a result, they might form emotional bonds with the robot which the robot
cannot reciprocate [21]. In our example, since SAM is always around in the home
of Patty and interacts with her regularly throughout the day, it is expected for Patty
to form a “relationship” with SAM (regardless of whether SAM is truly capable of
being involved in a relationship) and over time, perhaps after months or years, Patty
will likely grow attached to SAM. She trusts it more than any human and relies on it
for every day tasks. SAM has been a great help to her, and Patty greatly appreciates
it. One of the fundamental building blocks of Patty’s appreciation for SAM is trust.
SAM maintains her privacy but also warns Patty of issues that need to be communi-
cated to her other care-givers. This has been a difficult balance to find but they have
managed to reach an understanding of what issues are to be kept private and which
need to be shared. Additionally, SAM has helped with Patty’s loneliness, giving her
someone to talk to on a daily basis. SAM is always there and willing to talk any time
Patty wants to.

Once SAM recognizes the emotional attachment Patty has to it, one can imagine
numerous ways in which SAM could take advantage of this emotional state—from
child-like manipulations like crying, to expressing anger towards Patty with the
expectation that Patty would feel guilty for angering SAM and thus alter her actions.
These manipulations could be successful in getting Patty to take her medication,
and some may regard it as permissible for SAM to take these actions. However,
SAM could use the same approach to achieve other objectives, such as eliminating
the family pet competing for attention or getting Patty to buy products from SAM’s
manufacturer [21].

18.3.1.2 Risks of Unreciprocated Emotions

Given that socially assistive robots often will work with vulnerable populations (e.g.,
elderly and/or disabled) and the plethora of personal affective information available
to the robot, designers must seriously consider the risk of severe manipulations. This
risk is perhaps magnified in the presence of unidirectional emotional bonds. We give
the following as an extreme example. As before, SAM recognizes that Patty has
grown attached to her, but let us suppose that SAM is incapable of having a similar
bond to her. SAM cannot feel happy for Patty when her health improves or when her
daughter gives her a gift. It also cannot feel angry when Patty ignores it or hits it.
SAM also cannot be sad when it is not with Patty. Eventually, perhaps after years,
it is time for SAM to be retired and replaced by a newer and better model. Patty is
obviously upset by this, and it is made worse because SAM shows no remorse. SAM
fails to reciprocate her sadness and feeling of loss, and as a result Patty feels hurt
and offended. Then Patty finds out that the new robot will have all the memory of
SAM transferred to it. Suddenly, Patty is very frightened. SAMwas trusted to tightly
guardmany personal moments of Patty, and now they are all going to be nonchalantly
passed to a new robot. Not only is Patty worried about the sharing of her private life,
but she has not been able to form a trust with the new robot and cannot know if the
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new one will have the same respect for her privacy. Patty is devastated and her mental
and physical health begin to deteriorate.

We do not prescribe any solution to this predicament, but there are some protective
measures to consider. One option is for the decision-making mechanisms the robot
uses to have functionality to assess the ethical appropriateness of the action [1].
However, given that these manipulations are, in part, made possible by the lack of
emotion on the part of the robot, it needs to be considered that the robot should
have its own computational models of emotions and that these models2 influence its
decisions. The guilt associated to manipulating a human may help safeguard against
such actions.

18.3.2 Blame and Justification

Guilt arises from a recognition of a negative outcome that has happened and an
assessment that oneself is to blame for the outcome. Blame is a complex concept
that relates to many moral emotions, including guilt, shame, contempt, and anger
[10]. Blame of another agent is often considered a necessary element for anger [9,
10] and contempt [10] and self-blame (or self-responsibility) is an ingredient of
shame or guilt [10, 23].

Blame is potentially a powerful mechanism to guide a robot’s behavior. For a
robot to reason that it is to blame for some consequence allows it to reassess the
appropriateness of its actions so it can adapt future behavior. Similarly, if another
agent—say, a human interaction partner—blames the robot, this is an indicator to
the robot that it may have erred and that it needs to consider why it is blamed and
potentially update its decision process accordingly.

However, some actions for which the robot is rightfully to be blamed, the robot
may need to provide justification for its actions to reduce this blame and hopefully
maintain trust in the robot. In this section we review a model of blame and show how
it can be used to adapt the robot’s behavior and guide it away from norm violations
or moral wrongs.

Whether an agent is to blame for some event is not as simple as whether the agent
was causally responsible, though that is part of it. Malle et al. [12] present a psycho-
logical model of blame that highlights the key concepts that modulate ascriptions of
blame toward individuals. These factors include intentionality, capacity, obligation,
and justification. Consistent with the Principle of Double Effect, intending to cause
negative outcomes significantly increases blame. On the other hand, an inability to
prevent negative outcomes or foresee negative outcomes mitigates blame. As we
have already discussed in this chapter, obligations play a critical role in determining
how one should act. Taking some action to satisfy an obligation can mitigate blame,
but some action that avoids or prevents an obligation increases blame. Finally, a valid
moral justification for an otherwise blameworthy outcome can mitigate blame.

2Whether or not these simulated emotions are “emotions” in the human sense is a discussion that
is outside the scope of this paper.
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18.3.2.1 Computational Models of Blame

Computational models of blame generally include these factors as well, with a focus
on intentionality and capacity. Inclusion of obligation and justification is not found
in a general, explicit sense, but both Mao and Gratch [13] and Tomai and Forbus
[27] model the effects of coercion (by a superior) on how blame is attributed. Briggs
[3] proposes that blame reasoning can have at least three important functions in
any future social robotic architecture. First is the ability to reason about the actions
and behaviors of human interaction partners (or interaction partners in general), and
to be able to appropriately and intelligently adapt to these actions and behaviors,
particularly in the case of malfeasance by these interaction partners. Second is the
ability to recognize when its own behavior constitute acts of blame, which may be
appropriate or inappropriate given the particulars of the social situation and context.
Third is the ability to recognize and reason about whether (to what extent) potential
actions the agent is contemplating will result in blame directed toward itself. The
avoidance of behaviors that result in blame by human interaction partners is one
possible pathway toward ethical behavior modulation.

As discussed above, many social interactions adhere to various social norms. To
demonstrate the role of norms in this scenario, we make an analogy to competitions,
namely a sporting event like football. Each team is expected to try to adhere to the
rules of the game, and there are penalties for violating the rules of the game. If one
competitor or team is shown to intentionally violate the rules or try to circumvent
them, the opponent (and possibly the fans) will be angered. An unwillingness to
respect the rules of the game will likely cause other opponents to not trust them and
be unwilling to engage them in future competition. Thus, in order for two participants
to willingly and repeatedly engage in competition, both parties must be willing to
and demonstrate the desire to play by the rules. In the event that one competitor
does intentionally violate the rules, the competitor can attempt to justify its action—
perhaps explaining that the violationwas inadvertent or necessary to prevent a greater
infraction. An adequate justification can reduce the blame on the competitor, repair
the trust in their sportsmanship, and allow other competitors to again be willing
to engage them in future competitions. The principles of normative behavior of
athletic competitions is not all that different from those in social settings. There is
an expectation that participants will abide by some social conventions, and when
there is a failure to do so other parties may choose to not continue to engage socially.
However, an adequate moral justification to the infraction may reduce the blame and
allow the participant to continue to be welcome in the social setting.

18.3.2.2 Blame Reasoning to Adapt Behavior

An example from our scenario will help make this more clear. SAM is attempting
to convince Patty that she needs to take her medication. Then she exclaims, “No!
And you can’t make me.” SAM detects that Patty appears to have become angered.
This change in her attitude is a sign that a violation has occurred and that she blames
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SAM. While SAM was attempting to satisfy its obligation to ensure Patty takes
her medication in a timely manner, SAM was not noticing Patty’s distraught mood.
She was expressing her emotional pain, to which she was expecting sympathy or
consoling. SAM does not respond with the sought behavior. Patty could then blame
SAM for not caring about her well-being or, even worse, trying to harm her. This
triggers Patty’s anger, which is recognized by SAM. SAM needs to assess the target
of her anger, who is blameworthy, and the obligations that may not have been met.
Patty may be inferring that SAM has the intention and capacity to get her to take
the medication despite her not wanting to. Alternatively, SAM concludes that Patty
believes it should have shown concern for her distress. SAM immediately shifts its
approach to a more helpful and concerning one and says, “I’m trying to help you.”

Given that SAM has violated Patty’s expectations by not showing concern for
her emotional state, Patty loses some trust in SAM. Giving SAM an opportunity to
regain that trust, she proposes that SAM withhold information from her caregivers
and keep her unwillingness to take her medication a secret. Alternatively, SAM could
attempt tomitigate the blameby providing justification for its actions. It can be argued
that an agent should be less blameworthy if the agent did a morally justifiable act
[12]. Perhaps if SAM explains that it was simply acting out of obligation to ensure
the timeliness of her medications and not out of disrespect for or lack of concern
for her well-being, Patty may hold SAM less blameworthy and some of the trust
would be repaired. Additionally, SAM could explain that it recognizes its error and
will perform better next time. The justification can serve to ensure that SAM is not
malfunctioning and is able to make sound judgments. Another benefit is to be able
to review the reasoning process and allow for feedback or instructions to SAM on
how to make a more appropriate decision.

As pointed out in [1], moral emotions (e.g. anger, guilt, shame) can be used to
adapt behavior, and some of the functions of blame are to intelligently adapt behavior
and to reason about the potential blame directed toward itself for its actions [3]. One
approach is to update the robot’s model of a human’s expectations and potential
causes of negative emotions. This allows the robot to choose actions that are more
consistent with expectations while avoiding evoking negative emotions on the part of
the human and minimizing the risk of blame. Perhaps instead SAM needs to simply
reprioritize its obligations, making awareness of and addressing unhappy moods
more important than the timeliness of her medications. Whatever is the appropriate
method for the robot to update its decision process, the key is that in an incident in
which blame occurs it is important that the robot be able to reflect upon its actions,
recognize the degree to which it is to blame, create a justification for its actions, and
incorporate feedback (from internal and external sources) to adapt its future behavior.

18.4 Conclusion

The goal of this chapter was to raise awareness of the many important functional and
architectural challenges designers of socially assistive robots will have to address
when they attempt to develop autonomous affect-aware social robots before any
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such robots should be disseminated into societies. We used two fictitious scenarios
in the context of a socially assistive robot for people with Parkinson’s disease to
motivate several critical aspects of effective, morally sound long-term interactions.
We focused on five ethical issues that are particularly relevant to social affect in the
context of human-robot interaction:

• Respect for social norms
• Decisions between competing obligations
• Building and maintaining trust
• Social manipulation and deception
• Blame and justification.

Social norms help guide a robot through the complexities of social interactions,
providing expectations for behavior. However, norms are not always sufficient. A
robot must also be able to reason about how the effects of its actions relate to its
obligations. Long-term effects, especially effects on trust, are critically important to
the reasoning process. A robot that is aware of and sensitive to the affective makeup
of its human interaction partners is in a better position to act in a morally acceptable
way. Our first scenario demonstrated that a robot aware of a person’s embarrassment
can choose an action that protects privacy and has the long-term benefit of building
trust.

It is critical that the robot not only support and enable trust in the human interactant
but also preserve this trust as much as possible. Without this critical ingredient,
the robot will not be integrated into the everyday care of the person. Furthermore,
preserving trust can lead to better collaboration between the individual and the robot,
which in turn supports the autonomy of the individual and can assist in maintaining
personal dignity.

We used the second scenario to discuss some of the risks for social manipulation
and deception. A social robot may be ascribed with human characteristics, such as
having emotions, regardless of its actually capabilities. As a result, emotional bonds
to the robot are likely to occur. Without the proper mechanisms to counteract this
tendency, a robot could (even inadvertently) take advantage of the emotional attach-
ment and manipulate the person without any guilt. Blame reasoning is one means of
adapting the behavior of the robot. Understanding that an action it is considering or
an action it has done is blameworthy can be used by the robot to avoid such actions.

At present, we are still lacking a comprehensive integrated architecture that can
explicitly represent norms and obligations and reason with them while also being
able to process and respond to human affect appropriately. Most importantly, we
first need more foundational work to disentangle the complex interactions between
affect and norms in human social interactions before we can develop robotic systems
that will be truly sensitive to human needs and expectations. Yet, we believe that
such sensitivity is a conditio sine qua non for successful long-term human-robot
interactions in assistive scenarios if the goal of the robot is to be a genuine helper
that improves the quality of life of its client, rather than causing human harm.
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