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Abstract. All recognized successful Ecuador’s students have the opportunity to 
apply for a scholarship abroad within a set of relevant world’s universities listed 
on-line on SENESCYT’s website. Students are invited to choose from a list 
with more than 1500 universities. From those, they only have no more 
information than each university general URL address. Considering student’s 
limitation to compare and analyze all available courses it is frequent to exist 
students that complaint about their selection due their capacity to understand all 
available possibilities. Along this work we develop a proposal design for a 
pervasive recommendation system based on students’ profile for scholarship’s 
application based on their profile and universities programs’ main 
characteristics.  
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1   Introduction 

Actually almost all countries and almost all developed societies had adopted 
technologies to support their activity. Nowadays is often to have innumerous 
examples whereas all the process (application, processing and results) is based on 
technologies. Countless an individual has little or no personal experience to make 
choices among the various alternatives presented to it. This happens by questions of 
time (normally on-line procedures don´t have too much time to be executed) or by the 
large alternatives presented – normally impossible to evaluate and consider all of 
them.  

Pervasive systems consists of a large set of networked devices, seemingly invisibly 
embedded in the environment [12] Pervasive systems research was introduce in ‘80s 
at Xerox PARC. From de beginning a diversity of application domains have been 
proposed for pervasive systems, e.g., education [13], [15], public spaces [16] or health 
care [17][18].  

In this work the proposed design solution it will focuses on the availability and 
manageability issues of pervasive systems. Here the goal is to find dependability 
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mechanisms and structures inside websites contents databases that (1) maximize the 
information required for support user decision, while (2) minimizing user’s 
involvement cost of operation (basically time and effort). Informally, we it be used 
the term pervasive to refer to these two requirements [22]. Regarding pervasive 
computing concept, it admits that computing resources might be perceptible or 
imperceptible distributed related to the user environment (context-awareness). 
Context-aware applications promise richer and easier interaction, but the current state 
of research in this field is still far removed from that vision [14]. That is, users´ don’t 
need to understand where system takes place or where to which devices is connected. 

Considering options to handle with decision making support, it is possible to 
identify some scenarios, such as: trusting and using recommendations being passed by 
others, which can get directly (word of mouth) [2] or given by recommendation texts, 
reviews of movies and books reviewers, printed newspapers, social networks, among 
others. 

The recommendation systems help to increase the capacity and effectiveness. This 
nominating process is already well known and established in the social relationship 
between humans [3].  

In a typical recommendation system, there are sources of information (valid and 
accredited) recognized as recommendations input data, to the system that aggregates 
and directs (system processing) for individuals potentially viewed interested in this 
type of advise (target or user). One of the great challenges for this type of systems is 
to achieve the right mix between the expectations of users and the products, services 
or people to be recommended to them, that is, define and discover these interests’ 
relationships. 

This work focuses the development of design proposal for a recommendation 
system to solve a specific problem presented by Ecuador’s national superior education 
secretary (SENESCYT): which program should a student select from a list with more 
than 1500 universities and 3000 possibilities (estimated student options by each 
scientific area). 

From the beginning some conceptual definitions about recommendation and 
pervasive systems and will be presented (section two and three). Thereafter it will be 
discussed different sources of data (section four) and the strategy for the 
recommendation method (section five). Then the architecture is presented (section 
six) followed by results and conclusion at the closing section. 

2   Recommendation systems 

The proponents of the first recommendation system called Tapestry [3],[4] coined 
the term "filtering collaborative", aiming to designate a specific type of system in 
which the filter information was performed with human aid, e.g. the collaboration 
between stakeholder groups. Thereafter, same authors considered that could have 
another type of recommendation based on the content, that is, one element just might 
be considered as recommender if it was familiar, updated and contextualized with the 
subject: context-based filtering. Therefore they assumed that collaborative filtering 
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and content-based filtering systems are types of recommendation systems applying 
different approaches, but have the sole purpose of the recommendation.  

Others authors [5] highlighted and proposed that there is a third type of filter 
referred to as demographic information filtering. Demographic filtering uses the 
description of an individual (profile determination) to learn the relationship between a 
particular item and the type of person that would come to be interested. This approach 
uses descriptions of people how to get learned the relationship between an item and 
the type of person who would like this. The user profile is created for classifying 
users in stereotypes that represent the characteristics of a class of users. Personal data 
is requested to the user, usually in registration forms, and used as characterization of 
users and their interests. 

Later another’s authors [6],[7] introduced two other techniques. In the first, entitled 
filtering based on knowledge, the recommendation of the items is done based on user 
preferences of inferences and their needs through structured functionally knowledge; 
the second technique, entitled utility-based filtering, the recommendation is made 
considering the utility of items for a given user. 

Currently e-commerce websites are the main players recommendation systems use 
and exploration. They use different techniques to find the most suitable products to 
their customers and thus increase profitability. Introduced in July 1996 MyYahoo was 
the first website to use recommender systems in large proportions, using the 
customization strategy [8]. Currently, a large number of websites employ 
recommendation systems to bring the different user types of suggestions, as cross 
related offerings (something like, "customers who bought X also bought Y item"), or 
selling items on each customer´s favorite categories, among others. 

This work focuses the development of a recommendation system to solve a specific 
problem: which program should a student select from a list with more than 1500 
universities  

2.1   User profile 

The identity it is one of the most important related to recommendation objectives 
where’s individuals’ objectives, subjectivities and features, emerges. 
Recommendation systems use individuals’ identity in order to provide clues on future 
behavior and needs of users such as in a given environment where customization 
becomes effective. In computer science, algorithms used to formalize individuals’ 
identity on a given computing environment are based on User Profile determination.  

On the web, there are many types of user profiles with different degrees of 
complexity. They are developed in the context of e-commerce, e-learning and e-
community, among many others. Nevertheless there are some researchers [9][10] that 
had developed shell’s for users models pointing, as example, categories of 
information about users in order to better customize the web applications [9] or to 
model specific users, such as, model of students’ profile for learning activities [10].  

The user profile might be used to predict user´s needs and behaviors in a 
computing environment. 

To determine a user profile it is necessary to use strategies. On the web, two of the 
most common forms of user identification are: 
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 On server: systems’ usually provides users with a registration area where’s 
beyond username/password, with personal data such as name, date of birth, 
sex, address and others. These data is stored in a database on the server. 
Whenever the user accesses the system, he may make his identification / 
authentication updating their previously registered login. This mechanism 
allows the website identify more accurately the user that it connects; 

 On the client device: normally use cookies, a mechanism by which a website 
can identify that particular computer is connecting once again it. This 
method assumes that the connected machine it is always used by the same 
person. So to identify the machine, the website is in reality identifying its 
user. This is a simpler mechanism than the identification through the server, 
but less reliable, especially if the identified computer is used by more than 
one person. 

Thereafter user identification process, it is possible to collect data about him, 
implicitly or explicitly, thus allowing the generation and maintenance of their profile. 
In the explicit collection mode (also known as customization), the user spontaneously 
indicates what is important to him, improving his profile determination and explicit 

3   Web Crawler 

Given the current volume of data on the Web, an automatic, methodical process of 
content indexing becomes extremely necessary. It is in this scenario that the web 
crawler is present searching, filtering and often persisting content. One of the most 
powerful known web crawlers is the googlebot, Google's web crawler, he is 
responsible for scrub the web, looking for new pages to index and analyze whether 
the existing pages were updated. A Web crawler, which is also known as spider or 
web robot web, is a software agent used to automate research, data gathering and 
extraction. Usually trafficked in HTTP along with the TCP/IP model, the most 
developed robots are meant for the traditional web where html documents connected 
by hyperlinks, tags and keywords are used to track and meet specific needs as 
download images and files, mining of e-mail addresses, collection of specific contents 
for price quote for a particular product or service and can also be developed to 
aggregate data from various internet sources, among many others conveniences. 

 These agents are not limited to a specific language actually, since it is possible to 
extract and apply regular expressions obtained over the contents, any language can be 
used for the implementation of web crawlers.  

The basic structure of running a crawler is not very complex, though the same 
cannot be said for its implementation. See a model of the basic structure of a crawler 
in Figure 1. 
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Fig. 1. web crawler’s basic model structure. Adapted from [23] 

General web crawler’s activity steps goes around a content request, which is set in 
a scheduler. From the scheduler, a list of URLs is passed to the downloader engine, 
which acts as a multi-threaded download sniffer. This component is responsible to 
search over through in order to find out the requested webpages referenced on 
scheduler. All successful web pages found are saved on a specific storage (text and 
metadata for post processing). Unsuccessful analyzed URLs are posted in a queue 
(active queue) in order to be included in new late scheduler. The crawler queue 
storage also includes a background queue, in order to support background updates, to 
be programmed in order to update some specific URLs related data. The scheduler 
alignment and downloader engine (extraction process) are inherent in any process of 
crawling, regardless its objective or technology used.  

As noted previously, the crawling is not tied to a web contents, indeed it is possible 
to act on various types of sources. Thus it can be used over different protocols such as 
HTTP SMTP, FTP, and others. Once selected the protocol, the agent take a request to 
the data source, which ultimately return the desired content, which will be working 
for the extraction of information. The protocol used in this article will be explained 
more technically below. 

3.1   Web crawler at work 

The crawler starts with a list of URLs seeds to visit. This is constructed and 
introduced at user/system request. During crawling work, the application visits these 
URLs, it identifies all the possible hyperlinks in each page that corresponds to the 
overall search objectives. Not all visited URLs revels positive results. Here it was 
considered three different types of possible outcomes: not correspondent contents; 
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positive contents; unavailable page.  Whenever a URL is inaccessible, the application 
put that address in a queue list. On other side, there is the possibility to select some 
URLs by their importance to be included on background queue. Each URLs in this 
queue list is visited periodically (programmer defined) in order to have updated 
information.  

When there is large volume of URLs to explore implies that the crawler can only 
download a limited number of the web pages within a given time, so it requires to 
prioritize its downloads. To that end all returned retrieved data (text, metadata, 
images, among any other type) from analyzed web pages are stored in table, to be 
delivered and used by the user and also to act as cache for next visit (avoiding all 
retrieval process over previously visited pages). Generally web crawler’s behavior is 
the outcome of a combination of policies: 

 selection policy, to determine and define the URLs to analyze and download; 
 re-visit policy, to consider the set of URLs that might be considered relevant 

and therefore to be monitored;   
 politeness policy, despite this doesn´t have direct influence on application 

results, it should be considered in order to avoid targeted web sites’ traffic 
overload; 

 parallelization policy, regarding web crawler running multiple process.  
As described in the next section, considering the objectives for the current design 

proposal these policies were considered in terms of search scheduler, download 
engine and queue list definition. 

4   Design Proposal 

 
Fig. 2.  Proposed iRecommendYOU framework design’s structure. 

The design proposal, as depicted in figure 2 involves three main components: from 
user side (student’s objective fulfillment); web exploration (data gathering from web) 
and recommendation system (iRecommendYOU). System’s workflow begins with 
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user’s profile determination that will determine the set of URLs to be analyzed. Next, 
using the web crawler application, the system will collect data from related web 
pages, that will be stored on a data structure. At the end, using a recommendation 
algorithm, the system will provide the user with the results that better fits with his 
profile.  

4.1   User profiling and objectives fulfillment 

User profiles are generally represented as sets of weighted keywords, semantic 
networks, or weighted concepts, or association rules. Keyword profiles are the 
simplest to build, but because they fundamentally have to capture and represent all (or 
most) words. This technique requires a large amount of user feedback in order to learn 
the terminology by which a topic might be discussed [23].  

This proposed user profile system incorporates a registration section where’s user’s 
needs introduce some personal preferences (questionnaire) and personal data 
(curriculum vitae). Moreover students would be are required to fulfill a questionnaire, 
that will. As illustrated on figure 3, user’s profile is determined through two sets of 
data: the first considering academic preferences and curriculum; the second, related to 
a questionnaire previously fulfilled by the student. This questionnaire it is presented 
by SENESCYT in order to have a standard source of data and covers a variety of 
subjects’ information such as students’ preferences, professional options or research 
investigation interests. The profile is constructed using the most keyword descriptors 
on user’s data. The profiler module uses a knowledge base in order to search, evaluate 
and define user’s profile 

 
Fig. 3.  Users’ profile system. 

Keyword-based profiles are initially created by extracting keywords from Web 
pages collected from some information source, e.g., the user’s browsing history or 
Bookmarks[23]. To calculate user’s profile it is used the keyword’s weighting technic 
to identify the most important keywords from user’s curriculum and questionnaire 
data. Often the number of words extracted from a single document is capped so that 
only the top N most highly weighted terms from any page contribute to user’s profile 
[23]. The keyword extractor module will determine final user profile using all 
keywords extracted and registered on user’s profile storage. 

iRecomendYou: A Design Proposal for the Development … 543



4.2   Data gathering 

This accomplishment is performed by the web crawler application in order to 
explore and retrieve data from SENESCYT’s universities URLs list (a set of pre 
selected universities across the world to which students may apply for a scholarship 
grant).  

 
Fig. 4.  Data gathering. 

As depicted above on figure 4, the web crawler starts with a single URL, collected 
from universities url’s list, downloads that page, retrieves the links from that page to 
others, and repeats the process with each of those pages – records analysis. Before 
long, web crawler discovers links to most of the pages on the Web, although it takes 
some time to actually visit each of those pages – document indexing. 

The implementation of this algorithmic might be developed based on Apache 
LuceneTM, which is a high-performance, full-featured text search engine library. It is 
a technology suitable for nearly any application that requires full-text search, 
especially cross-platform. [24] 

4.3   Decision support supported by recommendation systems  

The recommendation is performed based on match work between the user profile 
and the programs that have a set of descriptors and keywords similar or on the same 
scientific area. 

This recommendation system allows on this way a customization, over the short 
list of programs that meet the user’s needs or expectation’s [1]. From the 
computational point of view, one system capable of treating each user individually 
requires a set of specific functions, as example, through constant selection of related 
program to user interests, a personalized system can reduce the time they take to find 
relevant information. The user will have a list of possible programs that match his 
profile. That list has in each record, the program name, the university, the origin 
country, the set of keywords used to select the program and a matching estimator 
between user profile and program descriptor. Over the list the user may perform some 
actions such as select, download related program and create wish list for future 
analysis. 

The system additionally, may identify relationships between items (e.g., "those 
who view the program X also analyzed the program Y"). 
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5   Discussion and Conclusions 

Considering the lack of information from both sides of the problem (candidates and 
financed programs) it was necessary to propose a valid solution that allows both, 
users’ profile (student) determination from questionnaire and personal data, and data 
gathering (programs) work from a single url information. The research work was 
developed towards a solution that covers data collection (candidates and programs) 
for automatic filtering and analysis in order to support the recommendation action. 
The recommendation work would be supported by a set of rules that would be 
matching users’ profile main characteristics with main programs’ descriptive 
(scientific area, research lines and objectives) keywords.  

Therefore this paper, based on developed work, presents a possible solution for 
system development in order to solve a problem presented in a national secretary for 
superior education and investigation.  

All proposed development system and solution are based on related works and also 
on related bibliography. 

For future word it is planed the development of this solution and make it available 
for the large community of Ecuadorian students that every year looks for scholarship 
opportunity. 
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