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Preface

This book contains a selection of papers accepted for presentation and discussion at
The 2016 World Conference on Information Systems and Technologies
(WorldCIST’16). This Conference had the support of the Federal Rural University
of Pernambuco, IEEE Systems, Man, and Cybernetics Society, AISTI (Iberian
Association for Information Systems and Technologies/Associacdo Ibérica de
Sistemas e Tecnologias de Informag¢do), and GIIM (Global Institute for IT
Management). It took place at Recife, Pernambuco, Brazil, March 22-24, 2016.

The World Conference on Information Systems and Technologies (WorldCIST)
is a global forum for researchers and practitioners to present and discuss recent
results and innovations, current trends, professional experiences, and challenges of
modern Information Systems and Technologies research, technological develop-
ment and applications. One of its main aims is to strengthen the drive toward a
holistic symbiosis between academy, society, and industry. WorldCIST’16 built on
the successes of WorldCIST 13, held at Olhdo, Algarve, Portugal, WorldCIST 14
held at Funchal, Madeira, Portugal, and WorldCIST 15 which took place at Sao
Miguel, Azores, Portugal.

The Program Committee of WorldCIST 16 was composed of a multidisciplinary
group of experts and those who are intimately concerned with Information Systems
and Technologies. They have had the responsibility for evaluating, in a ‘blind
review’ process, the papers received for each of the main themes proposed for the
Conference: (A) Information and Knowledge Management; (B) Organizational
Models and Information Systems; (C) Software and Systems Modeling;
(D) Software Systems, Architectures, Applications and Tools; (E) Multimedia
Systems and Applications; (F) Computer Networks, Mobility and Pervasive
Systems; (G) Intelligent and Decision Support Systems; (H) Big Data Analytics and
Applications; (I) Human—Computer Interaction; (J) Health Informatics;
(K) Information Technologies in Education; (L) Information Technologies in
Radiocommunications.

WorldCIST’16 also included workshop sessions taking place in parallel with the
conference ones. Workshop sessions covered themes such as (i) Communication
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and Journalism in Online Social Networks, (i) Computer Supported Qualitative
Analysis, (iii) Emerging Trends and Challenges in Business Process Management,
(iv) Healthcare Information Systems Interoperability, Security and Efficiency,
(v) Human-Machine Interfaces in Automation, Robotics and Mechanics,
(vi) Innovation in Information Management, (vii) Intelligent Systems, (viii)
Internet, Business and Social Networks, Pervasive Information Systems,
(ix) Semantics for Humanities Resources.

WorldCIST’16 received contributions from 41 countries around the world. The
papers accepted for presentation and discussion at the Conference are published by
Springer (this book) and by AISTI (another e-book) and will be submitted for
indexing by ISI, EI-Compendex, SCOPUS, DBLP and/or Scholar Google, among
others. Extended versions of selected best papers will be published in relevant
journals, including SCI/SSCI and Scopus indexed journals.

We acknowledge all those who contributed to the staging of WorldCIST16
(authors, committees, and sponsors); their involvement and support is very much
appreciated.

Pernambuco Alvaro Rocha
March 2016 Ana Maria Correia
Hojjat Adeli

Luis Paulo Reis

Marcelo Mendonga Teixeira
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Abstract. In recent years the use of mobile technology has become very
common and popular. It is important to provide correct and useful nutritional
information to diabetic patients, which can be easily accessed by mobile
technology. However, providing such information to patients using mobile
application is limited. One method is to use mobile technology, which is a very
effective method in the expansion of information process visually, especially in
health-related areas by using mobile devices. Therefore, the integration of
mobile application with Diabetes management can provide useful nutritional
and health information in order to improve the lifestyle of diabetic patients.
This paper presents a comprehensive review of the state of the art in mobile
application for Diabetes management.

Keywords: Diabetics, Health information, Android Technology, Nutritional
Information, Mobile health, Type 1(T1DM) and Type 2 (T2DM).

1 Introduction

The growing population of diabetic patients will continue to increase pressure on
healthcare systems. Multidisciplinary research fields that integrate both Information
and Communication Technologies (ICT) and healthcare disciplines are thus looking at
advances to transform our personalized healthcare. Significant advances in the field of
mobile technology deliver cost-effective solutions to patient health management,
anyone, anywhere, and anytime [1].

With rapid growth in mobile technology, interaction with mobile device is gaining
momentum. This is to support users and increase application usability, thus mobile
Augmented Reality (AR) is state-of-the-art technology that has modernized the mode
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of accessing and interacting with information. This invokes new experiences for users
globally [2]. The precision of AR shifts the focus of research from technical to user
interaction that generates a likelihood to implement mobile AR in more innovative
ways [3]. For AR technology, a concept of visual environment integrated with real
environment [4], is defined as the integration of computer-generated images with the
real world including 3D and 2D form or video overlapped with real time; a scene
which is very popular at present.
Software developments have made this technology accessible using webcam, mobile
phone camera, computer and/or sensor, so the program users can view and ultimately
experience the 360 degree or 4D images and places in real time. Recently, the use of
AR technology has become very popular and is currently used in many other fields
especially in medicine. In the last few years, food has appeared in Human Computer
Interaction (HCI) research in everyday activities. In its own right, HCI research on
food, or ‘Human-Food Interaction’ (HFI), has emerged as an area of significant
interest in the HCI community. HFI is a new field where technology helps in growing,
cooking and eating food in a sustainable environment.

In this paper, we review the literature on current Mobile Application, AR
technology and discuss about the use of Augment Reality in nutritional information.

2 Literature Review

Diabetes Mellitus is a complex condition caused by either lack of production of
Insulin in the beta cells of the Islets of Langerhans in the pancreas or the body cells
fail to respond to the Insulin so that there is excess glucose in the blood. Glucose, is a
‘simple’ sugar, obtained from the enzymatic breakdown of starch and carbohydrates.
It is an essential energy source required by the body cells to function. Since there is a
lack of Insulin or insulin resistance, the cells begin to starve due to lack of glucose.
Diabetes is often called ‘starvation in plenty’. There is excess glucose in the blood
circulation but not available to the cells to facilitate optimal function. Since the cells
are not functioning at optimal capacity, critical tissue and organs are adversely
affected. In the case of the eye, due to poor retinal blood vessel intercellular adhesion
integrity there is a tendency in poorly controlled Diabetes Mellitus, for retinal
bleeding to occur. If left untreated this can lead to blindness. Similar haemorrhage in
the brain and heart can lead to stroke (Cerebrovascular accident) and Myocardial
Infarcts (Heart Attacks), respectively. In the case of the lower limb peripheries, this
can lead to gangrene and foot amputations. It must be noted that there is no cell in the
body that is immune to the adverse effects of Diabetes mellitus.

Diabetes mellitus has become quite prevalent at a global level. In Australia, 1.1
million people have been diagnosed with diabetes [8] and is prevalent in the
Aboriginal and Torres Island population. There are two types of Diabetes Mellitus,
Type 1(T1DM) and Type 2 (T2DM). Australian statistics have revealed that 120,000
people have suffered from Type 1 diabetes and 956,000 have Type 2 diabetes [9].
T1DM occurs when the body produces no insulin and is occasionally referred to as
Juvenile Diabetes or Early-Onset Diabetes. It mostly occurs during teenage years or
before the age of forty. Patients with T1DM need to take insulin injections for life and
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must ensure that their blood glucose levels stay balanced by eating a healthy diet, an
effective exercise programme and carrying out regular monitoring of their blood
glucose with blood tests. Whereas in T2DM, there is inadequate insulin and thus the
cell does not work effectively.

In order to manage the blood glucose level, Diabetes patients need to maintain a
balance between the quantity of food they eat, their physical activity and insulin
medication. People with diabetes were placed on rigid diets and were given a list of
dos and don’ts about eating. Some of the food restrictions were advised friends or
family, which works sometimes but some of their advices may be out of date and
inaccurate. It is difficult for Diabetes patients to find a food in the market which
ensures that it not harmful for their health. As mentioned [5], poor diet and physical
inactivity are the key factors in developing chronic diseases in humans.

For diabetes patients it is important to assess the consumption of sugar by
establishing a link between the diet and disease. However, it is currently challenging
as people have moved away from traditional homemade food to more Take-Away
food and eating out. Consumption of such food makes it difficult for people to
accurately assess their food intake and food composition. Advancement in ICT has
brought essential health related information for Diabetes patients. Parallel to this
growth, mobile devices provide different applications in the field of health that
improves communication between health practitioners and patients [6]. It provides
feedback on individual eating habits, which may enable people with diabetes to better
manage their condition [7]. Previous research has developed tools that can support
dietary management for Type 1 and Type 2 diabetes patients. Findings suggest that
greater growth is required for mobile dietary and nutritional support in Diabetes
patients. Mobile applications that support healthy eating habits should be integrated
with applications for managing blood glucose and physical activity data, as well as
medication data [5] [6]. However, mobile applications-based self-management is not
a quick solution for the problem and it is critical to understand that its effect is based
on strong behavioural change by the patient. Some patients encounter difficulties
managing technical problems and others cannot afford the cost. Therefore, the
adoption and use of user-centred and socio-technical design principles is highly
needed to improve usability, perceived usefulness, and, ultimately, adoption of the
technology [8].

There are numerous diabetes management applications available [9], however, the
dominant ones offer comparable functionalities and have one to two functionalities in
one application. Patients and doctors alike should be included in the application
improvement and clinical application procedures to ensure ongoing review as well as
research and development. The usability of these diabetes apps for patients aged 50 or
older was moderate to good. Besides this outcome applied mainly to apps offering a
small range of functions. Multifunctional applications performed significantly more
terrible in terms of usability. In addition, the presence of documentation or
examination function brought about fundamentally lower usability scores. The
operability of accessibility features for diabetes apps was quite limited, except for the
feature "screen reader" [10]. As specified in [11] that interest in mobile health
applications for self-management of diabetes is growing rapidly. Research on both the
design, usability and the use of diabetes mobile health applications is rare.
Furthermore, the potential impact of social media on diabetes mobile health
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applications is largely unexplored. Choosing healthy foods and being active will help
manage blood glucose levels and body weight. Adhering to a good diet for people
with diabetes is similar to recommendations for everyone. Therefore, there is no need
to prepare separate meals or buy special foods. The entire family can enjoy healthy
eating. Managing blood glucose levels for a person with T1DM requires matching the
amount of insulin to the carbohydrate foods they consume.

In [12] proposes a methodology for automatic food recognition, based on the bag-
of-features (BoF) model and this is a first step toward the development of a portable
application and providing dietary advice to diabetic patients through automatic
carbohydrate counting. For the design and evaluation of this application, a visual
dataset with nearly 5000 food images was created and organized into 11 classes. In
these mobile applications designed for diabetes, usability is a persistent issue and can
cause severe health problems if not managed properly. Diabetes is very common in
ages 60 and above therefore they may have memory limitations, poor vision, or
declining motor and cognitive skills, which may impair usability [13].

According to [14] predictions of information technology research and advisory
firms, such as Gartner, hybrid HTMLS applications will be the future in mobile
application development. Furthermore, exploring the feasibility of using HTMLS5 and
related web application standards in the development of mobile e-health applications
by using a diabetes monitoring application, as a practical use case. In this paper [14]
practical experiences with using HTMLS5 and related web technologies to deliver
context-aware personal health assistance applications, and the challenges with
targeting such smart e-health applications to mobile devices was reviewed. Mobile
technologies have matured to the point where healthcare services for chronic disease
could be provided beyond hospital borders [15]. The usage of mobile-health
technologies has the potential to enhance a patient’s self-care ability, thereby modify
their lifestyles and improve metabolic conditions. Despite the fact that the benefits of
mobile health interventions for diabetic patients are well established, the impacts on
diabetes self-care practices have not been extensively validated. Most mobile health
studies have emphasized on assessing clinical metabolic outcome, such as decreased
level of Glycosylated Haemoglobin (HbA1C), rather than validating self-care
processes from the patient’s perspectives. Little is known about the effect of m-health
on self-care processes [16]. Outcomes of self-care ability enhancement can be
categorized as immediate (knowledge and skills acquisition), intermediate
(behavioural change) and long term manifestation (improved health status). Studies
have suggested adding focus on identifying immediate and intermediate outcomes.

From the research review it is clear that mobile phones are becoming a popular and
powerful platform, and many healthcare-related applications have been explored, such
as remote health monitoring, SMS medical tips, fitness coaches, and diabetes guides
outcomes [17]. Obesity, where mobile phone aided healthcare can assist, is becoming
an epidemic in most developed countries. In the past three decades, obesity rates for
both adults and children in the developed countries have increased significantly [18].
The continuing rise in overweight and obesity patients has attracted increasing
research interest to explore practical new technology to prevent these conditions [19].
However, the usual case is that individuals with potential obesity problems are more
likely to ignore their food intakes and regular exercise. Efforts have been made to
record calorie contents without user awareness or knowledge by processing chewing
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sounds of the user with on-body sensors [20]. Novel obesity management applications
arise as mobile phones are becoming more powerful for people-centric computing.
The fact that mobile phones are necessary and used by people almost everywhere
makes them perfect devices for information gathering and delivering.

Some commercial applications have appeared in recent years, such as
MyFoodPhone by Sprint, Diet Fitness Diary by Verizon, and Sensei. These existing
academic and commercial systems rely heavily on manual data analysis and labor
intensive user interaction. Automatic dietary monitoring has been developed by
analysing chewing sounds detected by on-body sensors. However, it is not possible
for people to wear sensors all the time and it is not accurate enough to estimate the
food intake only with chewing sounds [18]. Researchers have used mobile phones as
tools for encouraging physical activity and healthy diets, for symptom monitoring in
asthma and heart disease, for sending patients reminders about upcoming
appointments, for supporting smoking cessation, and for a range of other health
problems [21]. In [22] presented a mobile application that aims at supporting
sustainable weight loss by leveraging established behaviour change theories. Three
interfaces were designed and implemented: A messaging system, a personal goal
achievement system and a group goal achievement system. The application was
validated through a usability testing experiment. Seven young female adults, native
Arabic speakers, tested the Android application in the smart phones and were asked to
perform tasks relevant to each interface. Understanding that Augmented Reality offers
information visualization, which creates a system that serves as an interactive e-
Ordering system for ice dessert. The prototype was created and was evaluated as a
good alternative to the traditional ice dessert purchasing. In addition, this mobile AR
system is expected to improve the user interfaces and system usability [23].

In [24], authors successfully demonstrated how mobile Augmented Reality can be
helpful in capturing and translating one language to another for language learning.
This application has to be tested with more users to know efficiencies of mobile
augmented reality for language learning. Also, there is a need to modify and enhance
the application.

There are many features that are discussed above but we only select those features
which have importance and are still under research. Following are the features that are
extracted from the literature 2008 till now which includes: Real time, User Centred
Sociotech Design, Functionalities, Augmented Reality, Usability, User, Estimate
CHO, Measure meal composition, Independent Life Style and Clinically Accurate.
We plotted all these features in the graph where X-axis is the time and Y-axis is the
importance of these features. The plus sign indicates the importance and still under
research.
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Fig. 1. Time graph of most useful features

3 Future Work

In this paper we discussed about Diabetes, food nutrition and mobile technology.
Some mobile application are discussed in the literature review section to understand
how mobile application is playing their role in the field of Diabetes management to
reducing hospitalization and supporting an independent lifestyle in Adult Type 1
Diabetics. Nevertheless, all of these applications are lacking usability, user
involvement and less consideration of real time features. At present, mobile
applications are widely used in Medicine to handle health issues. However, as per
discussion, the majority offer similar functionalities and combine only one to two
functions in one app. Patients and physicians alike should be involved in the
application development process to a greater extent. Despite the growth, research on
both the design and the use of health applications is scarce. Furthermore, the potential
influence of social media on health applications is largely unexplored. There are no
studies evaluating social media concepts in diabetes self-management on mobile
devices, and it’s potential; remains largely unexplored.
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4 Proposed Idea

Based on the important factors as mentioned in section 2, we proposed an idea called
BIG-GLUCON-HERO. The proposed idea is to develop a diabetic’s application to
reduce hospitalization and support independent lifestyle in Adult Diabetics. This
application is based on user-centred and sociotechnical design principles that can
monitor patient food intake to control obesity, provide real time feedback from
doctors and parents, support in decision making and interaction with outside world
using social media and provide help in case of emergency.

G0

EMERGENCY HELP

Fig. 2. BIG-GLUCON-HERO

5 Conclusion

The paper discussed the role of using mobile technology in nutritional information.
Although the use of mobile technology is getting more advanced and its use seems
common in many fields especially medicine. In this paper, we reviewed the literature
relating to using mobile applications to help diabetes patient in selecting nutritious
food and avoid obesity. From the literature it seems that some applications are
available for diabetes management whereas some application use mobile AR in food
making. Despite the fact there is rapid growth in mobile technology, usability, real
time support, clinically accuracy and interface design are still major concerns in
mobile health applications. Finally Big-Gulcon-Hero is a proposed idea to reduce
hospitalization and support independent lifestyle in Adult Diabetics.
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Abstract. Indoor environments are characterized by several pollutant sources.
As people typically spend more than 90% of their time in indoor environments.
Thus, indoor air quality (1AQ) is recognized as an important factor to be
controlled for the occupants’ health and comfort. The majority of the monitoring
systems presently available is very expensive and only allow to collect random
samples. This work describes the system (1AQ), a low-cost indoor air quality
monitoring wireless sensor network system, developed using Arduino, XBee
modules and micro sensors, for storage and availability of monitoring data on a
web portal in real time. Five micro sensors of environmental parameters (air
temperature, humidity, carbon monoxide, carbon dioxide and luminosity) were
used. Other sensors can be added for monitoring specific pollutants. The results
reveal that the system can provide an effective indoor air quality assessment to
prevent exposure risk. In fact, the indoor air quality may be extremely different
compared to what is expected for a quality living environment.

Keywords: Indoor air quality, indoor environment, air quality monitoring,
wireless sensor network, ZigBee, gas sensors, smart cities.

1 Introduction

Indoor environments are characterized by several pollutant sources. Thus, indoor air
quality (1AQ) is recognized as an important factor to be controlled for the occupants’
health and comfort. This issue is more important if we take into consideration that today
most people spend more than 90% of their time in artificial environments [1]. But is
also important that health problems and diseases caused by poor indoor air quality can
negatively affect the productivity. According to the United States Environmental
Protection Agency [2], human exposure to indoor air pollutants may be 2 to 5 times—
occasionally more than 100 times higher than outdoor pollutant levels, because a
home’s interior accumulates and concentrates pollutants given off by finishes,
furnishings and the daily activities of the occupants [3]. In fact, indoor air pollutants
have been ranked among the top five environmental risks to public health. Ventilation
is used in buildings to create thermally comfortable environments with acceptable IAQ
by regulating indoor air parameters, such as air temperature, relative humidity, air
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speed, and chemical species concentrations in the air [4]. In this study the authors
present some numerical predictions of pollutants dispersion in a ventilated room.

An indoor air quality assessment system helps in the detection and improvement of
indoor air quality. Local and distributed assessment of chemicals concentrations is
significant for safety (gas spills detection, pollution monitoring) and security
applications as well as for to effectively control heating, ventilation and air conditioning
(HVAC) system for energy efficiency [5]. In fact, the indoor air quality measured in
the built environment provides a continuous stream of information for seamless
controlling of building automation systems, and provides a platform for informed
decision making [6]. However, the monitoring systems presently available are normally
very expensive and only allow to collect random samples.

Recently, several new systems have been developed for monitoring environmental
parameters, always with the aim of improving the indoor air quality efficiency [7].
Actually, the availability of cheap, low power, and miniature embedded processors,
radios, sensors, and actuators, often integrated on a single chip, is leading to the use of
wireless communications and computing for interacting with the physical world in
applications such as air quality control [8]. A wireless indoor air quality monitoring in
order to provide real time information for assisted living is proposed by [9]. The
proposed system has carbon dioxide, carbon monoxide, propane and methane sensors.
Another study involving wireless sensor networks for indoor air quality monitoring was
proposed by [10].

This study describes the iAQ system, developed by the authors, which aims to
ensure, autonomously, accurately and simultaneously, the indoor air quality monitoring
of different building rooms. The system consists of a low cost indoor air quality
monitoring wireless sensor network system, developed using Arduino, XBee modules
and micro sensors, for storage and availability of monitoring data on a web portal in
real time. This system collects five environmental parameters (air temperature,
humidity, carbon monoxide, carbon dioxide and luminosity) from different places
simultaneously. Other sensors can be added for monitoring specific pollutants.
Currently, in the preliminary laboratory tests, only two remote modules were used.

2 Technical Solution

2.1 Implementation

The iAQ system is an automatic indoor air quality monitoring system that allows the
user, such as the building manager, to know, in real time, a variety of environmental
parameters as air temperature, relative humidity, carbon monoxide (CO), carbon
dioxide (CO2) and luminosity. Other sensors for specific pollutants can be added.

The parameters are monitored using the iAQ Sensor system that collects data and
sends it to the iAQ Gateway system that records the data in a MySQL database using
web services developed in PHP.
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The end user can access the data from the web portal iAQ Web built in PHP. After
login, the end user can access the iAQ Web and can get all the information about
environmental parameters. The monitoring data are shown as numeric values or in a
chart form. This portal also allows the user to keep the parameters history. Providing a
history of changes, the system helps the user to analyze precisely and detailed the air
quality behaviour. This is very important to decide on possible interventions to improve
the air quality in the building. The iAQ Web is also equipped with a powerful alerts
manager that advises the user when a specific parameter exceeds the maximum value.

2.2 Wireless Sensor Network Architecture

The wireless communication is implemented using the XBee module what
implements the IEEE 802.15.4 radio and ZigBee networking protocol [11]. The IEEE
802.15.4 standard specifies the physical and medium access control layers for low data-
rate wireless personal area networks. ZigBee is a low-cost, low-power, wireless mesh
networking standard built upon 802.15.4 [12,13].

Communication signals are transmitted from the iAQ Sensor to the base station iAQ
Gateway use XBee. The modules operate within the 2.4 GHz frequency band and
outdoor RF line-of-sight range up to 4000 ft. (1200 m) and RF data rate 250,000 bps.
These modules use the IEEE 802.15.4 networking protocol for fast point-to-multipoint
or peer-to-peer networking. They are designed for high-throughput applications
requiring low latency and predictable communication timing. XBee modules are ideal
for low-power, low-cost applications. XBee-PRO modules are power-amplified
versions of XBee modules for extended-range applications [14].

2.3 Hardware and System Architecture

The iAQ system is composed of one or several iAQ Sensor’s. They are used to
collect and transfer environmental factors from the different rooms where they are
installed. The iAQ Sensor’s send the data to the iAQ Gateway (Fig.1), which is
connected to the Internet with an Arduino Ethernet Shield, for recording data in the
database.
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Fig. 1. iAQ GATEWAY Architecture.

Therefore, it is made possible to construct a modular system that can monitor one or
more spaces simultaneously. Figure 2 schematically illustrates the system architecture

used in the iAQ.
Web Service
1 Portal Web
IAQ SENSOR
Base de Dados .
Utilizador

Fig. 2. iAQ System Architecture.

The iAQ Sensor is built using the embedded Arduino Mega system, an open source
platform that incorporates an Atmel AVR microcontroller [15,16]. In order to allow
communication between the iAQ Sensor's and iAQ Gateway, the ZigBee technology
was applied with the use of Xbee modules.

The iAQ Sensor is equipped with multiple sensors, a processing unit (Arduino
MEGA), and a wireless communication and mesh networking module as schematically
shown in Fig. 3 (see also [17]). Currently, the iAQ Sensor is equipped with five sensors
(Fig. 4): air temperature, relative humidity (RH), carbon monoxide (CO), carbon
dioxide (CO2) and luminosity.
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Fig. 4. iAQ Sensor Hardware
A brief description of the used sensors is presented below.

e Sensor SHT10 — it is a low power, stable and fully calibrated Relative
humidity and Temperature sensor [18]; Measurement range: 0-100%
(humidity), -40°C ~ 120°C (temperature); Accuracy: £4,5% (humidity), = 0.5
°C (temperature); Response time < 30 seg.

e  MQ7 Sensor — it is a high sensitivity CO (carbon monoxide) sensor with
several many features [19]: high sensitivity, fast response, wide detection
range (20 to 2000 ppm), stable performance and long life, simple drive circuit;
Requires manual calibration.

e T6615 CO2 Sensor — it is a low power, good performance CO2 (carbon
dioxide) sensor (designed for HVAC purposes), with the following main
specifications [20] - Measurement range: 0-5,000ppm; Accuracy: £50 ppm +
3% of Reading; Response time: 2 minutes; Automatic calibration (every 24h).
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e LDR 5 mm Sensor — it is a sensor that allow to detect light; it is basically a
resistor that changes its resistive value (in ohms) depending on how much light
is shining onto the squiggly face [21]; Since it is low cost but inaccurate, they
shouldn't be used to try to determine precise light levels in lux; instead, we can
expect to only be able to determine basic light changes. Resistance range:
200K ohm (dark) to 10K ohm (10 lux brightness); Sensitivity range: CdS cells
respond to light between 400nm (violet) and 600nm (orange) wavelengths,
peaking at about 520nm (green).

2.4 Software

The firmware of the iAQ Sensor and iIAQ Gateway was implemented using the
Arduino platform language in the IDE ARDUINO. It belongs to the C-family
programming languages.

The iAQ Web was developed in PHP and MySQL database. Web services that allow
data collection are also built in PHP [22].

3 Results and discussion

The iAQ Web allows viewing the data as numeric values or in a chart form. A
sample of experiment data for a selected room is shown in Figures 5 to 7. As examples,
the graphs of relative humidity (Fig. 5), air temperature (Fig. 6) and CO2 (Fig. 7) were
chosen.
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Fig. 5. Data visualization: Relative Humidity (%)



Monitoring Indoor Air Quality to Improve Occupational Health 19

14 09:44 14 11:25 17 19:07 17 20:47
24.5
Q Show all
g~ e .
24.0 VA MREDYPALN L
070-0"'. “o-®g” \ e o-0 /". e \./ e,
._0‘. L) e-*"%0 \.
23.5 L% "o
-8
23.0

Fig. 6. Data visualization: Temperature (°C)
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Fig. 7. Data visualization: carbon dioxide (CO2) concentration (ppm)

The graphic display of the environmental factors allows a greater perception of the
behaviour of the monitored parameter than the numerical display format. On the other
hand, the Internet portal also allows the user to access the historical data, which enables
a more precise analysis of the detailed temporal evolution of environmental parameters.
Thus, the system is a powerful tool for the detection of problems and decision making
on possible interventions to improve air quality in the building.

The 1AQ system is in the testing phase. At this stage the main goal is to make
technical improvements, including their calibration. Among other advantages of the
1AQ system, it stands out for its modularity, small size, low cost of construction and
ease installation. Improvements to the system hardware and software are planned to
make it much more appropriate for specific purposes such as hospitals, commercial
buildings or factories.

4 Conclusion

This work aimed to present an effective indoor air quality monitoring system to
prevent exposure risk. The system is developed using low-cost micro gas sensors and
an open source microcontroller development platform Arduino. Five micro sensors of
environmental parameters were used in each module, but other sensors can be added as
needed. The system was tested by monitoring two classrooms. The results obtained are
very promising, representing a significant contribution to indoor environmental studies.
Nevertheless, the system needs further experimental validation in real environments, in
particular with the assembly of more than two remote modules as used in laboratory
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tests, in order to verify and calibrate the system more accurately. In addition to this
validation study, physical system and web portal improvements have been planned with
a view to adapt the system to specific cases or problems, such as schools, kindergartens
or shops.

Compared to existing systems, it has great importance due to the use of low cost
and open-source technologies. Note that the system has advantages both in ease of
installation and configuration due to the use of wireless technology for communication
between the IAQ sensor and IAQ Gateway, but also due to its small size, about 20x10
cm2, compared to other systems.

This system is extremely useful in monitoring air quality conditions inside buildings
to better understand the current status of air quality as well as to study the behavior of
environmental parameters. Thus, the system can be used to help the building manager
for proper operation and maintenance to provide not only a safe and healthy workplace,
but also a comfortable and productive one.
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Abstract. This paper presents action research results on critical features that impact the im-
plementation and acceptance of Electronic Patient Records Management Systems (EPRMS)
by health facilities. The paper also discusses automation approaches as well as initial benefits
reported by health facilities. The EPRMS is in use by over 15 health facilities in Uganda.
The goal is to create a paperless environment for a group of health facilities in a resource
constrained environment. The EPRMS incorporates features for Electronic Patient Records
(EPR), Electronic Medical Records (EMR) and Hospital Management. A phased-roll out
approach was used as a way to ease challenges of insufficient resources such as computers, un-
stable local area network, frequent power outages and skills-gap among others. The first phase
covered Outpatient Departments (OPD) for production deployment while Inpatients, Mater-
nal and Child Health(MCH), HIV/AIDS care centres are setup in training mode awaiting the
next phase of roll out. After a year of use, we administered a questionnaire to understand
the impact and challenges of EPRMS. The respondents were hospital administrators and
managers. In addition to the questionnaire, the Uganda Catholic Medical Bureau (UCMB)
has its internal annual reporting process. The results reported are from the questionnaire,
UCMB internal reporting, our observations and interactions with key stakeholders during
implementation. Our finding indicate EMR and EPR functionality are not highly rated by
hospital managers while Hospital Management features are considered important.

1 Introduction

Manual hospital management, manual patient and electronic records are time consuming especially
during collating and coding of data for local government and national reporting requirements. Au-
omation of hospital processes has seen increased attempts in the recent years[14,5,18,16]. EPR
and automation of hospital processes relate to the management of hospital transactions including
patients through capture and use of electronic data as the patient consumes services. There is con-
ensus that automation of hospital facilities can breed efficiency and improve patient satisfaction [3].
ndeed Governments and Non-government Organisations are willing to invest in ICT-enabled Health
are [10]. Despite evidence that EPR is crucial in provision of quality medical services [9], most
hospitals in Uganda are still manual. Barriers that hinder implementation of EPRMS include the

* This work was funded by CORDAID http://cordaid.org as part of funding to UCMB under the Connect
for Change Consortium (C4C).

© Springer International Publishing Switzerland 2016 23
A. Rocha et al. (eds.), New Advances in Information Systems and Technologies,

Advances in Intelligent Systems and Computing 445,

DOI 10.1007/978-3-319-31307-8_3



24 B. Kanagwa et al.

time involved for a practice to convert to EPRs from paper records, the training of health
professionals on the new systems, and computer literacy [10]. Other challenges also include
financial cost associated with purchasing the new EPR system and availability of technical sup

The Uganda Catholic Medical Bureau (UCMB) [19] is one of the key players in the Ugan
heath sector. UCMB coordinates Catholic health units in Uganda, assists in personnel training
the evaluation of facilities, and represents and advocates for Roman Catholic health care ser
nationally and internationally. At the moment UCMB counts 32 hospitals (2 of them are specia
service providers) with 12 training schools, 2 laboratory training school and 252 Lower Lever U
(LLU), with over 8,225 health workers. The UCMB health service infrastructure constitut
sizeable component (about 40%) of the public health system in Uganda.

UCMB envisages that the benefits of automation are much more than the cost and effort ne
to address the challenges. With automation, UCMB aimed to help facilities to benefit from effe
delivery of health services through fast access to information that supports planning, monito
and evaluation of healthcare programmes. The information includes patient bio-data, insur
records, as well as critical medical information. To facilitate the operation of these heath ce
UCMB considered a robust management information system that can operate under the var
environments across different parts of the country. The Hospital Information System that
deployed is a heavily customised version of Care2X [2] renamed HeleCare2x [4].

The health facilities under the UCMB network differ in size, capabilities, resources, loca
and are autonomous. Each facility is managed independently to best suit local needs and f
innovation by facility managers. For instance rural based facilities use different billing struct
and offer community based medical services. Consequently, the facilities share common core EPR
features but need a number of unique features and customisation. The rollout process also ne
to appreciate local technical and human resources to operate and manage the EPRMS.

The rest of the paper is organised as follows: In section 2, we review related work, Sec
3 describes the methodology used and Section 4 describe the key features prioritised by he
facilities. Section ?7? describes the challenges and initial benefits and a conclusion is given in Sec
6.

2 Related Work

In Uganda, many systems have been proposed by the Ministry of Health. Currently the min
health operates a comprehensive manual Health Medical Information System (HMIS) [12,7].
hospital facility is required to fill a given set of reports on a daily basis, monthly, quarter
annual. Some of the information is sent to the local government authorities while the other is
to the Ministry of Health Headquarters. Some of the nation wide automated systems focusin
specific aspects include DHIS2 [1], IQCare [8]. At the moment, there is no official EMR or
system recommended for use at the facility level.

DHIS2 was adopted at the Uganda National national level in January 2011. The system
initially piloted in 4 districts, before it was rolled out to all the 112 districts by July 2012. As
of the roll-out process, 35 training workshops targeting 972 users were conducted throughout
country [11]

IQCare is a robust Electronic Medical Records (EMR) package designed by the Futures G
International® specifically for HIV/AIDS care facilities. IQCare was adopted by PEPFAR fu

3 www.futuresgroup.com
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project under the AIDS relief. It has been deployed in over 100 locations in Kenya, Uganda, Nigeria
and Zimbabwe. IQCare is flexible and scalable with features to create multiple departments and
orms; set up facility and patient home page reports and queries.

Through the Uganda National eHealth Technology framework [13] over 50 e-health related
nitiatives were reported by the Ugandan Ministry of Health. The initiatives include mobile enabled
ools such as Mtrack|[15], web-based, decision support systems and surveillance tools. However, most
nitiatives especially those related to EPR have not seen wide-adoptability or sustained usage for

by health facilities.

3 Methodology

Our approach is based on action research process [17] in which we are monitoring and spearheading

he implementation, deployment and use of EPRMS at 15 health facilities in Uganda. The imple-
mentation started in January 2013 and initially targeted five facilities for piloting and a phased
oll-out to another 10 facilities before a future full-scale deployment to over 200 facilities under the
UCMB network. However, our efforts at 2 of the pilot facilities and 3 of the 15 roll-out facilities
were met with administrative and skill-gap challenges. New facilities within the UCMB network
were selected.

The implementation started with an open source EPRMS that was customised and extended

o fit the needs of health facilities in Uganda. To speed up implementation, requirement elicita-
ion and initial training were combined. The training started with the open source EPRMS as the
first version. Care2x was chosen as the starting platform because is a Integrated Hospital Informa-
ion System including Surgery, Nursing, Outpatient, Wards, Labs, Pharmacy, Security, Admission,
Schedulers, Repair and Communication among others. It is Multilanguage, with WYSIWYG forms,
Modular & scalable among others. Care2x is a mature product and has been implemented in other
ountries including Kenya [6]. In addition there is a large number of programmers in Uganda familiar
with key technologies such as Php and MySQL used in the development of care2x.

The customisation followed a detailed requirements gathering process from a representative set of
hospitals. The hospitals were selected based on the location, nature of services provided and type of
patients catchment. The catchment targeted is a combination of rural, peri-urban and urban health

acilities. A comprehensive requirement analysis was undertaken to understand the current practices
within the hospital facilities. The training and requirements elicitation were group based and in
ome cases one-on-one. The training was in two parts: - one on the use of EPRMS and the other for
ystems administrators. The systems administrators were considered as key stakeholders and their
raining including Linux systems administration. The first round of training lasted between 3 to
4 days per facility. The initial training allowed intimate interaction with key stakeholders such as
nurses, clinicians, doctors, pharmacists, managers and systems administrators in oder to understand
heir needs. Before launch another round of 1 week training was conducted at UCMB headquarters
or systems administrators. After the initial training, two setups we made, one for production and
another for training.

A phased-roll out approach was used both on the number of the health facilities to be automated
and the number of departments to automated at each facility. The pilot started with five facilities,
and later scaled tol0 health facilities. Within each facility, the EPRMS was first installed at the
OPD which accounts for a larger percentage of the patients. The OPD deployment covers EPR,
EMR, and related services such as laboratories, billing, pharmacy and reception/triage.
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After a year of use, we administered a questionnaire to understand the impact and challe
of EPRMS. The respondents were hospital administrators and managers. In addition to the q
tionnaire, UCMB has its internal annual reporting process. The results reported are from
questionnaire, UCMB internal reporting, our observations and interactions with key stakeho
during implementation.

4 Core Features and Services

Health facility administrators are among the key stakeholders required for successful impleme
tion and sustainability of EPRMS. In all facilities, hospital managers ranked patient and reso
management features above EPR and EMR features. Key issues of concern included minim
revenue loses and increasing patient satisfaction through faster service delivery.

4.1 Existing Process and Patient Flow

Figure 4.1 is a high level view of the common flow of patients as they move from one service p
to another. It is expected that all patients flow from the registration desk to cashiers, clinic
and so on. In the majority of the OPD cases the flow will include: Entry A — Registration,
pay consultation, C' — go for examination by Clinicians/Doctors, D — Pay for Investigation,
go for investigation, F' — interpretation of results, Diagnosis, prescription by Clinicians/Do
D — pay for Medicine, G — Receive Drugs from Pharmacy, H —. However in a number of ¢
a patient may skip the registration desk and proceed to the doctors. This is common for emerg
cases where no time must be wasted at the registration. In other scenarios, patients may just
in for lab tests recommended by clinicians from other facilities. In all these scenarios, the sy
must be able to take critical data at the first point where it interfaces with the patient.

Other categories of patients such as Pregnant Mothers, HIV patients and Maternity case
usually managed separately from the rest of patients and the data needs to be captured at the
point of contact with the hospital staff for subsequent use in the rest of the patients visit.

To enforce data capture, no billing is possible unless a patient has a minimal set of data rec
In normal usage, the bill is generated as the patient moves from service points such as lab t
consultations at physicians desk, prescriptions and so on. We have discovered that staff man
some of the service points may not enter the data immediately either due to electricity/p
challenges or inefficiency by the staff thereby making it hard for other tasks to proceed. The bi
points and server room are installed with power backups and this ensures billing functionalit
continue even when other points have no power. Because of this challenge, the system is desi
to capture varying levels of data at each of the possible service points. For instance, the bi
point allows capture basic information such as bio-data and service consumed in case they are
already in the system. Hospital managers required that the system supported all existing pa
flows. However some facilities have been able to find optimal path that speed up service deliv

4.2 Drug Distribution Framework

Drugs and other consumables are a critical resource in hospitals. Their acquisition, management
tracking must be monitored and audited for hospital managers to realize the benefits of autom
hospital management information.
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Fig.4.1: Standard Flow of patients in health facility. .

In most hospitals, when drugs are purchased, they are first stored and recorded in the main
pharmacy or medical deport. From the main pharmacy, drugs are then distributed to the dispens-
ng departments. A dispensing department may serve one or more medical units. However, some
dispensing units can also distribute drugs to other dispensing units. At the same time, drugs can
be lost through damages and as such there is a need for a reconciliation between stocks in the
dispensaries and those in the main pharmacy.

Tracking of batches is one important aspect. It would be nice to have code readers at the
dispensing units to track batches up-to the patient. However due to cost implications, a provision
or manual capture of such information is provided. A key design decisions was taken to enable or
disable strong coupling between pharmacy inventory, ability to prescribe or dispense drugs on the
ystem in case of low inventory levels in pharmacy/dispensaries. This design decision was based on
need to capture medical data without strong emphasis on drug auditing logs. Drug management was
needed as key feature to allow sustainable of the system by hospital administrators and managers.
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4.3 Knowledge Management

During pilot deployments, the use keyboard as the main data capture device proved to be
consuming for physicians and draw attention away from the patients during consultations. Also
typing speed of most users was still low. A design decision was taken to minimise typing by u
Information such as drugs and their dosages, symptoms, diagnosis, lab tests and interpretatio
findings, test result ranges among others are part of the system initialisation with provision
the systems administrator to add, remove and edit the details. Whereas there was a tempta
to allow clinicians or doctors to edit these lists, a decision to allow centralized control of the
through the systems admin was considered. The advantages allows consistence in data analysi
symptoms, diagnosis, allergies and other medical information. Also a centralized list improved
speed of data capture since users just pick without typing as indicated in Figure 4.2 that shows
of the interface for prescription of drugs. The knowledge on drugs is already captured and man
within the system. To speed up data entry, a browser based search was implemented.

lispensary: Select j specify the dispensary for the prescription
naesthetics And Smooth Muscle Relaxants

| At ium [ Bupi ine Dextrose | Ether Anaesthetic [ Halothane (| Ketamine [ Lignocaine

I Neostigmine ) Suxamethonium (] Thiopental Sodium

nalgesics, Nsaids And Related Drugs
| Antihaemorrhoid  Aspirin [ Codeine Phosphate [ Diclofenac (| Ibuprofi Indor

| Morphine () Paracetamol | Pethidine | Piroxicam () Tramadol
ntibacterials
| Amoxicillin _ Amoxicillin/Clavulanate ) Ampicillin _ Ampicillin/Cloxacillin () Ampiclox Suspension

| Azithromycin (| Benzathine Penicillin (| Benzyl Penicillin () Cefixime | Ceftriaxone | Cephalexin

| Chi pheni Ciprof Clindamycin (] Cloxacillin (| Co-trimoxazole (| Dapsone
| Doxycycli Erytt ycin () Flucl illin ) Gentamicin (| Levofloxacin () Nalidixic Acid
| Nitrofurantoin Pefloxacin (] Penicillin (] Procaine Penicillin | Streptomycin () Tetracycline
|CAF () X-Pen

nticancer Drugs

Fig. 4.2: Screen short of the drug prescription interface. The interface allows medical offers to select o
more drugs and proceed to provide additional prescription details. Typing of drugs by medical offic
eliminated to avoid mistakes and allow more precise analysis and reporting. Drugs missing on the lis
be added by through a back end interface

One of the key concerns by clinicians was was that excessive typing districted them from
tending to patients. Therefore any reduction on the time spent on the computer by adding feat
such as searching, drop-down options, and so grately increase acceptance.

4.4 Familiar and Faster Interfaces

Through practice, medical personnel are accustomed to specific documents such as Form 5 to cap
treatment details for a given patients’ visit. Data capture cards for outpatients, inpatients, anten
and many other documents are well understood by most medical personnel. Paper-like inter
such as in Figure 4.3 were developed to ensure smoother transition from paper to electronic. De
similarity between paper-based forms and the electronic versions, users mainly from rural faci
still required more time and patience to train them to use computer and appreciate the interf
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The Ugandan Ministry of Health in its HMIS manual [12, 7] specifies over 200 paper-based templates
or data capture and reporting.

Co=)
[~ Search |
PID Nr. 10000006 o
Dguwn for this person @@

Registration date 21/01/2013 g :NH'IIIII
Registration time o8:58 — SOU
Title Mr o e Pesons
Family name Kitutu b )
Given name peul o Mﬂr-l:‘
Date of birth: 21/01/1996 Age: 18 yrs 11 mths &
Sex: male M DRG P ine)
Catchment Area Inside System O Diagnosti Results
Address: | Measurements.
Citizenship/Country Uganda ] DB Record's History
District MBALE

- < vy
Village/Cell Matsanza e —
Address particulars
Registered by admin

3 [ croms e I i

Fig. 4.3: Paper like look and feel for patient registration with links to standard forms such as Form 5

Routine inspection by Ministry of Health Officials still require specific layouts of certain reports
and registers. So for acceptance, all efforts were made to make electronic versions of reports and
orms similar to paper versions

4.5 Billing and Payments Automation

Most hospitals provide all or some services at a fee. The modes of billing vary from facility to facility.
General billing systems charge according to what has been consumed. However, some hospital
acilities provide for flat rate services. A flat rate is where a set of drugs and services require a
ingle fixed fee regardless of the actual overall cost of the items consumed. 3 of the 15 facilities
apply flat rate services.

Management of insurance schemes together with flat rate schemes poses another automation
hallenge. An account for each insurance scheme must be kept and patients must be properly
dentified to belong to the right insurance scheme. Some insurance schemes also cover dependants
who must be identified and billed accordingly. Similar to flat rate schemes some insurance schemes
have a limit on the amount to be consumed within a given period. The time periods for the ceiling
ange from a single visit, to daily, monthly or annual. The limit may be applied on specific services
uch dental or plastic surgery. This makes it important for the system to establish which medicines
or services have to be paid for by the patient.
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5 Benefits and Challenges

This section contains preliminary findings on the benefits and challenges of using EPRMS.

5.1 Challenges Encountered

The main challenges encountered are lack of resources such as computers, unstable Local
Network (LAN), and frequent power outages. All facilities are connected to national power
however the power grid is on and off. Alternative power sources such as generators or solar p
are not yet affordable by most facilities.

The EPRMS runs on Local Area Network (LAN) and the perceived speed and availabili
the EPRMS is much dependent on the quality of the LAN. One challenge that was noticed is
most LAN setups at the healthy facilities were very unstable mainly due to poor networking
low technical skills by IT staff. Some facilities try to cut cost and use indoor Cat 6 cables as out
cables to connect distant departments and wards.

Another challenge is that technical skills in computer use and maintenance, internet use
low in the health facilities. Despite the training it was noticed that it takes time for the trai
to translate into good level of skills. Related to computer skills, the new Windows 8 and o
2010 user interface was confusing for users trained using older versions. Fear of technology by s
health workers also affected utilisation and adoption for routine activities.

Introduction of new costs to the facilities implementing EPRMS such as timely replacem
of spoilt parts of equipment was another challenge. For instance, lightening affected/destr
equipment in five of the fifteen facilities. Lightening arresters were installed at all facilities to a
reoccurrence.

Last but not least, implementation of EPRMS was also face with a challenge of poor inte
connectivity in many rural areas where the majority of the facilities are located. This affected
ability to download new updates, provision of online technical support and need to download
definitions.

5.2 Initial Benefits Reported

During the June 2014 UCMB reporting, of the 14 hospitals that were asked to provide info
tion on changes brought about by EPRMS, 60% noted that Patients receiving services from t
facilities trust receipts produced by the system more and complained when issued with summ
receipts from receipt books whenever there was an interruption to the system. Such interrup
are common due to power load shedding. Printed receipts have information for the patient to v
and this contributes to patients satisfaction because of the detailed breakdown of the charges
as consultation charges, lab tests requested, drugs prescribed. This improves patient to hos
relationship and eventually increases service utilization because of recommendations by sati
patients to friends and relatives.

There is a reported increase in revenue collection by some facilities. St Johns Paul Aber
St Josephs Kitgum hospitals have reported at least 3% increase in user fees. The increme
attributed to the ability to capture and bill all patients that visit the facilities.

A reduction and reuse of stationary has been observed at some facilities. Receipts and o
outputs such as treatment forms for patients are printed using ordinary ink and in some cas
the back of already used paper with minor prints.
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6 Conclusion and Future Work

We have been able to deploy and monitor the EPRMS for at least 15 facilities. Initial benefits include

ncreased revenue, minimal stationary usage, improved decision making at the hospital level, and
more trust by patients due to detailed information provided to them on the receipts. Our unique
etup required a system with multiple configuration to allow flexibility especially during billing. As
more options were provided to accommodate the variations, the system inevitably grew bigger and
more complex requiring more training on the side of system administrators. We hope to extend
usage of EPRMS other 200 health facilities in the country under the UCMB network. In addition,
we plan to active EPRMS usage beyond the OPD to cover Inpatient department, Maternal and
Child Health Units and HIV/AIDS care centres among others.

Observations and interactions at facilities indicated that preparation of reports for local author-
ties and national reporting is time consuming. Therefore integration of helecare2x with existing
national reporting systems such as Dhis2 [1] is one of the future tasks to be carried out. More
tudies and support for decision making at hospital level will be carried out in order to increase the
benefits of EPRMS for hospital managers who are the key drivers for sustainability of EPRMS.
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Abstract. Public Health planning and administration comprises 3 broad
functions viz., health needs assessments, policy development, and
administration of services. Health Informatics plays a significant role for
effectiveness of each of these functions. This paper presents practical technical
learnings from implementation of performance improvement measures for a
large Open Source based Data Analytics platform for Public Health. This paper
is unique in its attempt to categorize the problem on the above lines. The
authors present a study of a real-life large data warehouse and public health data
mining implementation that has faced significant challenges and discuss
solutions to address those challenges. With rapidly changing technology
landscape, specifically in data and analytics space, dynamic changes to
population composition and the resultant expectations from public health,
research focused on public health data integration and data mining needs higher
attention. The paper concludes with summary of best practices discussed and
future directions.

Keywords: health informatics . public health metrics . KPI . data mining .
insights . challenges . solutions . implementation . data quality . public health
data research . Decision support systems . Open source stack .

1 Introduction

Public Health is the collective action taken by Society to protect and promote the
health of the entire population. Public Health is broad and inclusive, although it is
often considered from only a narrow medical perspective [1].

Public health accrues innumerable measurable indicators. Key performance
indicators represent a set of measures focusing on organizational performance and
outcomes that are most critical for the current and future success of the organization.
KPIs are highly relevant in management of public health. They act as flags drawing
attention where required, bring in accountability, enhance scrutiny, and help channel
public resources to areas of need [2].

This paper is organized in 4 Chapters. Chapter 1 discusses literature on the topic
of health analytics, public health data collection and analysis. Chapter 2 introduces
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the context of the project discussed in detail in this paper as a case study i.e. State
Health Data Resource Centre (SHDRC). Chapter 3 lists out the technical challenges
faced & solutions implemented in this large scale public health data warehouse.
Chapter 4 concludes the discussions with summary of learnings from the case study.

Public health informatics necessitates collection of data from primary health care
organization to tertiary organization inclusive of different federal and private bodies.
The very fact attributes to multiple data sources and standards thereby adding to the
complexity of data collection. OSS is rapidly becoming part of more public health
applications [3]. The reasons are multifold viz., policy, lower total cost of ownership,
version upgrades, auditability, flexibility and freedom.

Published literature explains how Public Health Surveillance moved from mere
counting of death to more advanced data collection and comprehensive information
management as Health Informatics [4]. Another published report lists that the key
challenges to be addressed in future will be lack of skilled workforce for analytics,
database management, and inadequate computing resources [5]. It is in this backdrop
that this paper presents as case study of a large scale data collection and analytics
program in public health in India that aligns with published literature on the need for
such works and addresses the growing domestic health intelligence expectations while
aligning to the global recommendations described above.

2 Overview of State Health Repository

2.1 Program Background

Healthcare delivery in India follows a very unique and balanced model. It follows a
hybrid concept where it is neither completely market driven as in the US nor is it
entirely public funded as in UK or Canada. Healthcare in India is a State subject. Each
State gets to set up and run its healthcare delivery infrastructure independently. This
is supported by National level programs that focus on a specific disease or a section of
the population. The system follows a hub and spoke model for primary, secondary,
and tertiary care. This is supplemented by various other networks like those of
Medical Education, Revised National Tuberculosis Control Program (RNTCP),
Indian Medicine (AYUSH), National AIDS control organization (NACO), ESI
(Employees State Insurance), etc.

With each of the arms providing a whole range of services, it is difficult to get a
comprehensive view of population health statistics; however, each function is
necessary for the valuable services they provide and to cater to the high population
numbers in the country. Universal access and affordable health are the key drivers
currently directing the health set up in the country [6]. While the country is focusing
on providing its citizens access to basic healthcare, the need for data and analytics is
all the more pertinent. It needs to focus on optimization of resources in the most
appropriate manner to get the best program outcomes. As more and more people gain
access, it is now encountering a situation called Double Burden of Disease [7] where
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it has to handle communicable diseases as wellasa  growing number of non-
communicable diseases and injuries.

The State of Tamil Nadu, the sixth most populous state in India with a population
of 72 million [8], has always been proactive in improving its health situation. Today it
is one of the healthier states in the country [9]. It has an Infant mortality rate of 21
against the country average of 40, similarly the maternal mortality rate stands at 90
against India’s 178 [10].

The State Government of Tamil Nadu has taken various steps to make its public
sector health services more accessible and equitable to the general public and the poor
alike through “Tamil Nadu Health Systems Project” (TNHSP). In order to promote
research, improve health outcomes, initiate evidence based actions at State, District,
Directorate & other Institutions and to enable research insights based policy
formulation, TNHSP embarked on a progressive move to establish a comprehensive
state-wide health data repository named State Health Data Resource Center
(SHDRC). This progressive initiative is funded by The World Bank, State
Government of Tamil Nadu, National Rural Health Mission, and Indian Council for
Medical Research.

Accenture is the System Integration partner responsible for infrastructure
planning, design / build and implementation of this large Data Warehouse.
Functional and technical Experts from Accenture Health Analytics Solution Factory
architected the Solution and were steering end-to-end implementation. Open Source
BI was the chosen platform for all layers of the Technical Solution (PostGRE SQL for
RDBMS, Pentaho for ETL, Pentaho for Dashboards / Reporting / Visualization and
Weka as the data mining and predictive Analytics engine). This project is
successfully implemented and currently extensive organization wide adoption is taken
up with training and enhancements.

2.2 Program Objectives

The primary objectives of establishing SHDRC are listed below:

e Health data consolidation at the state-level from various health data
sources.

e Implement, maintain and support the technical infrastructure required for
the state data resource center.

e Devise and implement strategies for data quality improvement and data
validation

e Develop and maintain health information management related policies
and standards.

e Develop, implement/recommend training/capacity building strategies
related to data monitoring and evaluation.

e Liaise and provide support to various Directorates in ensuring that the
mandated data reporting requirements (such as the notifiable diseases
reporting) from public and private institutions.
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e Strengthen health system research through independent research as well
by providing mentorship to directorates and other stakeholders at various
levels.

2.3 Conceptual view

Fig. 1 provides a view of the Data Warehouse System (DWH) built with the various
layers from source systems to staging to DWH and end user consumption layer.
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Fig. 1. Conceptual view of the DWH System SHDRC

3 Challenges and Solutions

This section covers the challenges faced & solutions implemented in the process of
consolidation, cleansing, integration and reporting of data in a large scale public
health initiative, based on the implementation experiences of the project being
presented as a case study i.e. SHDRC introduced in Section 2. The challenges are
categorized as given in Table 1
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Table 1. Category of Challenges

S. No Category Description
1 Definition Challenges related to defining the data sets or defining the Key
Performance Indicators required to meet the program objectives
etc.
2 Data Challenges related to collection of large scale public health data
governance or their consolidation and integration.
3 Design & | Challenges related to application design, solution & information
Performance | architecture, development and consistency across health
directorates; application, database, user interface, network,
OLAP cube performance and tuning the former.

3.1 Definition Challenges

Requirements. Being a pioneer project in the country, lack of precedence resulted in
a huge challenge in arriving at requirements of the project. The health directorates
were traditionally used to paper work. The skill and comfort level of the directorate to
adapt to information technologies has been an additional effort to them, leaving them
to expend very little time for requirement discussions.

Data diversity. Data was sourced from 9 different sources and from ~300 web forms
in different formats. ~900 Extraction/Transformation and loading routines are used
for cleaning and integrating data.

Data Volume. 5000+ indicators were rolled up into 300 KPIs. 3+ TB of data was
sourced from 2200 hospitals and other institutions serving ~5 million beneficiaries.

Dataset Definition. The challenge was to decide how to group the incoming data to
facilitate storage as well as keep them malleable to various analyses.

nput focess \ Output '\ Outcome

* Program
Resource » Statistics 5 m
Eg %

Indicators A o Eg #of

v Eg.#of .8 .
pEgH#of Stfrgeries / Deaths Reduction in

Mortality rate J .

| Doctors Performed

Fig. 2. Logical groupings of KPI’s

Solution. The KPIs were organized logically into 5 categories as in Fig. 2 viz., input,
process, output, outcome, and impact metrics. More than 10,000 indicators were
analyzed along with more than 300 key reports to identify the few indicators which
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would provide the exact picture of inputs, process, output and outcomes of any
program/directorate.

The problem of plenty was solved through an approach of “Divide and focus”.
SHDRC was designed to streamline the analytics offerings organized into 6 layers
explained in Table 2

Table 2. Presentation Layer by Zones

S. No Layer Description

Summary view of KPI performance against
targets / thresholds with color schemes to
1 Dashboard Zone highlight under or over performance. This
layer was targeted at very senior level policy
decision makers.

Detailed reports with drill down at granular
2 Reports Zone level data available for middle level
management.

Micro level indicators (several thousands)
available for reference including history for
comparison targeted at operational level
personnel

Pre-defined analytical templates that present
4 Analysis Zone insights for medical officers and research
professionals

Key data elements grouped as data sets and
5 Freechand Zone provided as palette for users to define their
own templates and analysis views.

Scientific  analysis, data mining and
predictive  analytics leveraging  Weka
predictive engine, targeted at Policy research
and medical outcome research.

3 Indicator Zone

6 Predictive Zone

3.2 Data Governance Challenges

Data Availability. The first challenge faced here was to ascertain data availability.
Data is collected reaching out to grass-roots level and setting up appropriate
processes.

Data Integrity. At most locations, data capture was being done by public health
practitioners who face practical challenges of huge patient turnaround, hence poor
attention is given to capture of complete and in many occasions correct data. This
resulted high levels of data quality issues at the source systems itself. Due to the
vastness of the system and speed of response and treatment being the primary
objective at the field level, it was also a challenge to implement incremental checks
and balances at the data capture stage to ascertain the integrity of the data.

Data Duplicity. India is still in the process of setting up a universal identification
number. This meant that the chances of data duplicity were high as there were very
limited means of defining unique patient identifiers. The likelihood of one patient
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visiting multiple times for the same or different illness getting clocked as different
patients was very high. This meant potential anomalies in analyses and research
insights.

Solution. While Data integrity was maintained by training and education programs,
we can manage to maintain the integrity for advanced analytics needs by applying
imputation techniques like hot deck imputation etc. Data de-duplication by identifying
a patient across visits using contact number, address, name helped reduce duplicates
by 75%.

3.3 Design and Performance Challenges

Portable design. The application had to cater 21 health directorates collecting data
from compound sources. Design has to be maintained consistent, seamless and
portable across directorates where system of records vary greatly. Schema objects and
design components has to be mutually exclusive and finally integrated. Open source
software was the preferred tool stack. Tool selections have to be made consciously to
ensure security, features, interact with legacy systems and external/Third party
application for data exchange needs.

Simplified user interface. Design simplicity has been an admirable challenge. Data
entry points should be at the comfort level of users. Designing complex UI will lead
users to skip entries and thereby data capture loss. Presentation Layer consistency
across directorates is very much appreciated since training across directorates is much
easier and transfer of employees between directorates do not require big learning
curve.

The Design and performance challenges and solutions are given in Fig. 3 and
Table 3.
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Table 3. Performance challenges and solutions

A. Sundararaman et al.

Pre-Optimization

Proposed Solution

Post-optimization

BI reports refresh took ~4-5 minutes

Prompt Filters

BI reports refresh in ~30-40 sec

OLAP cube failure on data volume

Dynamic schema processing

Parameterized OLAP cube was

Aggregate tables

top parameterize OLAP | able to handle large volume of
cubes data
Slow DB response Partitioning, indexing, Data retrieval within a minute

External data load took more time

Foreign data wrapper

FDW made external data access
local to the system

Unrestricted access

Role restriction filters

Improved data security

Data retrieval across directorates

Virtual cubes

Consolidation of common data

across directorates reduced load
time ~1 minute

took ~6 minutes to load

4 Conclusion

This Paper presented a summary view of experiences from a real-life, large scale
public health data consolidation and integration project, presented as a case study.
Besides data collection, integration and consolidation, this project also involved data
summarization and consumption of data i.e. insights generation and their adoption
through structured analysis of key performance indicators.

This Section provides a conclusion summarizing the key learnings presented in
this paper as below:

e The approach to rank and prioritize the focus key performance indicators
from a long list of indicators that public health administrators require for
administration of public health service.

e Approach to categorize information requirements in the structure of
Input-Process-Output-Outcome-Impact metrics and how they are mapped
to the data elements.

e Approach to handle key design and performance challenges in the
capacity of database, user interface, OLAP cube and presentation layer.
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e From a technology perspective, it is interesting to note that Open Source
BI Technologies can be effectively used for large scale data integration
and analysis in public domain.

e In future, tremendous scope exists for exploring data quality assessment
and measurement methods integrated as part of large data and analytics
initiatives for public health.

e Predictive analytics, even though still in nascent form in public health, is
essentially the future of public health and the same needs to be developed
systematically.
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Abstract. Nowadays some mHealth paradigms are being subject to changes
with the emergence and advances in Mobile Cloud Computing (MCC) using
low power data exchange systems like Bluetooth for sensors. This paper shows
a different approach of MCC applied to mHealth by introducing a new
architecture developed to an application for mobile devices, treating ECG
signals using Cloud Data storage and a specially developed frame architecture
between the sensor and the mobile device to detect and correct as many errors
as possible. The proposed approach not only shows the convergence of MCC,
but also focuses on the mHealth scenario to show some benefits of its use in the
modern world. A secure link algorithm was also developed between mobile
devices and the ECG sensor transmitter.

Keywords: IoT; Mobile Cloud Computing; Bluetooth; ECG monitoring; Error
Control.

1 Introduction

In many ways smartphones have turned out to play a major role in our modern
world, breaking paradigms not only for mobile health (mHealth) systems, but also in
many other circumstances of our daily lives. Almost every day, new applications for
mobile devices come up to solve problems in different areas. This way, smartphones
have become part of an increasing revolution when using several different services
since calling a taxi, booking hotels, up to more specific tasks such as remotely
monitoring elderly people’s health conditions as it is the proposal of this paper.

The contribution of this work is to provide means of using the available hardware
present in most of mobile devices to have a safe link to an ECG node, combined with
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new services recently available on the Internet that allows remote users to access any
data stored on a remote server with the format defined by the system’s designer.

2 Related work

Many recent studies have proposed solutions considering IoT and cloud
computing for different scenarios. Some of them are related to the smart city concept
[1-4], others to mobile health (mHealth) as the one in [5] that discusses about the
Virtual Cloud Carer Project which has health and social proposals as objectives and
presents an overview of the architecture that they developed using intelligent mobile
devices able to integrate with many biosensors and the data processor cloud. Another
example is a detailed platform by Pereira et al. in [6] based on the Mobile Cloud
Computing where sensors interact with a mobile device by Bluetooth and access the
cloud via Internet. What differs from this work is that another specific goal is aimed,
which is the supervision of an ECG signal with specific requirements concerning
sampled data rate and error control.

3 Internet of Things and Cloud Computing

New web services are influencing all aspects of new businesses model on today’s
life [7]. Nevertheless, only in 2005 the first article about this theme [8] was published
by the ITU about this theme. By that time, ITU explained IoT as "a new dimension
has been added to the world of information and communication technologies (ICT): at
anytime, any place connectivity for anyone, we’ll now have connectivity for
anything.” Since then, many new definitions for loT has appeared like the one in 2009
from the Cluster of European Research projects on the Internet of things (CERP-10T)
that states: “a dynamic global network infrastructure with self capabilities based on
standard and interoperable communication protocols where physical and virtual things
have identities, physical attributes, virtual personalities, use intelligent interfaces and
are seamlessly integrated into the information network™ [9].

In this world of information with different network objects, according to [10] new
definitions come up like Machine-to-Machine (M2M) communications related to the
connection between two entities that don’t need any human intervention, Mobile
Cloud Computing (MCC) that is a combination of Cloud Computing and mobile
networks as well as Smart Objects that are related to the objects like sensors, mobile
devices or any other object on the network.

4 Application scenario and implementation

In this paper a solution is proposed to find a way for establishing a link between
an ECG sensor and a local mobile device with flow and error control, as well as
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connecting the so called local mobile device with an extra remote device using cloud
data storage, like showed in figure 1.

e
.\

L
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DEVICE

Fig. 1 Main idea of Cloud Computing

Among mobile devices on the market, most of them are equipped with android
operation system. That is the main reason why this operational system was chosen.
However most devices still have a simple Bluetooth hardware, they do not implement
an appropriate Bluetooth protocol with flow control in asynchronous mode
communications. Although Bluetooth has been developed to be implemented in many
different scenarios, when a kind of oriented connection is necessary, its data flow
control is handled only by the operational system, but not by the application itself.
That’s why one of the prior tasks to be implemented in this work was a data flow
control algorithm, not only running on the sensor side but also implemented in the
android device.

4.1 The ECG sensor

The first challenge faced by this work concerned an electrocardiographic (ECG)
signal to be sent from a sensor physically connected to a microprocessor, more
precisely an Arduino Nano board, that sends the ECG signal to a local mobile device
like a mobile phone or tablet by Bluetooth, either with no errors or warning signals
telling that the sensor is either far from the device or having problems sending the
data. Signal loss must be prevented at all costs, because the project takes into account
that the ECG must be appropriately sent, frame by frame, and in order to avoid the
android screen from stopping responding or eventually even freezing.

The ECG waveform is first treated and conditioned to a 1 Vpp signal that is
applied to an input pin of the Arduino board. Afterwards, the microprocessor’s analog
to digital converter (ADC) circuitry sample the input samples at a rate of 500 samples
per second, storing the data internally before sending.
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Fig 2. Frame Format

Within each four samples, a frame is generated as shown in figure 2 for further
transmission. This frame contains a preamble, an index corresponding to the frame
number, the four sampled data and a checksum code generated for the 4 samples.
Within the time while the other three samples are only being stored for further
transmission, the algorithm verify if there is any other frame that has not been
correctly received yet by the android device, still then to be transmitted. This is shown
in figure 3. In this case an error code is generated by the comparison between the
checksum received with the one calculated from the received four samples. This code
corresponds to the frame index number itself and it is sent back to the Arduino board
that puts it into a buffer waiting for retransmission. This buffer is organized by an
internal routine in ascending order, so that the oldest frame always has the priority to
be retransmitted.

le— SAMPLE 1 3—SAMPLE 2—<—SAMPLE 3 >|€ 4TH SAMPLE 3
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RESEND l' RESEND l RESEND l SEND :
STORE STORE ( STORE
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Fig 3.Sequence of four frames

This scheme of transmission was developed as a sort of oriented connection
communication between the two parts involved as a simple solution for correcting
few transmission errors that may happen by chance in low noise environments. The
amount of errors handled by the Arduino board is limited to five frames as a fixed
parameter. This means that no more than five frame indexes retransmitted back from
the android device can be stored in the error vector in the Arduino side. The
equivalent of a maximal 20 samples can be retransmitted. After that, a signal loss is
shown in the screen and the transmission starts from the beginning.

The microcontroller keeps sending data frames to the android device and at the
same time the interrupt service routine (ISR) receives data from the mobile device
also by Bluetooth. Whenever an error code is detected by the local application, it is
sent back to the Arduino board. The following figure 4 shows the timeline description
of this procedure between the two parts.
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Fig 4. Timeline between the microprocessor and the Arduino

4.2 The Android application side

In the Android application side, a specially designed thread exists to process the
data received from the Bluetooth internal hardware, not mentioning the main activity
responsible for showing it on the screen display. The thread treats each received
frame, taking the four samples from it apart, for further checksum calculation. The
calculated checksum is then compared with the one sent within the frame and if they
differ from each other, the just received frame number is sent back to the Arduino
asking for further retransmission by Bluetooth. In such case, this index frame number
is stored by the local application in a local vector of errors still to be received
correctly. Only when that same frame number is received correctly, the vector of
errors storage is then reset.

The android screen is renewed every second corresponding to 500 samples that are
contained in 125 frames. The 500 samples are sent at once to the main activity
together with the number of errors count by the thread.

The user interface also lets the user decide whether or not to store the data in the
cloud. For this purpose, parse cloud was selected because of its easy usage. In order to
do so, the user simply has to click on the respective button at the main window user
application. Parse.com deals with many sorts of data types, like strings, bytes, vectors
of bytes, integers, etc, but unfortunately not with word vectors. As each sample
corresponds to a 16-bit word, existing in this case a vector of 500 words to be sent to
the remote cloud server, this vector must be split into two parts: the most significant
byte vector and the least significant byte vector, both of size 500. The storage process
works by storing these 2 byte vectors. The parse cloud focuses on making easier for
the application developer to store data on its remote server, working as a backend for
android applications.
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Another thread in the local application works in android devices as a timer in
order to prevent the application from stops responding. It counts until 1 second in
100ms steps. If for any reason the transmission fails or stops responding for more than
900ms, the system starts all over again, as the previous screen was lost. Figure 5
shows the flowchart of it.

TIMER += 100

TIMER=10007 >—> OF

Fig 5. Timer routine

4.3. The remote android application

The remote android application was simply designed to read the appropriate
formatted data from the cloud server whenever it exists. When started, it waits for 10
seconds until some data arrives, otherwise an error message appears on the display. If
there is data in the cloud, it starts reading and displaying 500 samples per second.
There is also a rewind button that allows to start the reading from the beginning and
another button to freeze the reading, working like a time-shift. In this last case, by
pressing the resume button, it continues displaying from the point where it had
stopped.

5. Final Comments

This article showed a new proposal for a more controlled communication between
an ECG sensor node and a local android application concerning flow and error
control, as well as proposes a way of easily sending data to a remote IP address linked
to another specially designed android application, highlighting the convergence of
mobile cloud computing and mobile health systems. In our approach, a secure
connection algorithm was developed to establish the appropriate link to the local
android application that displayed the ECG signal on the device screen, as well as let
the data available at a remote cloud server, either for an online reading by a specially
developed remote application or for a future reevaluation of the prestored signal
whenever needed.
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Abstract. The security effectiveness based on users’ behaviors is becoming a
top priority of Health Information System (HIS). In the first step of this study,
through the review of previous studies ‘Self-efficacy in Information Security’
(SEIS) and ‘Security Competency’ (SCMP) were identified as the important
factors to transforming HIS users to the first line of defense in the security.
Subsequently, a conceptual model was proposed taking into mentioned factors
for HIS security effectiveness. Then, this quantitative study used the structural
equation modeling to examine the proposed model based on survey data
collected from a sample of 263 HIS users from eight hospitals in Iran. The
result shows that SEIS is one of the important factors to cultivate of good end
users’ behaviors toward HIS security effectiveness. However SCMP appears a
feasible alternative to providing SEIS. This study also confirms the mediation
effects of SEIS on the relationship between SCMP and HIS security
effectiveness. The results of this research paper can be used by HIS and IT
managers to implement their information security process more effectively.

Keywords: Health Information System; Security Effectiveness; Security
Competency; Self-efficacy in Information Security.

1 Introduction

Health information system (HIS) is defined by the World Bank [1] as “system for the
collection/processing of data from various sources, and using the information for
policy making and management of health services”; in fact, HIS is the “key
component of any health system”.

However, the use of HIS is caused to reduce clinical errors and improve the quality
of patient care; the importance of securing HIS increases progressively.

Healthcare organizations spend more on security technologies, both software and
hardware and focus mostly on external attacks. However, the use of new security
technologies does not minimize the number of security incidents. Literature on HIS

! Corresponding author.

© Springer International Publishing Switzerland 2016 51
A. Rocha et al. (eds.), New Advances in Information Systems and Technologies,

Advances in Intelligent Systems and Computing 445,

DOI 10.1007/978-3-319-31307-8_6



52 A.B. Shahri and S. Mohanna

security and data security has shown that cautious and unintentional users' behaviors
may cause a threat to IS [2].

Some researchers identify and organize the significant threats related to HIS and
found that the majority of HIS security incidents occur as a result of human factors
and HIS users’ behaviors [3-6], whereas some of the studies have identified users are
a key threat to overall IS security [7-10].

Although the information security literature contains an abundance of studies,
which have identified factors that mitigate information security risks [11, 12], very
limited research has focused on studying HIS security and risks in the healthcare
sector [4, 13] and less data exists on the nature and extent of security incidents in HIS;
and most of the existing methods were based on technical viewpoint [14-16].
Therefore, it is important to focus on the HIS security effectiveness related behaviors
of existing and possible HIS users [13, 17].

This study uses the definition of IS Security effectiveness that provided by Straub
[18] based on people behaviors and introduces HIS security effectiveness as the
ability of HIS security measures to protect the HIS assets against different threats by
users’ behaviors.

While some researches address the deterring bad end user behavior , there is a
little study on promoting good end user behavior in security of information,
particularly in healthcare domain [19, 20]. For example, Appari and Johnson [7]
conducted a critical survey on importance the information security and privacy in
healthcare organizations. They found that Accidental Disclosure, Insider Curiosity,
Data Breach by Insider, Data Breach by Outsider with physical intrusion, and
Unauthorized Intrusion of Network System that related or refer to user behavior s are
the organizational threats to HIS.

Some researchers also focused on the human factor and proposed framework based
on the criminological theory of General Deterrence (GDT) which provides theoretical
justification for the use of security countermeasures as mechanisms to reduce IS
misuse [18]. The most important thing about this theory is that the theory assumes
that potential violators have malicious intentions. They also become aware of efforts
to control anti-social behavior s such as punishment [19].

Since, users with low ability to protect IS' assets through negligence are one of the
weakest security loopholes HIS [21] so, it is important for HIS user to exercise
control over the information security events as a defense against threats to IS.
Moreover, the IT managers need to understand the factors influencing end users’
control-enhancing behavior [22]. To address this need, this study suggests that the
self-efficacy of HIS users in information security can promote good end user behavior
to reach HIS security effectiveness by affecting on users’ motivation and action.

‘Self-efficacy in Information Security’ (SEIS) was defined by Rhee and et al. [8].
They suggested that users with SEIS can transform from the weakest link of IS to the
first line of defense. In addition, because of the importance of end-user behavior on
overall security, understanding factors influencing self-efficacy of HIS users in
information security could provide helpful benefits for IT and HIS managers and
information security professionals to assess the effectiveness of an information
security program. This paper also covers the current understanding of self-efficacy in
a new domain, health information security.
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2 Self-efficacy in Information Security

Self-efficacy is defined as “the belief of people in their abilities to organize the
motivation, understanding of resources, and courses of action needed to exercise
control over occurred events” [23]. This belief allows people to exert difficult tasks as
challenges to be solved and not as a threat that should be avoided [23].

Davis et al. [24] first discussed Computer Self-efficacy (CSE). Computer self-
efficacy is an individual judgment of one’s capability to utilize a computer [25].
Moreover, as CSE is the key factor in the adoption of technology in the every
environment [26] therefore, some researchers have investigated the security self-
efficacy in terms of computer self-efficacy [6], data security self-efficacy [27], self-
efficacy on security behavior [28], and security professional effectiveness.

The study by Lending and Dillon [27] found that self-efficacy is used to facilitate
the identification of the user’s grasp of the privacy of confidential information and its
effect on the implementation of HIS. They used a survey questionnaire from 600
hospital nursing staff. The results indicated that perceived confidentiality of health
records and self-efficacy are concerned. Therefore, hospitals should consider steps to
improve self-efficacy by enhancing confidentiality training.

Another study [8] provided a specific definition of ‘Self-efficacy in information
Security’ (SEIS) as belief in people's ability to protect IS' assets from different
internal or external threats such as unauthorized disclosure, modification, loss,
destruction, and lack of availability. They also assessed the SEIS of 415 graduated
students in the field of business in the U.S., and discovered that SEIS is widely
different among the users. People with high self-efficacy use more security software
for protection of their information. They strongly intend to apply more attempts to
gain more powerful their information security not simply in terms of technology use
but also in security aware care behavior.

The function of the human’s psychological aspects such as self-efficacy for the
security of the human technological environment was emphasized in another study
[29]. Through evaluation of the SEIS of end users, the study demonstrated that self-
efficacy in security varies extensively among the users. People with high self-efficacy
use more security protection software and have stronger decisions to strengthen their
data security. Furthermore, the study demonstrated that the past general computer and
Internet experience have good influence, and previous security incidents have a
negative effect on users’ belief in self-efficacy in the security.

As discussed above, SEIS can be a significant factor to improve of the HIS users’
behaviors in the information security issues. Therefore, it is introduced as an effective
variable on the ‘Security Effectiveness’ construct in the research model. As such, the
following hypothesis is suggested:

Hypothesis 1: ‘Self-efficacy in Information Security’ positively affects security
effectiveness in health information systems.
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3 Security Competency

Competency was defined by Rodriguez et al., [30] as “a measurable pattern of
knowledge, skill, abilities, behaviors, and other characteristics that an individual
needs to perform work roles or occupational functions successfully.” Based on this
definition, Mussa [31] defined ‘Security Competency’ (SCMP) as a model to measure
the knowledge and other individual characteristics such as skills, abilities, and
behaviors, which are needed to protect information against different threats. He
developed a model with integration of the Theory of Planned Behavior (TPB) and the
Health Belief Model (HBM) to measure and examines the health care professionals’
prudent access control behavior.

Additionally, Yeratziotis et al. [32] evaluated the effectiveness and usability of
security in two online health social networks and discovered that merging Human
Computer Interaction, and Information Security can influence positively on their
adoption by the patients.

Recent studies show that previous experiences about computer, and the Internet
have a positive effect on users’ self-efficacy and also previous security incidents
could have negative influence on users’ SEIS [8, 29]. Users, who have experienced
using computers, are more knowledgeable about the threats to HIS; and when a threat
had been received by users, experience causes the users to have a better understanding
of this threat, and it would help decrease the effects of threats to IS.

It is important to note that there is a difference between SEIS and SCMP. SEIS
reflects the belief in the person's capability to protect the information assets [8]
whereas Security Competency is related to the actual knowledge and skills about
protecting information assets [33].

Therefore, improving users’ competence in security can improve the confidence of
employees when a user places in adverse condition of using the IS assets [13]. It also
makes the users feel that their behavior will not have any bad consequences [22].

The study predicts the effect of security competency on the users’ SEIS base on
Mussa’ study and develops and adopts this relation for security of HIS and offers the
following hypothesis:

Hypothesis 2: ‘Security Competency’ is related to the perceived ‘Self-efficacy in
Information Security’ of HIS users towards HIS security effectiveness.

4 Research Methodology

Through the review of previous studies and based on secondary data this study
identified SEIS as the significant factor that improve the HIS users’ behavior in
security issues. In addition, the study predicts the effect of SCMP on the users’ SEIS.
Therefore, a conceptual model is proposed taking into the mentioned constructs for
HIS security effectiveness.

A quantitative research design was established for this study. The data were
gathered using a survey instrument from HIS users of eight hospitals in Iran, in 2015.
The Analysis of Moment Structures (AMOS) software was employed in testing the
research hypothesis (Fig 1).



The Impact of the Security Competency on ... 55

HIS Security
Effectiveness

]

Security Sell-efficacy in
Competency [nformation Security

Fig. 1. The Concept Model of the HIS Security Effectiveness based on Self-efficacy of user
in Information Security

4.1 Instrument

The study constructed a survey instrument by adopting measures from previous
research [31, 33-36] and modified for health information systems.

The survey validation review process was done by experts from the field of
information technology as well as the health industry. Ahead of the data analyzing
process, the survey instrument was validated through pilot study. The pilot test was
done by random distributing of 34 questionnaires among HIS users in a hospital.

4.2 Data Collection

This research was done in eight hospitals in the province of Sistan and Baluchetan in
southeast of Iran. The survey instrument was distributed among 500 HIS users and
367 questionnaires (approximately 75%) were delivered to the researcher. After pre-
analysis data screening and outlier detection process, 263 usable questionnaires (76%)
were available for final analysis.

5 Data Analysis

The structural modeling approach is implemented to test the relationships among the
constructs.

The model fit indicators that were used for model fit in this study are normal chi-
square (CMIN/df), goodness-of-fit index (GFI), adjusted goodness-of-fit (AGFI),
comparative fit index (CFI), Tucker Lewis Index (TLI), and the root mean square
error of approximation (RMSEA). Briefly, the fit is acceptable if TLI, CFI, and GFI
are 0.90 or greater and RMSEA is 0.10 or less [37].

The overall qualities of model fit indicators for modified constructs are presented
in Table 1.
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Table 1. Summary of Final Model Fit Values

CMIN/DF CFI RMSEA GFI AGFI TLI
1.790 0.974 0.055 0.945 0.912 0.965

The test of the hypothesis is the second step in model estimation. The significance
of two offered hypotheses was measured by a multiple regression analysis test.

The model also confirms significant associations between Information HIS
Security Effectiveness (SEFF) and Self-efficacy in Information Security. The
relationship between Information Security Competency (ISCM) and Self-efficacy in
Information Security is also significant at p < 0.001.

6.1 Relationship between ‘Self-efficacy in Information Security’ and ‘Security
Effectiveness’

The first hypothesis is:
H1: ‘Self-efficacy in Information Security’ positively affects HIS security
effectiveness.

The findings in Table 3Error! Reference source not found. indicated that SEIS
significantly and positively predicted ‘HIS Security Effectiveness’ with a
standardized regression coefficient of 0.191. HIS users who possess an experience in
the use of more security software for protection of their information are more
knowledgeable about the threats to HIS. It would help diminish the effects of threats
to HIS [8].

6.2 Relationship between ‘Security Competency’ and ‘Self-efficacy in
Information Security’

The second hypothesis analyses the relationship between SCMP and SEIS. The
Hypothesis is:

H2: There is a strong relationship between ‘Security Competency’ and ‘Self-
efficacy in Information Security’.

As illustrated in Table 2 the standardized regression coefficient between SCMP
and SEIS was statistically significant (0.304, p<0.001) and had a positive relationship.
Therefore H2 was supported, i.e., SEIS will be increased by improving the security
competency of HIS users. The outcome is consistent with prior empirical study [31].
The results demonstrate that both hypotheses were supported.

Table 2. Hypothesis Tests

Hypothesis Variable Estimate Sig. Supported
H1 SEFF = <--- SEIS 0.191 <.001 Yes
H2 SEIS <--  SCMP 0.304 <.001 Yes
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6.3 Analysis of Mediation Effect of SEIS on the Relationship between SCMP
and ‘HIS Security Effectiveness’

However, the best-fitting model test yielded support for the mediating role of the
SEIS, to address the extent of the relations between SCMP (independent variables)
and ‘HIS Security Effectiveness’ (dependent variable), additional tests were
necessary. According to the SEM analysis that is shown in Table 3, there is a
significant direct and indirect effect of ‘Security Competency’ on ‘HIS Security
Effectiveness’. Thus, the unmediated relationship is significant as well as SCMP to
SEIS as the mediator and the mediator to ‘HIS Security Effectiveness’ relationships.
In fact, three direct effects are individually significant. The results therefore support
the partially mediating of SEIS in the relationship between SCMP, and ‘HIS Security
Effectiveness’. The outcomes also confirm the hypothesis 2.

Table 3. Mediating Effect in the Relationship between SCMP and ‘HIS Security Effectiveness

Direct with Type of

Relationship Direct effect Mediator Mediator

SCMP-SEFF  0.42 (0.001)
SCMP-SEIS-SEFF  SCMP-SEIS  0.45 (0.001)  0.25 (0.001) Mpar.t‘?l
ediation

SEIS-SEFF  0.56 (0.001)

Fig 2 presents an illustration of the final model fit tests with path diagram of the
final model. The model has one dependent variable (‘HIS Security Effectiveness’)
and two independent variables (SEIS and SCMP) with direct impact on the dependent
variable. The result indicates that all values are shown fit model indicators are very
good (Fig 2).

CMIN/df (<=3)= 1.790; GFI(>=0.9) = .945
RAMSEA (<=0.08)= 055  RMR (<=0.08)= .067
CFI(>=0.9) = .974; IFI(>=0.9) = 974

AGFI(>=0.9) = 912; TLI(>=0.9) = .965

SCMP1

SEIS3 SEIST SEIS8 SEIS4 SEISS

20

Fig. 2. The Final Model for HIS Security Effectiveness
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7 Discussion

The purpose of this section is to provide the findings of all analyses performed and
the results of the two research hypothesis. The paper presented the results of an
empirical examination designed to assess the contribution of SEIS and ‘SCMP to
‘HIS security effectiveness’ in Iran.

The proposed model was tested to achieve the research objectives based on a
quantitative methodology that involves fitting a hypothetical model to the observed
data and examine the hypothesized relationships.

SEM using AMOS was used to analyze the research hypotheses. The research
results showed that SEIS significantly and positively predicted HIS Security
effectiveness, while ‘Security Competency’ significantly predicted ‘SEIS’.

Therefore, it becomes a critical contributor to achieving the security effectiveness
of HIS. Moreover, by the use of two different mediator tests for SEIS, it found that
SEIS has a mediating effect between SCMP construct and ‘HIS Security
Effectiveness’. This shows that users with high ‘SEIS’ have more conscious of safety
and security, and have strength intentions to exert more effort to make stronger their
information security.

8 Implication

The findings of this study validate previous studies on all positive antecedents toward
HIS security effectiveness. It provides evidence to support the promotion of HIS
security effectiveness based on user behaviors besides technological solutions. There
is a paucity of study on users’ behavior especially in the healthcare domain. In spite
of that, this study concentrates on user behaviors of Iranian HIS users from eight
hospitals. Hence, this study is timely and adds empirical evidence to HIS security
research.

From practical perception, this study has the potential to contribute hospital
administrator particularly the HIS administrators in Iran. Results from this study will
facilitate a better understanding of the causes of some HIS security incidents, thus
HIS administrators can examine the HIS security effectiveness from the perspective
of users’ behavior. Moreover, HIS administrators may be able to assess the strengths
and weaknesses of their HIS security. The research outcomes may also assists HIS
administrators in addressing IT strategies, to design the policies and regulations to
establish effective security in HIS taking into consideration HIS users’ behaviors.
This implies that insights on HIS users’ behavior play a role in enhancing HIS
security effectiveness, which will ultimately assist health organizations in providing
secured patient data.
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9 Conclusion

The users have been identified as the weakest link in the chain of security of HIS. In
order to transform HIS users to the first line of defense in the security of HIS, this
research proposed a model for HIS security effectiveness. It examined the impact of
SEIS and SCMP on HIS security effectiveness in Iran.

However, SEIS has never applied in HIS security effectiveness; and past studies
have investigated the security self-efficacy in terms of computer self-efficacy [6], data
security self-efficacy [27], self-efficacy on security behavior [38]. Brady [39] used
‘Computer Self-efficacy’ construct in the proposed model for HIPAA security
compliance, but he could not find a strong relationship between it and predicting
HIPAA security compliance. Therefore, following a comprehensive literature review,
this study identified ‘Self efficacy in Information Security’ that suggest by Rhee and
et al. [8] and ‘Security Competency’ suggested by Mussa [31] as possible contributing
factors to HIS security effectiveness.

In an effort to better understand how these variables interact and impact each
other, a predictive study was designed to investigate the incorporation of SCMP and
SEIS, and their effect on HIS security effectiveness in Iran. SEIS was also examined
as a mediator variable.

This study made significant contributions to the body of literature in terms of
variables and the population under investigation. The proposed model in this study
has not been tested before in the real health information system with actual HIS users.
The result shows that SEIS is one of the important factors to cultivate of users’
behavior s toward HIS security effectiveness. However SCMP appears a feasible
alternative to providing SEIS.

The paper shows that, SCMP influence SEIS of HIS users, and further impact HIS
security effectiveness. This study also confirms the mediating effects of SEIS on the
relationship between SCMP and ‘HIS security effectiveness’.

The results of this research paper will provide some guidance and insights to both
researchers and professionals of information security in the health care domain. It can
also be used by HIS and IT managers to implement their information security process
more effectively.
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Abstract. The concept of applications (apps) as medical devices emerges as an
important one in the field of mobile health (m-health). Within this field, apps
have been used as tools that can drastically change the quality of healthcare on
a global scale, as well as radically alter the reach of medical investigation. The
use of gamification techniques to inspire the experience of app users has also
stimulated the field of m-health, using the mechanics of games to improve the
thought processes of app users. The article evaluates four m-health apps from
the standpoint of the gamification of their functionalities. To this end, we have
adopted the analytical framework of Werback and Hunter and used a six-step
system. Our results empirically confirm some of the evidence found in the
current literature; that is, the majority of apps that use gamification elements
aim to achieve publicity as a secondary objective.

Keywords: m-health; gamification; wellness applications.

1 Introduction

The rising use of smartphones — given the improvements in their connectivity and
usability, as well as reduction in their cost — has made it so that mobile connectivity
surpasses the time that people spend watching TV [1]. Through their smartphones,
individuals can manage their finances, travel plans, entertainment, health, and
education [2, 3], particularly by using increasingly interactive applications (apps). As
0f 2012, there were over 40.000 health-related apps in operation.

The alignment between mobility, mobile devices, and health led to the emergence
of the field of mobile health (m-health) [4]. The Global Observatory for eHealth
(GOe) defines m-health as the practice of medicine and public health supported by
mobile devices, which have portable sensors that can turn these mobile devices into
diagnostic tools capable of processing medical information - such as glucometers or
heart rate / blood pressure sensors. These devices collect real time data and are backed
by automated clinical tools that support decision-making [5].

In this context, the concept of “apps as medical devices” emerges as an important
one in the field of m-health. Within this field, apps have been used as tools that can
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drastically change the quality of healthcare on a global scale, as well as radically alter
the reach of medical investigation [1, 2].

On the other hand, gamification techniques can improve the experience of app
users in m-health because gaming mechanics engage and stimulate the users’ desire to
solve problems (including health ones) [6], as long as these mechanics are carefully
and correctly implemented [7].

First introduced in early 2000, the term gamification describes the use of the
structural elements of games for some purpose beyond pure entertainment, using
these elements to stimulate desired behaviors and practical results. By 2020, it is
estimated that up to 85% of individuals’ routines will be based on common
gamification elements [8]. Common examples are business fidelity programs, which
use the mechanisms of rewards, return, and challenge to keep costumers motivated
[9].

As Deterding et al. [10] explains, for a process or a product to be gamified, it must
display at least four basic game characteristics: objectives, defined rules, feedback
systems, and voluntary participation. In this manner, it is possible to transform user
experience in a fun, involving practice.

In the field of m-health, the techniques of gamification emerged as a way to add
value to apps, allowing users to realize that improving their health is not only their
responsibility, but is also as a way for them to achieve wellness [9], which is more
motivating and personalized [11].

However, certain aspects of usability, the idea of being monitored, or using an app
that does not create a compromise are still challenges for m-health [12]. Considering
the growing need for mobile apps that are user-friendly and inter-operable in the field
of health, wellness, and lifestyle [1, 13], we posited the following research question:
which techniques of gamification are currently being used in lifestyle-related m-
health applications to maximize user engagement and experience?

The present study aims to evaluate m-health apps from the standpoint of the
gamification of their functionality, identifying the elements of gamification used in
them. This study focuses on mobile apps related to user’s physical activity, wellness,
and lifestyle. To this end, we adopted the analytical framework of Werbach and
Hunter [14]. This article is structured in the following manner: the following section
describes the current literature in the field, section 3 describes the methodology
adopted in this study, section 4 describes the study results, and section 5 discusses
final considerations.

2 Literature Review

This section discusses concepts related to mobile technologies and gamification, with
a focus on its health applications, which underlies theoretically this study.
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2.1 Mobile technologies and health

The use of mobile technologies is increasingly a part of global culture because “the
contemporary practices linked to technology and cyber-culture have configured
contemporary culture as a culture of mobility” [15, p. 10].

Focusing on health information, McCallum [11, p. 2] ponders that this demands the
“registering of all actions taken by other professionals that are involved in this field,
beyond those that directly or indirectly contribute to the quality of patient care”, even
when this involves technological aspects, such as e-health and m-health.

E-health involves the use of information and communication technologies (ICTs),
especially the internet, to improve health and healthcare. This is an emerging field at
the intersection between medical informatics, public health, and businesses, and refers
to health services and health information delivered or reinforced through ICTs [16].
Besides that, it supports several groups of people, as particularly communities in
need, due to its easy scalability [5].

As a subfield of e-health, m-health is defined as the practice of medicine and
public health through mobile devices that collect community data and deliver health
information to healthcare professionals, researchers, and beneficiaries, monitoring in
real time the vital signs of users and the delivery of direct services [17].

There is a wide range of uses for apps in the field of health, from simple text
message reminders that remind an user to apply sunscreen to more sophisticated apps
that help an user manage diabetes. The most popular categories of apps are related to
drug use, to the support for clinical decision-making and communication, and to
electronic registries of medical materials and health education [2, 3].

Even though there is currently no evidence of its efficacy, there are factors that call
for studying the use of m-health in terms of increasing quality of care, access to care,
health outcomes data, particularly in places where those were previously scarce or
inexistent [4], such as the African continent — where the mobile devices have reached
433 million users [18].

2.2 Gamification and health

Gamification techniques that motivate, engage, and develop loyalty are very common
in the fields of business, education, and health [8, 11]. However, games and
gamification are not the same thing. Games are “related to ways of playing in a free
and spontaneous manner, controlled by their own rules (which are different from the
real world), and exist in a fictitious reality, voluntarily created for the purposes of
playing” [19, p. 9]. Therefore, the mission that a gamer must accomplish in a game
does not fulfill any significant purpose, and also has a defined beginning and a
defined end to be reached.

In this manner, gamification is usually different because its objectives are
presented in a non-ambiguous manner as the interaction happens. That is, as the
design is developed, it aims to achieve goals, experiment new strategies, and address
new challenges [9, 11]

Despite the polysemy, Deterding and colleagues [19, p. 2] describe gamification as
“the use of the design elements of games in non-game contexts” to the end of
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addressing human motivation. On one hand, motivation can be thought of as extrinsic

to the person or the task, such as external rewards and status; on another hand, it can

be though of as intrinsic, emerging from the inside in search of novelty,

entertainment, or new abilities [11].

In sum, the seven main elements of games are [11, 14, 20]: points, levels,
leaderboards, badges, challenges, onboarding loops, and engagement loops.

Several scholars [9, 11] have presented gamification models; this study, however,
adopted the framework proposed by Werbach and Hunter [14]. They provide a
schematic of gamification techniques in the shape of a three-level pyramid: dynamics
(theme and storyline told to promote user interaction), mechanics (details of the
interaction, gears, paths, and rewards), and components (elements such as unlocking
levels or visual representations through avatars).

At the level of dynamics, there are the emotions (happiness, achievement, or
sadness, all of which can encourage users’ continuing engagement), the narrative
(structure of ideas and consistency of the path), progression (measures the efforts and
the results obtained by the user), and relationships (interaction with other users).

At the level of the mechanics, there are challenges (objectives that users aim to
achieve), luck (random results that can cause surprise or uncertainty), winner status
(indicative of whether a user has or has not won), feedback (progress), resource
acquisition (items that can be collected to aid in achieving the user’s objective),
rewards (received for enacting a certain action), and turns (actions and moments).

Finally, at the level of the components, there are attainments (objects received
when the user completes a task), avatars (visual representations of the users), medals
(visual representations of the user’s status), challenges (complex challenges between
the last remaining users), collections (pieces that must be grouped to achieve a goal or
transaction), combat (duel), unblocking (possibility of accessing a certain space
within the game), leaderboard (of users and their point counts), levels (progress aimed
at engaging), and teams (teamwork in achieving an objective).

In this manner, Werbach and Hunter [14] have defined a six-step framework for
implementing gamification in a system:

1. Define objectives: to have performance objectives with measurable goals, ranked
by importance in order to prioritize ends;

2. Define desired behaviors: identify what actions are expected from the users and
relate them to the actions users must do while interacting with the system;

3. Describe users: collect fundamental information, including how users understand
the gamified system, as well as their behaviors within the game — such as: what
kind of person will use the system? How can we motivate them? What is the
difficulty involved in completing these tasks without gamification?

4. Define engagement loops: the objective is that the users, as they learn from their
own mistakes, will be motivated to try again. When defining levels to finish a
challenge, there can be a feedback that inspires the user to get additional points or
discover new sceneries;

5. Entertainment: propose rules and elements while at the same time allowing for
fun, making it so that the user voluntarily chooses to engage with the system, and
making the system attractive whether the user gets something in exchange for
participating or not;
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6. Correct use of tools: verify which are the best elements to use in the system,
given that there are a wide range of elements that can be applied depending on
which is the target public and the issue that the system desires to address.

In the health field, the topic of interest for the present study, there are internal
barriers that individuals try to overcome such as confidence, anxiety, frustration, etc.
This makes it so that individuals feel stuck and fail to improve or achieve their
intended objectives. However, by using components of gamification, health apps can
engage their users in ludic, interactive situations that seek to improve their clinical
status [2].

In m-health apps, we add the idea of turning the smartphone into an auxiliary
device (that can, as an example, collect blood measurements to identify blood sugar
levels), and therefore obtain several benefits to the patients and to healthcare (as an
example, through the reduction in potential hospital visits and stays).

The merge between the fields of gamification and m-health is starting to present
relevant results. One example is a pilot study done with adolescents with diabetes
type 1, which demonstrates that using gamified elements leads to an increase in daily
blood sugar measurements that are needed to control the condition [21].

3 Methodology

This study aimed to explore which gamification techniques are used in m-health
wellness apps, and how these techniques are used. To that end, this study employed a
qualitative, exploratory design, we assume that there is a dynamic relationship
between the real world and its subjects, that is, an unbreakable bond between the
objective world and the subjectivity of individuals that cannot be translated into
numbers [15]. That is, the evaluation of m-health apps can be charged with the beliefs
and values of the researcher, even if these are mitigated by a scientifically rigorous
and internally valid study design.

Initially, we conducted a literature review on the topic of gamification which
allowed us to identify the framework by Werbach and Hunter [14] as the analytical
strategy to be adopted for the evaluation of gamified m-health apps, because it defines
a schematic model of gamification techniques.

Then, the selection of apps to be evaluated in this study also followed specific
steps. First, we defined the operational system and the app store to be used in the
search; we selected the Android system because is available in 70% of all mobile
devices [1]. We conducted a search in the virtual store of Google© Play Store using
the search strings “gamified health apps”, “best gamified apps”, “gamified wellness
apps”, “health apps using gamification”, and “m-health apps with gamification”; this
search resulted in a list with 200 apps. A second filter was applied to this list,
focusing on lifestyle and wellness apps, and adopting a research instrument for data
collection which contained the following inclusion criteria: Google® screens apps
submitted for distribution through the store for objectionable content and categorizes
them based on functionality and developers’ descriptions. We analyzed apps in the
“Health & Fitness” Google® Play Store category, which are further grouped on the
basis of popularity and other attributes. This new list contained 15 apps: Atari, Couch-
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to-5k, Dieta e saude, Fitocracy, FitBit, GymPact, Nike+ Training Club,
MapMyFitness, Meu Orientador de Dietas, MyFitnessPal, Runtastic butt trainer,
RunKeeper, Strava, TecnoNutri e Zumbies. Finally, we elected 4 (four) apps for the
final analysis considering the number of cumulative downloads and positive reviews
from users; two of these supported physical activity and two other focused on eating
habits: FitBit (in English and free), RunKeeper, Meu Orientador de Dietas (from
hereon, My Diet Guide), and MyFitnessPal (these three were available in Portuguese
and were also free).

4 Results and Discussion

Figure 1 illustrates four main screens of the FitBit, My Diet Guide, MyFitnessPal, and
RunKeeper, in this order. It is noteworthy that the researchers themselves installed
and tested each of the selected apps, according the research design. Moreover, in the
discussions that follow, gamified elements identified were grouped into categories:
dynamics, mechanics and components.
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Fig. 1. Main screens of the four evaluated apps in this study.

The FitBit app has the objective of evaluating user performance through
measurable goals, which are represented in graphs and icons throughout the app.
Regarding the definition of desired behaviors, the app shows the user which exercises
can be practiced, associating them to eating habits and heart rate. This app connects
with “wearables”. When using the smartphone, the option of measuring heart rate was
not shown, but it did allow for entering how much liquid was ingested during the day.

As far as describing its users, we could not locate any kind of definition of which
users should engage with this application; it was assumed that any individual without
physical limitations (i.e.: inability to walk or run) can use the app.

Regarding the engagement loops, motivation was provided through badges, which
can be shared with friends through social networks. Entertainment was inferred from
the elaborated structure of icons and user interaction through the use of vibrant colors.
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In regards to the correct use of tools, the app shows user progress. In addition,
connecting with other tools makes the exercise less exhausting, allowing the user to
develop his or her own achievable goal. Table 1 summarizes the elements identified
in this app, according to the framework by Werbach and Hunter [14].

Table 1. Gamified elements identified in FitBit.

Dynamics Mechanics Components
Progression, Relationship Challenge, Competition and Achieving Goals, Avatar,
Cooperation, Feedback, Medals, Collections,
Acquisition of Resources and | Leaderboard, Levels, Points,
Rewards Social Graph

The app My Diet Guide, in its objectives, demonstrates the users’ performances
and goals through images of the users themselves; in addition, it also uses avatars and
pre-defined incentive messages through multiple systems from which users can select
the one that better fits their profile.

Regarding the definition of desired behaviors, the app presents — in an interactive
manner — how and when the user should eat healthy foods, ingest a specific amount of
liquids, engage in physical activity, etc. Icons and alert messages can be programmed
by the users themselves.

When describing its users, the app focuses on women of all ages that want to
follow a diet. To define engagement loops, it tries to motivate users through the use of
incentive messages, throught pictures of the users themselves (before and after),
through avatars that implement wardrobe changes (each completed goal earns the user
a new clothing item or accessory), and through incentives to eat fresh
fruits/vegetables and practice physical activities.

As far as entertainment goes, the app shows icons and tips, in addition to the user’s
progress — the latter is shown using the avatar, which can lose or gain weight.
Regarding the correct use of tools, the system uses knowledge of its target audience to
develop the app and to motivate users. Table 2 summarizes these elements.

Table 2. Gamified elements identified in My Diet Guide.

Dynamics Mechanics Components
Restrictions, Progress Challenges, Feedback Achievements, Avatar,
Resource Acquisition, Turns Rewards, Points

The MyFitnessPal app presents its objectives, in a summarized manner, as
achieving the goals set by the users themselves, along with information on eating
habits and friends in common.

As far as defining desired behaviors, the app demonstrates what is expected from
the users; however, the first time around, the app can seem confusing because it offers
limited guidance and information. The main screen contains a couple news/tips about
eating habits and trackers that start at zero. This makes the app somewhat simplistic
and intimidating, given that it does not offer help to users as they take their first steps;
as an example, when a user wants to add a food item to their food diary, the plus (+)
item is not immediately shown on the screen, and only appears after the user touches
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the screen. Another issue regards the list of food items, which has only one
explanation — located at the bottom of the screen, where it can be hard to see.

Regarding the description of the users, the app does not offer any indication as to
who constitutes its target audience, indicating that any individual who might need a
food diary can use the app for that purpose. Motivation happens through different
notifications either at meal times or inform users about how many days have passed
since they last filled their food diary.

While evaluating this app, it was not possible to identify engagement loops or
entertainment. The app also lacked the characteristic of correct use of tools. The
element of gamification most employed in this app was motivation generated through
social media connection and user evolution. Table 3 summarizes these elements.

Table 3. Gamified elements identified in MyFitnessPal.

Dynamics Mechanics Components
Progression, Relationships Challenges, Competition, Avatar, Leaderboard, Social
Cooperation, Feedback Graph

The Runkeeper app, in its definition, exhibits goals achieved over time, graphs,
and a map of the user’s running trajectories. Regarding the definition of desired
behaviors, the app displays the logo in the main screen, what it expects the users to
do, and the options of exercise users can choose from.

It was not possible to identify any description of who should use the app, therefore
indicating that the app may be used by anyone that wishes to keep track of physical
activity. Motivation in this app comes from the self-imposed goals that users set for
themselves, can evaluate through statistics and share through social media — including
their trajectory, the music they listened to, and the pictures taken during their run.

This app does not include a definition of the engagement loop, given that the users
themselves set goals and sceneries — such as the places where they will exercise, a
congratulatory message for feedback — and the app offers feedback through messages
that praise users for achieving their goals.

Entertainment in this system happens through the use of colorful graphs and the
trajectory maps created by users as they run, as well as the functionality of listening to
music and taking pictures while exercising. Regarding the correct use of tools, there is
not a clear definition of the intended target audience. Elements of gamification most
commonly used were sharing running routes and maps with friends on social media.
Table 4 summarizes the elements identified in this app.

Table 4. Gamified elements identified in Runkeeper.

Dynamics Mechanics Components
Progress, Challenges, Competition, Cooperation, Attainment, Avatar,
Relationships Feedback Leaderboard, Points, Social
Graph, Teams

In summary, Table 5 illustrates the general evaluation of the four apps included in
this study. My Diet Guide app was the one that most fulfilled the gamification
elements adopted and MyFitnessPal was the weaker one.
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Table 5. Summary of the evaluation of four m-health lifestyle-related apps.

My
FitBit Diet MyFitnessPal Runkeeper
Guide

D |
-

Definition of desired behaviors

Description of the users

Engagement loops

Entertainment

T

Correct use of tools

p<psps S
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Furthermore, we found that there is a trend in the mechanics of gaming apps;
however, we identified an emphasis on a single element, namely, the sharing of user
data in social networks as a way to raise interest among other users and as a means of
free publicity for the app. Results have also empirically confirmed the evidence found
on the literature indicating that the majority of apps use gamification elements as a
way to get publicity, to the exclusion of other elements from the literature model [14].

5 Final considerations

The present study was motivated by the need for further studies on the theme of
mobile health, especially as it concerns its use of gamification. Despite the fact that
there are models for the use of gamification in the literature, we found that there are
still deviations in the ways used to engage users through gamified techniques. Most
apps emphasize social interaction; this happens when users share data with each
other; while it creates a competition of sorts, it also works as advertising — because it
encourages others to use the same app.

We indicate that there is no regulating office that promote app health policies,
despite the existence of a wealth of apps focused on health and wellness. We also
must note that we lack methods to measure the utilization and the quality of these
apps. However, we observed a great demand for m-health apps, which indicates a
concern among users with their well-being and quality of life.

Our analysis and results indicate that dissemination of apps aimed at supporting
healthcare is, in large part, related to physical activity conditioning. In addition, even
without public policies, the apps that display the most gamified techniques have
reached broader acceptance and utilization levels and are well rated among users — as
indicated by comments posted on the virtual app stores. Suggestions for future studies
include validating the Werbach and Hunter model in the field of m-health alongside
other health professionals in experimental research or survey.
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Abstract. Rehabilitation using video games is more motivating than standard
rehabilitation. There are several games developed for balance rehabilitation
however, they focus on different aspects, apply a variety of assessment and
were developed using a myriad of approaches. In order to provide an
overview about specially purposed games for balance rehabilitation, a
systematic literature mapping was conducted to assess how they were
developed, what software evaluation and clinical assessment were applied and
the devices they used. A total of 514 studies were analyzed, but only 44 of them
satisfied the inclusion and exclusion criteria. As a result, we verified that most
studies used attachment based commercial devices; usability is the most used
criteria to evaluate the game and questionnaires are used for it. There is no
consensus on clinical assessment metrics and a remarkable lack of design
methodology used. From the plethora of serious games found in the literature it
is clear that much research need to be done but games can already be
considered an acceptable approach for balance promotion.

Keywords: serious games, balance, rehabilitation, literature mapping.

1 Introduction

The increase in the elderly population in the world requires attention on the aspects
that affect this age group and one of the most prevalent aspect is balance deficit. In
fact, fall injuries have collaborated to increase health care costs [1]. Beyond age, there
are other pathologies that require special balance attentions, such as [2]: chronic ankle
sprains, chronic degenerative low back pain, scoliosis, paroxysmal positional vertigo,
head injury, stroke, cerebellar disease, Parkinson’s disease, vestibular deficits,
peripheral neuropathies, amputation, and cerebral palsy. The common treatment for
balance is rehabilitation in a specialized clinic with a physiotherapist. However, it is
common for patients to loose motivation by repetitive and not very engaging
exercises [3].

Therefore, the adoption of balance training with video game becomes an
interesting choice for promoting health. There are two approaches that can be used for
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this end: to use existing commercial video games to see if and how they affect
balance, and to develop a brand new video game targeted specifically to balance
training. Serious Games (SG) are games developed with a purpose from the very
beginning and that go beyond entertainment [4]. The aim of this literature mapping is
to identify games that have been targeting balance and not games that "somehow" can
be used for such. Also, it is of concern how these games have been developed and
how they have been evaluated.

2 Related Work

In recent years, many Systematic Literature Mappings (SLM) and Systematic
Literature Reviews (SLR) have been done about health games. A high-level overview
on the current state of health games research conducted by [5] shows positive
progress towards adapting new gaming technology in specialized health contexts and
important recommendations in promoting health games research were done. [6]
presents a survey of SG for rehabilitation and proposed a classification to properly
distinguish and compare SG for rehabilitation in fundamental characteristics, such as
application area, interaction technology, game interface, number of players, game
genre, adaptability, performance feedback, progress monitoring and game portability.

It was reported by [7], that many researches don’t have health professionals
involved in the development of video games and that the evaluation of the results has
been carried out informally without methodologies and without the use of statistically
meaningful samples, compromising the results. The SLR presented in [8] discussed
applications that used Kinect in elderly care and stroke rehabilitation and concluded
that the Kinect already shows notable potential in making therapy and alert systems
financially accessible and medically beneficial, however, some significant
technological limitations are still present. In another study about the Kinect, [9]
verified that most of the studies have investigated physical rehabilitation of upper
limbs and the most investigated system type was SG. [10] reviews the use of novel
methods of rehabilitation using Virtual Reality (VR) interventions for people living
with post-traumatic brain injuries and observed that the use of VR has the potential to
provide alternative, possibly more available and affordable rehabilitation therapy and
highlighted the importance of specific games for this audience.

Finally, [11] made a SLR comparing VR and standard rehabilitation. Although the
benefits are small, they described that VR-based rehabilitation brings greater benefits
in walking speed, balance and mobility in people after stroke than standard
rehabilitation. None of the above mentioned reviews focused on SG designs and
assessments which is the focus of the present SLM.

3 Search Method

The primary research question of this SLM is “how SG for balance have been
designed?”. To this end, devices, design methodologies, target population and,
software and effectiveness evaluations will be analyzed. This SLM follows the
guidelines described by [12] because it is from technology background, as the focus
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of this research ACM Digital Library, ScienceDirect, IEEE Xplore, Engineering
Village, Web of Science, Scopus, PUBMED and Lilacs databases were searched
using the following search terms:

(("virtual reality" OR game OR games OR videogame OR "video game")
AND (balance OR equilibrium OR "risk of fall" OR falling) AND (therapy
OR rehabilitation OR diagnostic OR treatment))

A initial search (try out phase) was performed on paper’s titles only on July 27,
2015. To be included, studies had (1) to present a SG; (2) to involve balance
functions; (3) be in English;(4) to have been published between 2005 and 2015; (5) to
be a full paper; (6) to be a primary study; (7) to be a research paper; (8) to be
available. Papers were excluded if: (1) they do not describe a game, (2) present a
commercial video game; (3) were a duplicate. Table 1 shows the data from the try out
search.

Table 1.Number paper hits returned in try out research in the titles.

Database Papers  After Inclusion  After Exclusion  After Review
Criteria Criteria Duplicates
PUBMED 19 16 6 6
IEEE 7 3 2 1
ScienceDirect 14 6 4 0
Web Of Science 30 21 15 0
ACM 2 0 0 0
Scopus 36 24 9 0
Engineering Village 14 10 8 0
Lilacs 2 2 0 0
Total 124 82 44 7

Because of the few results in try out search, it was decided to apply the same
search in paper’s abstract but only in the following databases that had good
performance in try out phase: PUBMED, IEEE, ScienceDirect and ACM. This search
was performed on September 30, 2015 and the results are shown in Table 2.

Table 2.Number of paper hits while searching in the “abstract”.

Database Papers After Inclusion  After Exclusion After Review
Criteria Criteria Duplicates
PUBMED 181 131 23 12
IEEE 75 66 18 12
ScienceDirect 113 95 12 3
ACM 21 19 4 3
Total 390 311 57 30
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Adding title and abstract searches, 37 different papers remained, and 7 already known
papers from an ad-hoc search were added. A total of 44 full text papers were
downloaded. Table 3 shows authors, paper’s titles and year publication.

Table 3. Authors and publishing journal/event.

Author Journal/Event Year
Rl |CHEN, Po-Yin et al. Archives of gerontology and geriatrics 2012
R2 |BETKER, Aimee L. et al. Archives of physical medicine and
rehabilitation 2006
R3 |LLORENS,R. et al. Neurologia (English Edition) 2013
R4 |DA, Daniel Q. Freitas Alana EF et  Engineering in Medicine and Biology Society,
al. EMBC 2012
R5 |BARANYI, Rene et al. Serious Games and Applications for Health
(SeGAH) 2013
R6 [LANGE, Belinda et al. Topics in stroke rehabilitation 2010
R7 |BETKER, Aimee L. et al. Physical therapy 2007
R8 |DOWLING, Glenna A. et al. Telemedicine and e-Health 2013
R9 |GERLING, Kathrin Maria et al. Proceedings of the 7th International
Conference on Advances in Computer
Entertainment Technology 2010
R10 |ALBIOL-PEREZ, Sergio et al. Pervasive Computing Technologies for
Healthcare (PervasiveHealth) 2013
R11 |ROSSITO, Gabriel Mesquita et al. ~ Proceedings of SBGames 2014 2014
R12 |BOSSE, Rafaela. et al. Proceedings of SBGames 2015 2015
R13 |DE MORALIS, Wagner O. et al. Serious Games and Applications for Health
(SeGAH) 2011
R14 |MCCONVILLE, Kristiina M. Virtual Reality 2012
Valter et al.
R15 |UZOR, Stephen et al. Proceedings of the SIGCHI Conference on
Human Factors in Computing Systems. 2012
R16 |ALBIOL-PEREZ, Sergio et al. Proceedings of the 13th International 2012
Conference on Interaccién Persona-Ordenador
R17 |LIU, Lin; XIE, Le; CAI, Ping. Proceedings of the 4th International
Convention on Rehabilitation Engineering &
Assistive Technology. 2010
R18 |FARJADIAN, Amir B. et al. Robotics and Automation (ICRA) 2015
R19 |O'HUIGINN, Brendan et al. Wearable and Implantable Body Sensor
Networks 2009
R20 |BORGHESE, Nunzio Alberto et al. ~ Virtual Systems and Multimedia (VSMM)
2012
R21 |NAKALI, Akihito et al. Cognitive Infocommunications (CogInfoCom)
2013
R22 |ZHANG, Sen et al. 6th IEEE Conference on Industrial Electronics
and Applications 2011
R23 |CANTU, Miguel et al. 3D User Interfaces (3DUI) 2014
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R24 |SEN, Sim Lee et al. Control Conference (ASCC) 2015
R25 |IMAIZUMI, Daichi et al. Biomedical Engineering and Informatics

(BMEI) 2010
R26 |UZOR, Stephen et al. Pervasive Computing Technologies for
Healthcare (PervasiveHealth) 2011
R27 |JAUME-I-CAPO, Antoni et al. Neural Systems and Rehabilitation
Engineering 2014
R28 |MADEIRA, Rui Neves et al. Electrical and Power Engineering (EPE) 2014
R29 |IDING, Ye et al. Haptics Symposium 2010
R30 |IM, Dal Jae et al. Annals of rehabilitation medicine 2015
R31 |LOZANO-QUILIS, Jose-Antonio JMIR serious games 2014
et al.
R32 |SONG, Yoon Bum et al. Annals of rehabilitation medicine 2014
R33 [RADTKA, Sandra et al. GAMES FOR HEALTH: Research,
Development, and Clinical Applications 2013
R34 |BORGHESE, Nunzio Alberto et al.  Games for Health: Research, Development,
and Clinical Applications 2013
R35 |GALNA, Brook et al. Journal of neuroengineering and rehabilitation
2014
R36 |CHEN, Po-Yin et al. Journal of neuroengineering and rehabilitation
2012
R37 |[USTINOVA, Ksenia I. et al. Journal of neuroengineering and rehabilitation
2011
R38 |SZTURM, Tony et al. Physical Therapy 2011
R39 |GIL-GOMEZ, José-Antonio et al. Journal of neuroengineering and rehabilitation
2011
R40 [SAYENKO, Dimitry G. et al. Spinal cord 2010
R41 |FITZGERALD, Diarmaid et al. Engineering in Medicine and Biology Society
2008
R42 |SZTURM, Tony et al. Gait & posture 2014
R43 |YEH, Shih-Ching et al. Computer methods and programs in
biomedicine 2014
R44 |CAMPOS, Carlos et al. Psychology of Sport and Exercise 2015

4.1 Characteristics of the devices being used

In this section the devices used with the video games for therapy, rehabilitation or
training balance are analyzed. Some devices are commercially available but were
presented in a paper with a new game. In total 59 devices were found, ones (some
paper used more than one device) and 25 devices were noncommercial.

Devices can be divided into image-based (23) or attachment-based (36) according
to the sensor technology used. Most papers used attached devices and the majority
were produced or devised specifically for the video game being presented. Figure 1
and 2 details the type and number of devices found.
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Fig. 1.Image-based devices used in games for balance. Fig. 2. Attachment-based devices used
in games for balance.

4.2 Game Design Methodology

Only 11 publications reported applying some game design methodology.
Methodologies used were divided: in categories: software engineering-oriented, 3
papers applied User-Centered game design (UCD) [R5,R6,R35] and one Model-
View-Controller [R22] software design pattern; 4 papers applied Human-Computer
Interaction Based-Design [R8,R9,R15]; 2 wused a Game-Oriented Design
Methodology (MOLDE) [R11,R12] and; one Health-Oriented Design [R27]. The
remaining 75% didn’t mention what design methodology have been applied, if any.
Figure 3 shows the amount of game design methodologies used.
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Fig. 3. Game Design Methodology.

4.3 Evaluation

In the following we provide details regarding software evaluation and clinical
assessment.
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4.3.1 Software-Oriented Evaluation

Papers were analyzed in order to identify what kind of evaluation was performed on
the software and how they were applied. 21 papers conducted some software
evaluation and one paper used three different criteria. It can be observed that usability
was the major aspect considered. On gameplay evaluation, [R15] seniors participated
in workshops to discuss game mechanics, and [R6] participants provided the research
team with suggestions for improving the instructions for the game and gameplay
elements (such as scoring and sound effects). Figure 4 shows what was evaluated and
Figure 5 shows that questionnaire is the most common method of evaluation for
usability or gameplay.
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Fig. 4. Criteria used to evaluate the games. Fig. 5. Instruments for software evaluation.

4.3.2 Clinical Assessment

Most of the papers that perform clinical assessment, applied more than one
assessment. 18 papers included clinical assessment for balance evaluation, and there
was a variety of tests, among them it was found: BBS (Berg Balance Scale); TUGT
(Timed “Up & Go” Test); POMA (Tinetti Performance Oriented Mobility
Assessment); CTSIB (Clinical Test of Sensory Interaction and Balance); FRT
(Functional Reach Test); ART (Anterior Reach Test); 30SST (30-second Sit-to Stand
Test); Fugl-Meyer and ABC (Activities-specific Balance Confidence Scale);
Computerised Posturography tool NedSVE/IBV; Five Times Sit to Stand (FTSS);
Unipedal Stance Time (UST); Timed 10-Meter Walking Test (10 MWT); Stepping
Test (ST); Star Excursion Balance Test (SEBT); Isokinetic Dynanometry; Postural
Assessment Scale (PASS); Romberg Quotient (RQ); Single Leg Balance test (SLB);
Falling Index (FI); Stability Index (SI); Weight Distribution Index (WDI); Dizziness
Handicap Inventory (DHI); Hospital Anxiety and Depression Score (HADS); Visual
Analogue Scale (VAS); Dynamic Gait Index (DGI); Sensory Organization Test
(SOT); Dynamic Visual Acuity (DVA); GaitRite; Senior Fitness Test (SFT); Brief
Motor Scale; Digital dynamometer; Force Plate; Personal and Social Performance
Scale; Balance Board (BB); Tandem Romberg (TR); One-Leg (OL); Simulator
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Sickness Questionnaire (SSQ) and Pittsburgh Rehabilitation Participation Scale
(PRPS). Figure 6 shows the distribution of clinical assessments in the SG found.
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Fig. 6. Clinical assessments used with the video games.

4.4 Game Purpose

25 papers targeted specific pathologies. Figure 7 shows the targeted clinical context
where the most common context were stroke.
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Fig. 7. Clinical context.

The majority of papers did not specified what balance function was stimulated by
the video game, as shown Figure 8, and did not specified what population the SG was
recommended for, as shown in Figure 9.
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5 Conclusion

The present systematic literature mapping identified some serious games to improve
balance, as well as, devices, evaluations (software and clinical), game design
methodology and game purposes. In the mapping process, it was necessary to use the
virtual reality term because searches in titles and abstracts did not have ‘game’ but
actually were games as in the health area it is common to use virtual reality to refer to
games, and many other computerized graphical systems [13].

Kinect was launched in 2010 and already is the most used image-based device for
balance video games, while Wii, launched in 2007, is the most used attachment-based
device. [4] described the potential of Kinect to become a future cornerstone of widely
dispersed care and rehabilitation systems. Nevertheless, it was found that a wide
variety of other devices have been used, the majority of video games to balance use
some sort of device in order to assess the postural status of the player. It was
remarkable to observe a lack of design methodologies mentioned to help to get to the
games. There seems to be no consensus either on the clinical assessment of the
effectiveness of the games among those few that did perform such assessment. On the
other hand, regarding the software itself, the majority of games were analyzed against
usability.

From this literature mapping, it was made clear that researchers are using serious
games for balance improvement and are exploring all sorts of resources to make it
become a reality. All seem to be promising but we will have to wait to see which ones
pay-off.
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Abstract. The maturity models are instruments to facilitate
organizational management, including the management of its
information systems function. These instruments are used also in
hospitals. The objective of this article is to identify and compare the
maturity models for management of information systems and
technologies (IST) in healthcare. For each maturity model, it is
described the methodology of development and validation, as well as
the scope, stages and their characteristics by dimensions or influence
factors. This study resulted in the need to develop a maturity model
based on a holistic approach. It will include a comprehensive set of
influencing factors to reach all areas and subsystems of health care
organizations.

Keywords: Stages of Growth, maturity models, hospital information
systems.

1 Introduction

Health institutions together with government organizations are realizing that a certain
inability to properly manage the processes of health is directly related to technological
infrastructure limitations and management inefficiency [1, 2]. Hospital Information
systems managers usually look at the mistakes made in these organizations and ask
themselves on what they should have done to prevent them. It appears that these
errors are usually symptoms of natural growth and organizations maturation. It seems
to be the result of the development of the organization to its current maturity [3, 4].
The changes that an organization experiences, from its beginning to maturity, fit
perfectly into the principles of Stages of Growth theory. Also, they occur in the
current context of healthcare IST.

The maturity models are based on the premise that people, organizations,
functional areas, processes, etc., evolve through a process of development and growth
towards a more advanced maturity accomplishing several stages [5]. Mutafelija &
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Stromberg [6] reports that the concept of maturity has been applied to more than 150
areas of IST. Obviously, the maturity models have also been applied in various fields
of IST in the health field.

2 Methodology adopted for the literature review

Aiming to conduct a comprehensive and wide literature review, it was necessary to
define a strategy in order to identify and analyze systematically the available literature
on maturity models of healthcare IST. An initial review provided criteria to choose
the approach and establish the strategies to be applied to this project.

The first strategy by Webster and Watson [7] suggests a structured approach in
three basic steps: to identify the relevant literature in main sources (i.e. "leading
journals") and recognized conferences. Then, the authors suggest conducting a search
in the reference section of the studies identified in the first step in order to identify
potential works related; finally, it is suggested the search via Web of Science of works
which cite the works identified in the previous two steps.

The second strategy proposed by Tranfield et al. [8] suggests five steps for a
systematic review of the literature. The first stage defines terms, keywords and
combinations to be used as criteria to be applied in the literature review. A second
phase is to identify relevant works that contain the keywords and terms defined
above. In the third phase, it is carried out an assessment of identified papers and made
a selection of works that meet certain criteria of quality. In the fourth phase, it must
be extracted the relevant information from the selected literature. Finally, in the fifth
phase a synthesis of data is done.

The analysis of both strategies described above shown that the approach of
Webster and Watson [7], although simple and easy to implement, is not completely
suited to this work. The literature on maturity models of healthcare information
systems is limited in major journals and conferences. With regard to Tranfield et al.
[8] approach, it was found that there is not a clear procedure for the identification of
relevant work in the second phase. On the other hand, when assessing the quality of
studies, the authors state that it is a challenge to define quality criteria for qualitative
work. It caused some apprehension due to the fact that most of the work in this area
has a qualitative approach.

Despite the concerns referred above, the literature review was carried out based on
this approach with minor modifications and simplifications. Therefore, the terms and
keywords were defined as literature searching criteria, taking in account that most of
the relevant literature on maturity models of health care information systems is
written in English. "Maturity Model" and "Stages of Growth" combined with other
terms of this knowledge area were used for the search iterations (Table 1).

The searching criteria were applied to the literature review. Given that Tranfield et
al. [8] did not suggest any procedure for this stage, it was followed the approach
proposed by Webster and Watson [7] introducing two changes: in the first step, the
main sources were replaced by major web platforms of scientific literature; and in the
third step of this approach, Web of Science platform was replaced by the search
engines Google and Google Scholar.
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Table 1. Research criteria for the systematic literature review.

Research criteria
“Maturity Model” AND “Health”
“Maturity Model” AND “Healthcare”
“Maturity Model” AND “Hospital”
“Maturity Model” AND “eHealth”
"Stages of Growth" AND “Model” AND “Health”
"Stages of Growth" AND “Model” AND “Hospital”

Then, we look for research works across the platforms AIS Electronic Library, ISI
Web of Knowledge, SCOPUS, Springer, Elsevier/Science Direct and IEEE Computer
Society Digital Library. Afterwards, we proceeded to a quick data analysis to identify
related references, as suggested by Webster and Watson [7]. Finally, given that the
disclosure of much of the information on Maturity Models of health care information
systems has been accomplished through technical reports, research and white papers
projects, we move to a more extended search through the search engine Google
Scholar and Google to ensure identification of other relevant work for the study. It
should be noted that our study found that research on overall maturity models is in
increasing, however, much of the publishing related to health care are not present in
the IST leading journals.

After identifying a wide range of work in this area, according to the approach of
Tranfield et al. [8] it was necessary to define quality criteria for the selection of
suitable studies for this research. However, despite the difficulty in defining quality
criteria for qualitative work, it was found that few models presented details of their
design process and decisions taken in its development [9]. It was understood that it
was convenient to apply a simple and comprehensive criterion of quality. It was
established to gather all the studies when it was possible to clearly identify the context
(motivation, goal, results, and benefit) and where maturity models were mentioned
directly or indirectly. The characterization of each model was done taking in account
description, scope, identification of stages and their characteristics, size, influencing
factors, methods adopted in the development and validation process.

In the end, after processing of all cases, to some extent conditioned by the
perception of researcher on maturity models in the IST health field, we selected 14
models which are described below.

3 Maturity Models of IST in health care

In this section is presented a selection of fourteen maturity models for IST
management in healthcare organizations.
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Quintegra Maturity Model for electronic Healthcare (eHMM)

The Maturity Model for electronic Healthcare is a model that incorporates all
service providers associated with the health process. It is adaptable to any provider at
any level of maturity [2]. The eHMM Maturity Model provided by Quintegra
illustrates the transformation of an e-health process from an immature stage to a
nationwide stage. According to its authors, the stages of maturity of this model
provide a roadmap for health organizations to adopt continuous improvement of
healthcare processes. Based on the study conducted by Quintegra we have identified
several features that illustrate the nature of the progression of maturity. According to
this model, the areas that showed progression in maturity are: timeliness of process,
data access and accuracy of data, process effort, cost effectiveness, quality of process
results and utility or value to stakeholders.

IDC Healthcare IT (HIT) Maturity Model

IDC (Health Industry Insights) developed a maturity model that describes the five
developmental stages of hospitals IS. Each step is supported by the capabilities of the
previous stage. This maturity model, called Healthcare IT (HIT) Maturity Model, has
been used worldwide by IDC to assess the maturity of the hospitals IS (HIS). Also, it
has been used to compare the average maturity between regions and countries of
different continents [10]. This model has five stages, namely: basic HIS, advanced
HIS, clinical HIS, and digital hospital and virtual hospital.

IDC's Mobility Maturity Model for Healthcare

More recently, IDC Health Insights proposed a maturity model for health care
organizations. It consists of stages, measures, results and actions to advance along the
path of maturity in the context of mobility toward a mobile culture. This model
resulted as consequence of new opportunities associated with the value of mobility. It
is an answer to the need for exploring alternative technologies, reengineering of
business processes, availability of qualified personnel and development and
implementation management of platforms and mobile applications [11]. To help
healthcare organizations achieving their mobility strategies, IDC Health Insights has
developed a maturity model consisting of five stages (ad hoc, opportunistic,
repeatable, managed and optimized) and four critical measures (strategic intent,
technology, people, and processes). In addition to the model, IDC also has featured a
guide with actions for healthcare organizations to move effectively through the stages
of maturity model.

HIMSS Electronic Medical Record Maturity Model (EMRAM)

HIMSS Maturity Model for Electronic Medical Record is a model for the
identification of various stages of maturity in the area of Electronic Medical Record
(EMR) of hospitals [12]. In these times, understanding the performance of EMR in
hospitals is a challenge in the health care context [12]. The HIMSS Analytics
(Healthcare Information and Management Systems Society) developed an adoption
model to identify the stages of maturity of the EMR from the limited ancillary
department systems to paperless EMR environment [13]. The model proposed by
HIMSS Analytics is named EMR Adoption Model (EMRAM) and consists of 8
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stages. According to HIMSS Analytics, the structure of this model ensures that a stage
is reached only when all their applications are operational.

HIMSS Continuity of Care Maturity Model (CCMM)

It was created to help the optimization of results in health systems and patient
satisfaction. The HIMSS Continuity of Care Maturity Model (CCMM) goes beyond
Stage 7 of EMRAM [14]. It consists of 7 stages and it is based on the EMRAM
structure. This global maturity model addresses the convergence of interoperability,
exchange of information, coordination of care, patient involvement. Its goal is the
efficient management of health for the whole of the population and also at the
individual level [14]. This model also has the ability to assess the implementation and
use of IT by the health service providers in order to optimize clinical and financial
outcomes. With regard to the benefits of using this model, we can highlight the
guidelines for the design of a solid strategy, at national and regional levels.
Appropriate measures are taken in a timely manner and include all stakeholders [14].
As an example of these guidelines, we highlight the standardization of: IT systems,
privacy, patient involvement, etc.

Electronic Patient Record Maturity Model (EPRMM)

According to the NHS (United Kingdom National Health Service), there are six
different stages of functionality implemented cumulatively until a complete and
exhaustive Electronic Patient Record (EPR) [15] is achieved. The adoption of an
ERP system has been seen as a goal of health care organizations. In fact, it is intended
to improve the efficiency of the organizations in the treatment of patient information,
timely provision and needs at the point of care. As it progresses, more information
will be available in the information system, whether using traditional computers,
mobile phones or portable devices. The EPR system functions as the main source of
all patient information. It keeps the complete medical record and will be available
online at the point of contact with the patient.

Patient Records/Content Management Maturity Model (Forrester Model)

Forrester Research Inc. has developed a model with three stages for the area of
EMR. This model was developed in order to help health care providers to assess their
systems, the way they collaborate and interact, the state of the workflow, and most
important, determining the map to get to the next phase. According to Clair [16], this
three stages model includes four dimensions or influencing factors: access,
interoperability, content features and planning and strategy. In addition to the model
itself, Forrester Research Inc. has also developed a manual to drive systems to the
next stage. The three stages of this model are: Paper- or imaged-based patient records
dominate, Access to standalone repositories improves and Access to the complete
digital medical record is role-based.

NEHTA Interoperability Maturity Model (IMM)

The provision of health care involves many different stakeholders, including both
the technical and organizational informational area. The ability of these actors to
interoperate will have a strong impact on the delivery of health care safely and
confidence along the stages [17]. The constant evolution of technology and the
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changes in clinical practice bring us to assess the ability to take advantage of these
developments. The National E-health Transition Authority of Australia (NEHTA)
produced an Interoperability Maturity Model (IMM) which is based on three
components: five stages CMMI (Capability Maturity Model Integration), a set of
interoperability goals, and an evaluation model focused at the national level. The five
stages of this model are constrained by organizational, informational and technical
dimensions at local, corporate and national level. Interoperability targets for reuse,
evolution, standards, scope, scalability, configurability and explanation are shared
between the three dimensions. The objectives associated with business and
governance are set to the organizational dimension. Informational dimension targets
are classified as: data format and semantics, meta-data, ownership and rights,
common building blocks. Targets associated with the technical dimension are
classified as: interface specification, functional decomposition, communication
protocol. n-tier architecture and technical policy separation.

NHS Infrastructure Maturity Model (NIMM™)

The NHS Infrastructure Maturity Model (NIMM) aims to provide a coherent
framework for healthcare organizations. The organization will be able to measure its
own current technological infrastructure capabilities in specific areas and
consequently, to identify and prioritize activities that enhance these capabilities [18].
Therefore, the NIMM is a model of evaluation of maturity technological
infrastructure. This model adopts the Key Capabilities Self-Assessment Tool to
support IT organizations associated with NHS. It is used for preparing a self-
assessment of technology infrastructure assessing the maturity of their capabilities.
Furthermore, it helps in the identification of improvement maturity projects. The
NIMM has a holistic approach: it takes in account technological and IT infrastructure
organizational sides. In fact, it has 72 evaluation capabilities grouped in 13 categories.
The categories are divided into technological aspects and organizational issues. The
technological aspects are: Common Applications & Services; Operating Systems;
Infrastructure Hardware Platforms; Network Devices & Services; IT Security &
Information Governance; Infrastructure Patterns & Practices; End User Devices. The
organizational issues are: Infrastructure Governance; Business Alignment;
Procurement; People & Skills; Financial Management; Principles, Standards,
Procedures & Guidelines.

Healthcare Analytics Adoption Model (HAAM)

Health care has moved through three phases of computerization and data
management, i.e., data collection, data sharing and more recently data analysis. The
data collection phase is characterized by the implementation of EMRs. It does not
have a significant impact on the quality or the cost of health care [19]. According to
these authors, it will be necessary to invest in practices associated with data analysis
and use of data warehouses. In this sense, the HAAM model was developed to
accelerate the progress of maturity analytical data in health care organizations.
Healthcare Analytics Adoption Model (HAAM) is a model to measure the adoption
and use of data warechouses and data analysis in health care [19]. This model was
initially developed by Sanders in 2012 [20] as result of years of work in this area. He
anticipated foreseeable needs of the healthcare industry. This model is based on
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EMRAM model [12]. It received numerous contributions from several healthcare
consultants resulting in an update version in 2013. This model has a similar approach
as EMRAM to assess the adoption of data analysis in health. It is structured in 8
stages. Each one of them performs through several capabilities that define the path of
health organizations to data analysis maturity. In addition, each stage includes a
progressive expansion of analytical capabilities in the following four areas: new data
sources, complexity, data literacy and data timeliness.

Hospital Cooperation Maturity Model (HCMM)

This model aims to conceptualize an evolutionary path for improving cooperation
within hospital and between hospitals [9]. The authors felt the need to develop the
model because of the real and observable changes hospitals are suffering. It was
intended to cope with increased competition and market dynamics. The model
application would force specialization and cooperation. The Hospital Cooperation
Maturity Model helps hospitals in the evolution of strategic, organizational and
technical capabilities in a systematic way. The model contributes to structures and
collaborative processes become efficient and effective. HCMM consults a total of 36
reference points, reflecting three distinct organizational dimensions relevant to the
ability to cooperate. On the one hand, the model can be used as the basis for
comparative evaluation of the quality of cooperation between a specific hospital and
their business partners; on the other hand, it may be applied as a common basis for
sharing learning and improvement actions. As mentioned above, the HCMM is
structured in three layers or dimensions. The first one is a strategic layer set to
measure the ability of a hospital to cooperate with external partners. The second one
is the organizational layer set to measure the ability to cooperate within the hospital
(i.e., between different departments, divisions, etc.). Finally, the third layer is an
information layer used to measure the technical capabilities of a hospital to provide
the IT infrastructure needed for internal and external cooperation efficiently and
effectively.

PACS Maturity Model (PMM)

The PACS maturity model (PMM) describes the process maturity of hospitals
based on PACS. The analysis is developed in terms of functionality and integration of
the work flow practice. PMM is a descriptive and normative model. It was developed
as a guide for evaluation and strategic planning [21]. In this regard, the PMM can be
used for strategic planning. The model incorporates growth paths to reach higher
stages of PACS maturity. However, this model omits a relevant issue. The
development used in this maturity model will be different in different areas of the
same organization. Besides, the maturity maximization cannot be effective or "ideal"
in all circumstances [22]. On the basis of 34 scientific papers literature review on
PACS and subsequent meta-analysis, Wetering and Batenburg [21] identified three
major trends in the evolution and maturity of PACS: (1) Radiological and hospital-
wide process improvements, (2) Integration optimization and innovation, and (3)
Enterprise PACS and EPR. From there, the authors defined five dimensions (strategy
and policy, organization and processes, monitoring and control; information
technology, and people and culture) and five PACS maturity stages that hospital can
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achieve: infrastructure, process, clinical process capability, integrated managed
innovation and optimized enterprise chain.

Telemedicine Service Maturity Model (TMSMM)

The authors [23] consider that this maturity model can be implemented to measure
and manage the health system capability to provide clinical health care at a distance.
Indeed, this model can be used to measure, manage and optimize all components of a
telemedicine system and the health system in which it is applied. The term
"telemedicine" was first used in 1970 and refers to the provision health services
(medicine) at a distance (tele). The TMSMM model is based on three dimensions. The
intersection of each pair forms a matrix, each one with specific meaning and function.
First, five domains are defined to provide a holistic view of all the factors that impact
the implementation of telemedicine services. Secondly, the telemedicine service
dimension is built by five micro-level processes, a meso-level process and one macro-
level process per domain. The third domain is the maturity scale, which provides
assessment standards for maturity measurement. The domain adopted by this model is
the 5 M's ("Man - Users Communities", "Machine - Infrastructures ICT", "Material -
EHR systems," "Method - Change Management" and "Money - Financial
Sustainability"). The maturity scale is based on the stages indicators of CMM
maturity model (Capability Maturity Model). There are 5 stages. Stage 1: ad hoc -
service is unpredictable, experimental, and poorly controlled; stage 2: managed - the
service is characterized by projects and is manageable; stage 3: standard - the service
is defined as a standard business process; stage 4: quantitatively managed - the service
is quantitatively measured and controlled; stage 5: optimizing - focus on continuous
improvement.

Healthcare Usability Maturity Model (UMM)

The Healthcare Usability Maturity Model helps healthcare professional to assess
the usability stages of IST of organizations and how they can advance to the next
stage [24]. The authors of this Maturity Model led a Usability Taskforce created by
HIMSS [25]. Its objective was to develop a new model for identifying elements and
main steps involved in successful integration of usability in a healthcare organization.
The development of this model was based on the evaluation of the characteristics of
three usability maturity models [26-28] and how they could be adopted in healthcare.
In this model, each phase enables organizations to identify their current stage of
usability and also includes guidelines to advance to the next stage. The five stages are:
unrecognized, preliminary, implemented, integrated and strategic. Within each stage,
these elements are taken in account: focus on users, management, process and
infrastructure, resources and education.

4 Summary and closing remarks

After the selection of models which are synthesized in Table 2, it was found that the
maturity models for health care IST are developed by different types of entities,
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including national and international health care companies, research organizations in
ICT as well as academic experts in this domain.

It was also found that there are two approaches: in one hand, the highly specialized
models that have resulted in a health subsystem and in the other hand, the more
comprehensive models, i.e. models representing the hospital IS as a whole. Also, it
was found that most of the analyzed maturity models does not disclose the design
process nor the research options for development and validation [9], thus
compromising the researcher work.

It appears that CMM and CMMI his successor, is the reference model for the
design of Maturity Models in the health sector. This model has served as inspiration
for dozens of maturity models in the various areas of IST [29]. In fact, 6 of 14
identified models base its structure on the CMM model.

Regarding the number of maturity stages, there are models from 3 stages as the
Forrester Model [16] up to 9 stages of HAAM [19].

It is noted that not all the identified maturity models with various dimensions or
influencing factors have explicitly broken down the characteristics for each stage of
maturity. In fact, from 11 maturity models with influence factors, only 5 discriminate
characteristics for each stage [2, 9, 16, 23, 25]. With regard to influence factors, it was
detected entries with the same name in different maturity models and entries with
different names but with the same meaning or interpretation (result of using different
terminology adopted by the authors). Also, the authors did not apply weights to each
of the influencing factors, that is, in the assessing process of the overall maturity of
health IST, all influencing factors have the same importance.

In the case of adoption of a tool for assessing the system maturity, it was found that
most of the models, besides focusing on the assessment of the system's maturity, they
pay attention to an improvement path of such maturity. However, not all have a
properly systematized process to move to a higher maturity level.

Some maturity models are developed by health national and supranational
organizations, mainly corporations, who are dedicated to technological developments,
such as IDC Health Insights and HIMSS or even by national health organizations as
the NHS or NEHTA. This fact complicates the process of search and analysis of their
respective models, since access to information is restricted. Consequently, it is not
possible to know the development methodology and validation adopted. Moreover,
only a small part of the models were published in IS Journals ([9, 21], while the rest
are published mostly in white papers, making it impossible thus attest to its validity in
the context of peer review.

As a result of this study, none of the identified models has a sufficiently broad
scope covering all areas and subsystems of health care organizations. In this sense, a
maturity model with a holistic approach including a comprehensive set of influencing
factors is missing. It should be supported by rigorous scientific methods of
conceptualization and validation.
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Abstract. Diffusion MRI (dMRI) is highly sensitive in detecting early cerebral
ischemic changes in acute stroke, and in pre-clinical assessment of white matter
(WM) anatomy using tractography, thus being an important component of
health informatics. In clinical settings, the computation time is critical, and so
finding forms of reducing the processing time in high computation processes
such as Diffusion Spectrum Imaging (DSI) dMRI data processing is extremely
relevant. We analyse here a method for reducing the computation of the dMRI-
based axonal orientation distribution function # by using a Monte Carlo
sampling-based methods for voxel selection, and so obtained a reduction in
required data sampling of about 20%. In this work we show that the
convergence to the correct value in this type of dMRI data-processing is linear
and not exponential, implying that the Monte Carlo approach in this type of
dMRI data processing improves its speed, but further improvements are needed.

Keywords: White Matter, Diffusion MRI, Monte Carlo sampling methods,
optimization, axonal ODF.
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1 INTRODUCTION

The goal of this work is to establish how much the use of the Monte
Carlo method can increase the speed of complex and large numerical data
processing. Specifically, we will consider the determination of the white
matter (WM) neural circuitry in humans by use of diffusion magnetic
resonance imaging (AIMRI) data processing, which is often done using the
diffusion tensor imaging (DTI) approach [1-2]. Despite the development of
improved dMRI WM fiber tracking techniques [3—7], these results are still
considerably behind the results that can be obtained using in-vitro data [8];
or in-vitro microscopic studies [9]. Thus, the acquired dMRI data has
steadily increased in both size and complexity.

Different WM fiber tracking techniques have different capacities to
accurately represent the anisotropic component of the axonal orientation
distribution function (ODF). The bigger the amount of different diffusion-
sensitizing parameters the data acquisition has, the more information can be
obtained [10,11,12,13], but this increases the size of the data set and the
corresponding data processing time. A typical example of advanced dMRI
data acquisition and processing is Diffusion Spectrum Imaging (DSI) [12].
The end-result of the advanced dMRI data processing is often tractography,
which consists on showing the WM connections more likely to exist. The
final images of the tractography are typically a spaghetti of lines, Fig. 1(a)
(e.g. Ref. [4]); and/or a colored anatomical image of connection
probabilities, Fig. 1(b) (e.g. Ref. [5]).

Fig. 1. Examples of human brain dMRI data processing, shown are
sagital slices of tractography final images. a) DTI-based spaghetti of lines,
b) DTI-based connection probabilities with seed region in corpus callosum.

We used here the dMRI data processing for extracting the WM axonal
ODF, h, with an improved estimation of its isotropic and anisotropic
fractions. We then calculate how much the use of the Monte Carlo method
can reduce the data size required to be within 1 standard error of mean (SEM)
from the value obtained using the full data set.
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2 METHODS

2.1 Theoretical considerations

To obtain the axonal ODF, 4, it is necessary that the experimental dMRI
signal is modeled by axons having a certain orientation, and those axons need
to have physiologically reasonable properties so that the recovered axonal
ODF accurately represents the physiological ODF. Using our model, we
determine the parameters which give the best fit of the calculated theoretical
dMRI signal to the experimental signal. From the best fit we obtain the
experimental axonal ODF, hs. The experimental axonal ODF can then be
separated into an isotropic and an anisotropic component. We proceed to
calculate for each voxel the isotropic fraction and the integer £ number of
WM axes. Then, the number of WM axes in each voxel that are parallel to the
WM axes of neighboring voxels is determined by a procedure we developed,
which calculates in automatic fashion the WM axes obtained in ref. [7].
Comparing these axis numbers between neighboring voxels, we can quantify
the existent number of equally oriented axes in neighboring voxels, we call it
framography. This allows us to distinguish between 1-axis connections
(k=1), which are lines identical to those obtained in DTI tractography; 2-axes
connections (k=2), which occur when 2 fiber-axes at a voxel are compatible
with 2 fiber-axes at a neighboring voxel; and 3 axes connections (k=3),
which occur when 3 fiber-axes at a voxel are compatible with 3 fiber-axes at
a neighboring voxel, similar to ref. [7] (see Fig. 2).

Fig. 2. Example of DSI connections from one seed with colors depend on
orientation. The lines are 1-axis connections (k=1), planes are 2-axis
connections (k=2), and crossing planes are 3-axis connections (k=3).
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2.2 Mathematical representation of dMRI signal

Using the multi-exponential representation of the dMRI signal in ref. [14], a
parameter search is done (see 2.4 sub-section) where Dr denotes the diffusion
tensor of apparent fast diffusion and Ds denotes the diffusion tensor of the
apparent slow diffusion orthogonal to the direction of fast diffusion. If the
highest eigenvalue of the diffusion tensor for a single axon is 4, and the two
smaller eigenvalues are both equal to A, then based on ref. [14] the Dr and

Ds for an axon with a ’ (0.9) orientation expressed in spherical coordinates
(6,9), and where [ is the identity matrix, are:

Dr(6,¢) = [F(8,9) 7(6, 9) "IN, (1)
Ds(6,0) = [1 —7#(8,0) #(6, 9)T 1A, 2)

The ) corresponds to diffusion parallel to the axon, and 1, to diffusion
perpendicular to the axon, and they were both collected from Table 1 in ref.
[14]; corresponding, respectively, to the Dr and Ds experimental averages in
that ref. [14] table.

If we consider ¢ as the g-vector given by the product of the proton
gyromagnetic ratio y, with the diffusion-sensitizing gradient duration &, and

the magnetic field gradient vector g [10], ¢ as the unit-size q-vector, 7 as the
regularized diffusion-time, and { as a scalar between 0 and 1 (from Table 1 in
ref. [14]), then the dMRI signal reduction for an orientation (4,¢) is:

A2 oaT :: oo _lileaTD. 7
S'(H,gﬂ)_? — gv(,—lql 7§'Ds(8.9)G E-~)e g 24" Dz (8.0)3 .

)

The g-vector has units of one over length, and that length expresses the
diffusion spatial length scale-order the dMRI signal is probing. We model
this dMRI signal reduction starting from the ODF of the WM fiber
orientations, 4(6,¢). The WM fiber orientation ODF, 4, is expressed as the
sum of an isotropic and an anisotropic component, the first of which is given
by a sphere of radius R, and the second by a number & of Gaussian-like peaks
indexed by j and with standard deviation o;.

The theoretical dMRI signal equation Er is obtained using Equations (1)
and (2) on Equation (3) to define S, and then using the defined / to obtain:

[ [ 1(6.0)5(0.9), sin6dodp
E (7)==

'[0“ J'; (6, ¢)sin 6d6dp @



Reducing Computation Time by Monte Carlo Method ... 99

If the experimentally obtained dMRI signal intensity is F..,, then the
difference Gps; between the experimental and theoretical dMRI signal for
DSI is obtained by the sum, over all the ¢ used in DSI, of the squared
differences between E.y,, and E7.

The Er was compared to E.,, and the parameters that give the best
approximation were chosen. The optimal experimentally obtained R, L;, and
o; parameters are those that minimize the difference between Er and E.., for
the used data acquisition method, and they define the Ay for that acquisition
method. The parameters combinations are described in Table 1 and are based
on diffusion parameters from ref. [14], all parameter combinations were
assessed for each voxel (Fig.3 is the example for one voxel).

Table 1: The parameters used in our search.

Parameters R| L L, L; o o o3 A AL ¢
Values 1| 0:50: 0:50: 0:50: 0:0.1: 0:0.1: 0:0.1: 1.69 0.36 2091
300 300 300 0.5 0.5 0.5 x10” x10” x102

b by
i WJW% tfwﬁu@”{ww |

] 50 100 150 200

0

300 600

0
q vestor

Fig. 3. Experimental (blue line) and theoretical signals (green line) along
the corresponding q-vector number. The example voxel is on the position
pointed by the green arrow near the ventricles (black triangular shapes) in the
brain image overlaid by the isotropic fractions (yellow-red scale).

The isotropic and anisotropic fractions were obtained from the volume
obtained from the /4. The total volume is calculated by:

me.‘ = _[;T _[: hﬁ; (6~ (P) Sill 6(']9(}7(1) (5)
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The isotropic volume corresponds to the volume of the sphere with radius
equal to the minimum value of A4.(6,¢); therefore hs(0,p) in Equation (5) is
replaced by the minimum of /;:

Viso - fUan f[;rnu'n.(hf‘.-t).’s’ihﬁdﬁdg}
: (6)

The anisotropic volume is the difference between total volume and

aniss " rotal

“ The ratio between the anisotropic fraction of
— V(MN

isotropic volume:

WM fibers, and the total amount of WM fibers is: " Vas  The ratio for
the isotropic fractions (only calculated for WM voxels) is thus:

— 5o
50 I,

toral (7)

[l

2.3 Processing of dMRI data

The Zi, of each voxel was correlated with the k values obtained using the
approach described in the next section. The study was performed on high
quality DSI dMRI data from the Human Connectome Project (HCP).
Henceforth, we will refer to these data as “HCP data”. The HCP data used in
the preparation of this work were obtained from the database of the MGH-
UCLA section of the HCP (all the HCP data has been approved by the
corresponding ethical committees and internal review boards) [15], the HCP
data includes an anatomical T1-weigthed volume. The segmentation of the
WM was performed in HCP data using FSL [16]. The anatomical data, and
segmented maps were coregistered to diffusion space using FSL. There were
available 2 subjects with data suitable for our analysis. Subject 1, was
acquired using a maximum gradient of 300 mT/m, 2 mm isovoxels, 514
directions and b maximum of 15000 s/mm2. Subject 2 was acquired at a
maximum gradient of 90 mT/m, 2 mm isovoxels, for 514 directions and b-
value maximum of 10000 s/mm2.

3 RESULTS

The Diffusion Toolkit/TrackVis software [S] was used to obtain a 181 points
ODF surface (not the axonal ODF). The obtained ODF data contains ODF
peaks, which are the orientations for which the ODF is higher. The ODF
peaks data binary data takes the value of 1 if the value of the ODF is a local
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maxima, and zero otherwise. For each peak, there is a peak pointing in the
opposite direction with almost equal amplitude. If the ODF contains more
than 3 pairs of opposing peaks, only the 3 highest ODF pairs of opposing
peaks will be used. Furthermore, we also used the anatomical labeling
provided by FSL; so that WM can be distinguished from gray matter (GM),
from cerebro-spinal-fluid (CSF), and from everything else that is not WM.
The anatomical image had its intensity inhomogeneity corrected, contrast
adjusted, voxel re-sampled, and co-registered to the dMRI data.

We call the orientation of a pair of ODF opposing peaks, an axis. In an
axis, a connection to a neighboring voxel can be made by either advancing or
retreating along that axis. We developed an automatic approach method
based on previous works [7], which is a WM axis extension approach where
for each WM point it is determined the number of axes parallel to the axis of
another WM point. The obtained topological structure is a 3-plane crossing
grid, such as occur in Fig. 2.

The number of coincident axes between two neighboring points is denoted
by a non-negative integer k, implying that in the same voxel there can be
different k& values depending on which neighboring WM points are
considered. The value of k£ between two neighboring points defines the
number of parallel fiber axes between the two sets of 3 axes, one set per
point. The axes extension and parallelism detection are only performed for
WM voxels, Fig. 4.

The isotropic fractions are higher near the vicinity of GM, as it is expected,
since the fibers theoretically become less organized and with a less defined
main direction. The regions with lower Zj;, are mostly located in the Corpus
Callosum (CC), superior longitudinal fasciculus, and corticospinal tracts (Fig.
4). The regions with lower isotropic fraction are in agreement with bigger k
values from the tractography method. It is apparent that high k& values
correspond to low values of =j,. This was confirmed by calculating the mean
values of the =, for each group of voxels with a given & value, Table 2.

The relation between the percentage of voxels used (x-axis) and the value
of &, represented as a fraction of the Zj;, obtained when all voxels are used
(y-axis) appears in Fig. 5. We obtain the relations between the percentage of
voxels used (x-axis) and the percentage of sub-partitions whose averages are
within 1 standard error of the mean of the true average (y-axis) (Fig. 6).
These results were obtained for each of the three axis connections
possibilities, specifically, k=1, k=2, and k=3. For both Fig. 5 and Fig. 6 the
voxels are randomly sampled without replacement using a Monte Carlo
method.



102 N.F. Lori et al.

Slice: 8 Slice: 16 Slice: 23

R 5 R L R L
Fig. 4. Example of results using HCP DSI human data overlaid on HCP
anatomical MRL

Table 2. Isotropic fractions’ =i, relation to k values for two subjects. Only &
values with more than 5 voxels were considered statistically significant.
1 | k2 | B3 k1V2[klV3[k2V3[k1V2V3

(Em)is}ﬂf 63.140.5|41.320.8 | 38.741.8 43.0£14[53.7162 (359124 N/A

Subject 1

Number of voxels | 5777 2322 47 708 27 124 4
~ '<Eﬁflz>i-SE;Nhf 33.640.4 [ 37.440.7| 38.442.0 38.8+1.3|46.047.0|33.042.4| 47.149.8
;: Nuuber of voxels | 8251 3342 280 867 29 146 12
k=2
60
50
o
"
a2
240
;@‘
&
%]
3 30
[
I
201
10 1 1

0 10 20 30 40 56 60 70 80 90 100
% of k=2 Voxels used

Fig. 5. Comparison of &, calculated with all the voxels (straight line + 1
standard error of the mean) versus =, calculated with a Monte Carlo fraction
of the voxels (y-axis) as a function of the fraction of the Monte Carlo-
selected voxels (x-axis) for k=2, the results for k=1 and k=3.are similar.
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k=2
100~

80

2 correct

60~

40

% = values for k

20

. \
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% of k=2 Voxels used

Fig. 6. Calculation using Monte Carlo method of the fraction of voxels
with =i, within a standard error of the mean of the =}, calculated with all the
voxels (y-axis) as a function of the fraction of the Monte Carlo-selected
voxels (x-axis) for k=2 (results for k=1 and k=3 are similar).

4 CONCLUSION

The high processing time required for the search of the model parameters
limited the search of more optimal parameters, e.g. larger variations of 4 and
Az Our model is simple, but it provides a good approximation to the real
axonal structures in the brain.

We found that the regions with higher & values correspond to regions with
lower Zj,. An arrangement k=3 between voxels suggests a lower isotropic
fraction, which means that the 3-axis arrangement of the axons is a good
representation of the majority of the axons’ distribution, in agreement with
ref. [7]. The simpler the arrangement, respectively k=2 and k=1, the higher
the isotropic component of axonal distribution.

The use of Monte Carlo voxel sampling obtained the correct result within 1
standard error of the mean 100% of the times using only about 80% of the
data. Thus, using the Monte Carlo method is capable of reducing the
computation time by about 20% without loss in result quality.
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Abstract. Multimodal neuroimaging studies are of major interest in the clinical
and research setting, enabling the combined study of the structure and function
of the human brain. However, the amount of procedures applied, associated
with the production of large volumes of data creates obstacles to the
organization, maintenance and sharing of neuroimaging data. Taking this into
account, we developed a NoSQL based solution that automates the process of
organizing and sharing neuroimaging data. This system is composed by an
application, which recognizes the files to be stored through the use of a
standardized nomenclature of the files generated in the processing workflows.
Additionally, the system is distributed in order to store data as documents
enabling users to upload and retrieve files to/from the system in different
locations. The prototype enhances the research process, through the
simplification and reduction of the time spent organizing and sharing
information.

Keywords: MRI, NoSQL, Storage, MongoDB, multimodal neuroimaging.

1 Introduction

Information sharing and storing is one of the fundamental practices in
neurosciences research, in particular, and in modern society, in general. This
paradigm, together with the vast amount of data continuously generated and
requested, creates the need for specific tools to ease its management. The
acquisition, processing and analysis of Magnetic Resonance Imaging (MRI) data
involves a vast set of processes and tools which eventualy generate extra amounts of
data. This type of analysis can be extremely important at different levels in the
context of neuroscience research and clinical practice, from the definition of basic
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concepts of brain functioning and organization, to the identification of hallmarks of
several pathologies and even cirurgical planning [1,2,3].

Neuroimaging studies are usually group studies, tipically with one control group
and another group having the condition under study, each of these composed by
several participants/subjects. Each subject tipically undergoes a multimodal imaging
protocol with several different imaging modalities, each of these tipically generating
several 3D (e.g. structural acquisitions) or 4D (e.g. funtional acquisitions) datatsets.
In a typical neuroimaging study, composed of 100 subjects, each with a functional
MRI (fMRI), structural MRI and diffusion MRI (dMRI) acquisition, more than
160000 files and 500 GB of data can be generated.

In addition to the large amounts of generated data, images commonly undergo
several processing steps [4]. In this sense there are some specifically established
processing streams for analysis of MRI brain images, such as the one used in
BrainCAT application for joint analysis of fMRI and dMRI images [5], or Freesurfer
workflow for the automated segmentation of structural MRI images [6]. This
processes can also vary, depending on the analysis in question, and the same dataset
can be used in several analysis, greatly contributing for the increase in the amount
and dispersity of data to be managed.

The lack of standardized procedures, coupled with the inadequacy of data
organization platforms, also makes the reuse, sharing and collaboration between
projects and institutions oftenly difficult and counterproductive. This considerably
increases the probability of information loss and loss of research potential, in
addition to not providing secure and automatic means for storing, acessing and
sharing data. The possibility of committing errors in the combination of studies and
analysis techniques also increases, which could further compromise results. In this
sense it is necessary an extra effort to maintain the coherence of the generated
information [7].

Important work has already been done in establishing the foundations for this
kind of platform. One available example for the management and storage of MRI like
data is the ANIMA architecture [8]. ANIMA is an online repository of published
meta-analysis neuroimaging results. The information is organized in individual
studies, tipically stored in the NIfTI image format, along with essential information
describing these studies. Any user can submit their own study information, which
will be first analyzed by the administrators of the database (DB), for security and
data integrity reasons. Finally, ANIMA has been developed in order to allow
imported data to be easily queried and organized locally by the user. Another
solution is the Extensible Neuroimaging Archive Toolkit (XNAT) [9]. Information
can be entered in the system as XML or forms, being initially stored in a virtual
quarantine until an authorized user validates it. Access to the repository is done via a
secure web application, providing search capabilities for specific and combined data
types, detailed reports, experimental data lists, import/export tools and access to
laboratory processing streams. XNAT also includes an online image viewer for the
neuroimaging formats DICOM (Digital Imaging and Communication in Medicine)
and Analyze.
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2 Processing MRI data

The lack of standardization of processes is a major obstacle to the organization
and cooperation between researchers/clinicians, reducing efficiency, speed and
increasing the likelihood of errors and consequent obtainment of incorrect results. In
this regard it is common practice to define data processing pipelines [5]. In this
section we intend to provide an example of a typical data processing workflow for
structural, functional and diffusion analyses, from the acquisition of data to achieving
results. Figure 1 presents an existing complex and structured processing pipeline
intended to demonstrate the variety of steps present in the realization of multimodal
brain MRI studies.

Figure 1. Example of a processing workflow for multimodal analysis of brain MRI. Black
arrows within blue blocks represent streams of sequential data processing steps.

The process starts with the acquisition of the data (1), which is then exported from
the MRI system and then transported offline to the data processing center (2). Then
the images are converted from IMA to DICOM format (3) and then structured in
folders, according to the type of acquisition (4). Images are then converted from
DICOM to NIfTT format (5). The structural data enters two independent streams of
data processing: region of interest segmentation using the Freesurfer workflow (6)
and preprocessing and analysis of structural images for Voxel Based Morphometry
(VBM) analysis (7). Regarding functional data, it can be preprocessed with the
typical preprocessing steps, including normalization and smoothing steps (8.a) in
order to undergo Independent Component Analysis (ICA) or task-related general
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linear model (GLM) analysis (10); or it can be preprocessed without smoothing (8.b)
in order to be used for graph theory analysis (9). This kind of analysis might use the
segmentation of the structural data in order to define the nodes of the functional brain
networks, represented as 2D matrices of connectivity [10,11]. Similarly, the diffusion
data is initially preprocessed (11) and then, the Diffusion Tensor Imaging (DTI)
model is applied (12) generating the tensor data, which can be used in order to
perform tractography (13), and scalar maps that can be analyzed with Tract-Based
Spatial Statistics (TBSS) (14). The tractography can be combined with the
segmentation of structural images in order to perform graph theory analysis of
diffusion data (15) [12].

The completion of these steps results in a large amount of information that needs
to be accessible to the researcher(s) involved in any particular study.

3 Hierarchy and File Nomenclature

The need for standardization in the processing of MRI studies is essential to
maximize the organization of the large volume of data generated. In this regard, it
was important to choose a solution that would facilitate the entire processing flow
describe in Figure 1, as well as the organization, cooperation and sharing of the data.
To this end we opted for the use of a file hierarchy similar to some existing
workflows in order to facilitate the adoption of the proposed solution.

As stated above, multimodal MRI studies usually involve several subjects, various
types of analysis and preprocessing steps that are reflected in the production of
numerous files that matter to locate and reuse. In order for the adopted hierarchy to
optimize the process of organization it is essential to understand the parameters that
best define a file.

It is intended that the higher hierarchical degree of coverage for a file is the study
to which it belongs. From this, diverge the subjects included in each study. To each
subject may belong a set of analysis/acquisitions, involving the use of different
software and files: MRIDCM - DICOM images resulting from structural acquisition;
FMRIDCM - DICOM images obtained from functional acquisition; DTIDCM -
DICOM images resulting from diffusion acquisition; FMRI — files obtained from the
preprocessing of functional images; MRI — files collected from the preprocessing of
structural images; DTI — files resulting from the preprocessing of diffusion images
and production of vectors and tensors; TRKVIS — files needed in deterministic
tratography via TRKVIS software; BEDPOSTX.bedpostx — files needed for
probabilistic tratography via BEDPOSTX and PROBTRACKX software; Freesurfer
— files resulting from the Freesurfer software for segmentation of strucutural images.

After defining the hierarchy of folders to use, it is essential to define for each file a
specific nomenclature and description. The use of a strictly defined nomenclature,
plays a fundamental role in the organization and sharing of studies. Through this, it is
possible to identify automatically the contents of a file over the relationship between
its name and what it represents. For such, a dictionary has been set. In order to better
understand the usefulness and use of this dictionary some examples are shown:
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*  Filename : [Id]_diff_dtifit_FA nii.gz;
*  Context : fractional anisotropy map (FA), obtained by using
FDT dtifit tool in preprocessed diffusion images;
e Folder : DTI;
*  Description : Fractional anisotropy map.

*  Filename : [Id]_str_crop.nii.gz;
* Context : file resulting from the conversion of DICOM
functional images to NifTI;
e Folder : MRI,;
*  Description : Raw Data.

In the above list, Id is the identifier of a particular subject to which the file
belongs. A total of 63 file types were defined in the dictionary, representing essential
information obtained in the implementation of a multimodal processing pipeline.
Once defined, this dictionary of files and respective folder structure, it is possible to
integrate them into the developed computer application (BrainArchive).

In this type of studies it is often necessary to manipulate the existing files. As such
it becomes imperative to have a local copy of the files that comprise the study to be
performed. Thus it was decided to create a folder designated MyBrain. In this folder,
each user can put all files resulting from the described processing flow, ideally
fullfilling the folder hierarchy and nomenclature described. If this is satisfied the
BrainArchive application here described will automatically recognize each file, more
specifically the study, subject and analysis to which it belongs, as well as the type of
file it represents. This folder allows the dual purpose of automatically add multiple
files to a repository (described below), and create a local copy of a study in the
repository that was not processed locally, keeping the structure in which it was
originally included in the implemented repository.

4 BrainArchive

Given the need to develop an user interface to support the storage, organization
and sharing of multimodal studies of brain MRI, a computer application was
developed, named BrainArchive, using Python as programming language. Python
was chosen due to several benefits that it presents compared to solutions like Java or
C: scalable cross-platform development; simple syntax; high level language;
powerful data structures; ease of implementation and a extensive standardized library
[13]. For the development of the Graphical User Interface (GUI) we opted for the
combination of PyQt and Qt Designer. Thus, customizing windows and dialogs is
possible using a drag-and-drop approach, with testability in different styles and
resolutions. Widgets are easily integrated with code via a signal mechanism, which
allows the allocation of behaviors to graphical elements.
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The developed application consists of three key elements (Interface, Controller
and MongoDB Driver) that establish correspondence with a development model in
which the implementation of the interface is independent of the behavior and status
changes of the objects that compose it.

The typical approach to store documents (e.g. images) consists in storing them in
the file system while storing the documents’ paths in one DB. Considering the large
number of files and the size of those files, this solution would present several
drawbacks in terms of scalability, availability and backup management. As such, for
the development of the repository, an approach capable of being distributed and
scalable was considered beneficial. This simultaneously discourages the use of
relational DBs and benefits the use of document-oriented DBs. Due to the lack of
standards in neuroimaging processing, the capacity of storing unstructured data is
also a great advantage of document-oriented DBs.

Document-oriented DBs are one of the main categories of a group of non-
relational DBs designated NoSQL (Not only SQL) [14, 15]. In these systems, the DB
is not organized in tables and generally SQL is not used for data manipulation.
NoSQL architectures are developed for large-scale data storage (structured and
unstructured) and massively parallel processing over multiple commodity servers.
The data model in a NoSQL DB is tipically one of three types:

* A Key-value data model, where a key corresponds to a specific value, which
allows higher query speeds, support for mass storage and high concurrency;

e Column-oriented, stores data in one extendable column of closely related
data;

e Document-based, stores and organizes data as collections of documents in
JavaScript Object Notation (JSON) or Extensible Markup Language (XML)
format.

Taking into account the previous considerations, it was decided to use the
document-based NoSQL DB MongoDB. This solution is ideal for file storage, saving
objects in a binary format called BSON, presenting itself as an effective solution in
the maintenance of large data volumes.

MongoDB has a flexible schema, that does not enforce document structure, unlike
SQL DBs. This flexibility facilitates the mapping of documents to an entity or an
object. Each document can match the data fields of the represented entity, even if the
data has substantial variation.

Besides one can use advanced queries in order to filter files based on associated
metadata thanks to the GridFS specification [16]. MongoDB also allows the
horizontally scaling of the DB through the technique known as sharding. This allows
distributing the data over several physical partitions, in order to overcome hardware
limitations. It also supports the creation of replica sets, an automatically managed
fault monitoring mechanism. Figure 2 illustrates the communication mechanism
between BrainArchive clients and the MongoDB server.
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Figure 2. BrainArchive global architecture.

The primary objective of BrainArchive is to implement an efficient and
automated way of organizing, storing and sharing data of multimodal brain MRI
studies, taking advantage of the hierarchy of folders and the defined file
nomenclature. Thus it is possible to export (introduce local files in the MongoDB
repository) a full study in a single step, for example. This same study may in turn be
composed of a given number of subjects, each consisting of multiple files. Given this
feature, the sharing process of data is facilitated, since it is not necessary to export or
import (extraction of files from the repository to the local folder) each file
individually. In addition, each automatically exported file, presents a set of
information that characterizes it, without the need for manual setting by the user. The
file export interface of the BrainArchive application is shown in Figure 3.

This same information allows the user to filter the files in the repository, using
parameters that define them (e.g. study identifier, subject identifier, analysis and type
of file). This way it is possible to extract only the desired data, depending on the
purpose. The interface used for the filtering process and subsequent extraction of
files is illustrated in Figure 4.

In addition to the presented features, security issues and access permissions to
data were also considered. In this sense, besides the need of authentication to login in
the BrainArchive application, it was intended to ensure the security of data transfer
using Secure Sockets Layer (SSL), linking BrainArchive and the MongoDB.
Moreover each user can in every moment, change other users’ access permissions to
the data exported by him. In this way it is possible to manage the availability of files
in the repository, making it only accessible to user who inserted the data, specific
users or to every user.

The developed interface is compact and with a simple aspect, focused on the
features that it intends to address.
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5 Discussion

Nowadays, images obtained from standard clinical MRI scanners are nearly
always stored in Picture Archiving and Communications Systems (PACS) [17].
PACS store the image data, as well as other demographic and technical information
in the DICOM format. However there is no widely accepted DICOM standard for a
large number of complex MRI datasets [18]. Other systems use commercially
available relational DB management systems to store the medical imaging data and
to create data access interfaces to store, retrieve, modify and query the data present in
that repository of data e.g. ANIMA, XNAT or Global Alzheimer's Association
Interactive Network (GAAIN) [19].

Despite the existence of generic advantages among these solutions, BrainArchive
was developed with the intention to facilitate the user throughout the organizational
process and sharing of studies’ data. The incorporation of a specific hierarchy and
file nomenclature allows the identification/classification of large volumes of
information, without requiring individual and manual setting what each file
represents, thus significantly reducing the time required for this process.
Simultaneously, it enables data recovery, reuse of information and simplifies
collaboration among health entities. Aditionally, our system also enables the access
to the data independently of the system used or location, greatly simplifying the
process of sharing data between researchers/clinitians and/or institutions.

In this sense, we believe this is a novel approach in neuroimaging archiving, since
it grants the automatic distribution of brain MRI data to researchers and health
professions, regardless of where they do the analysis. This might ultimately catalyze
new findings in neuroscience research, foster the dissemination of relevant clinical
finding and improve the adoption of complex multimodal neuroimaging techniques
in the clinical settings. Although the projected system was primarily designed for
brain MRI studies, it can be easily extended to other medical imaging modalities that
deal with large number of data files.
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Abstract. This paper presents some preliminary validation study results
pertaining to our ongoing attempts to develop a noninvasive scoliosis and other
spine disorder automated diagnostic solution implemented using commodity
sensors only, thus limiting its overall cost, but still achieving adequate precision.
The cost of many such commercial solutions is prohibitive to have them acquired
and used by student healthcare institutes in countries such as Serbia, thus we are
developing a low-cost one. If proven effective our solutions will be open-sourced.

Keywords: automated scoliosis screening, commodity sensors, low-cost.

1 Introduction

This paper presents a noninvasive scoliosis spine disorder automatic diagnostic solution
implemented using commodity devices, limiting cost, but achieving adequate precision.
Automated spine disorder diagnostic solutions can use various diagnostic methods.
Some of those test methods used are based on manual deformity testing, topographic
visualizations, or sensor inputs (such as laser, infrared, ultrasound scanners, etc.),
magnetic resonance imaging (MRI) and/or radiographic imaging i.e. ionizing radiation.
The most widely used are manual deformity tests done by sufficiently trained medical
practitioners, that are conducted with or without additional aids (such as scoliometers
[1]), but such tests take up valuable resources in terms of assigning personnel and time.
Additionally, the second most widely used test method for spine deformity disorder
diagnostic is radiographic imaging. However, since the recommended age for scoliosis
testing is between ages 10 to 14, and testing is done twice within the same period for
females [2] with a positive diagnosis rate of ~5%, avoiding radiographic imaging would
be beneficial for non-positives. Also, the recommended number of radiographic
imaging does not include potential post-diagnostic imaging follow-ups for positively
diagnosed adolescents, thus the total amount of exposure to cumulative radiographic
ionizing radiation could be greater. Obviously, development of alternative noninvasive
methods and techniques came from a need to reduce negative effects of harmful
cumulative ionizing radiation on adolescents when imaging exposure was still high [3].
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1.1 Existing and prior work, literature and commercial products

Some of the first noninvasive methods for diagnosing scoliosis not using ionizing
radiation or manual deformity tests came about 1970, with Moiré topography [4]. Moiré
topography represents a morphometric method in which a three dimensional (3D)
contour map is produced using the interference of coherent light, as the observed object
gets flooded with parallel light projected from two or more sources. Depending on the
particular amplitudes of light waves, their phase difference and their frequencies, the
interference can cause illumination to either grow or dim in certain spots, which in turn
produces darker or lighter lit zones. During the 70-ies and early 80-ies of the last
century, methods that are more refined were developed for diagnostics of some spine
deformity disorders using the aforementioned Moiré topography [5—7]. Those also
triggered a rise in the research of modelling human spine surface curvatures [8, 9]
initially measured from regular optical images. However, in the late 80-ies and the early
90-ies, advances in development of other sensor technologies and greater accessibility
of more precise sensor devices, such as laser scanners, came about. That started
substitution of silk fabric blinds and Moiré topography contour maps produced through
regular optical means, with more precise 3D models of human back surfaces. Along
with more point precise 3D models those advances also produced even more interests
into research and formulation of trunk surface metrics and indices used for evaluation
of scoliosis and other spine and posture deformities. Some such popular indices
compared in a systematic review [10] are Posterior Trunk Symmetry Index (POTSI),
Suzuki Hump Sum (SHS), Deformity in the Axial Plane Index (DAPI), etc. In the same
review the two indices, POTSI and DAPI, were also compared by specificity and
sensitivity. POTSI has high specificity and low sensitivity, whilst DAPI’s case is vice-
versa, meaning that a high specificity index has a low rate of false positives, i.e. the
number of normal patients classified as scoliotic is small. A high sensitivity index on
the other hand has a low rate of false negatives, i.e. the number of scoliosis positive
patients classified as normal is small. Additionally, those two indices are based upon
back surface points measured in independent planes, coronal and axial, thus combining
the two actually increases scoliosis screening accuracy for fringe patient cases as it did
in [11]. Those same characteristics also made us investigate the use of combined POTSI
and DAPI indices, however instead of building an average model of scanned back
surfaces, we initially combined them along with some neural network approaches back
in 2014 [12], during the IPA (cross-border cooperation program) project SpineLab [13].
The Faculty of Sport and Physical Education conducted that project locally in Serbia,
using a commercial hardware and software solution for professional motion analysis
named TEMPLO (Contemplas, Germany). Contemplas' solution was used to assess
posture of over 800 school-aged children. That project was based on earlier estimates
that the portion of school age children with scoliosis spine deformity in some Serbia’s
towns exceeds 15% [14]. The acquired commercial solution used multiple regular
optical cameras which previously had to be calibrated to acquire visual data which
could later be processed in software. Unfortunately, the process of camera calibration
was lengthy, and because the solution had to be portable, used quickly at multiple

I CONTEMPLAS - Motion analysis software, http://www.contemplas.com/
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school locations, Faculty of Technical Sciences’ Department for Computer Science
members were approached to investigate additional portable data acquisition methods.

After some research, another commercial solution named Formetric (Diers,
Germany) was found. Diers? Formetric 4D was capable of scoliosis screening, but too
expensive to acquire also. Thus, development of own solution based on a commodity
sensor devices was actively pursued henceforth, at much lesser costs. Since the
SpineLab collaboration started back in early 2014, one such locally available device at
the time was the 1% generation Kinect® (Microsoft, USA). So using that version of the
commodity depth sensor alongside expensively acquired Contemplas solution, proved
sufficient for capturing posture, but lacking for doing some more precise topographic
body surface measurements, which will be explained more in the next chapter.

This paper’s research continues that real-life need to develop and implement novel,
effective and predominantly economical solutions for automated diagnostics of spine
disorders such as scoliosis. Considering that various relatively low-cost smartphone
platforms and sensor devices are currently available in Serbia and lesser developed
regions of the world, this paper presents some of our efforts to build on top of such
platforms and devices, aided by the Institute for Student Healthcare in Novi Sad. Our
ultimate goals are to produce a suite of hardware and software solutions for automated
diagnostics of various spine disorders, which could even be used by non-medically
trained school personnel for the purpose of detection spine disorders early. That is
because when physical therapy is applied early, along with braces, the two prove to be
most effective, helping avoid other means of clinical therapy by noninvasive ones [15].

This paper is laid out in the following sections: this first section gave an introduction
into the research being conducted, along with an overview of some related work either
done, or identified, by us both in academic papers and available commercial solutions,
as well as the historical and personal motives driving our such and similar research.
Section 2 provides an overview of some methodologies and solution design choices.
Section 3 goes over some implementation details, and Sec. 4 and 5 give some of our
preliminary validation results and our conclusions and future plans.

2 Methods and Design

SpineLab research project unfortunately ended prior to acquiring consent from each
assessed minor’s parent to extend posture assessing into complete spine disorder exam,
preventing us to use those scans here. So, a new collaboration with a local Institute for
Student Healthcare in Novi Sad and their staff of more than a half a dozen general
practitioners (GP) conducting daily health checkups on all University of Novi Sad
students, was initiated. In addition, as all students of the University of Novi Sad are
legally adult, that reduced consent acquisition for conducting the research to just their
own and the Institute’s, which was provided. However, considering amount of effort
put in prior collaborative work on assessing posture of local elementary school-aged
children, we were inclined to continue using that work’s methods and design, such as
using a depth sensor camera for scanning 3D surface topography. However, due to

2 DIERS - Biomedical Solutions from Head to Toe, http://diersmedical.de/
3 Kinect - Windows app development, https://dev.windows.com/en-us/kinect.
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noise in those topography scans introduced by the structured light pattern used for 1
generation Kinect depth sensing, and less successful attempts to reduce it using iterative
closest point (ICP) algorithms such as KinectFusion [16], our new project ended up
reusing just some of those methods. Mainly, the ones used to achieve better precision
and increase 2" generation Kinect’s field of view (FOV).

Increased FOV was needed because 2" generation Kinect lacks a motorized tilt
present in generation 1 sensor, to encompass the whole body of height-tall subjects, tall
up to and even over a two meters (2m) from approximately 2m distance. That also
required us to secure the sensor vertically using a tripod, instead of its regular horizontal
position (fig. 1 left). That position allowed the 2" gen Kinect’s specified horizontal 70°
FOV to effectively be used as a vertical FOV and vice-versa. That minimized losses
when scanning ~2m subjects at the same distance (fig. 1 center) and a height of 1m,
due to potential cut off and vignetting effects which occurred in the scan periphery
using 2™ generation Kinect’s regular 60° horizontal FOV.

All subjects, university-attending students, were scanned standing upper back of
trunk exposed for a simultaneous exam by the observing GP. For modesty purposes, all
stood facing the wall of the examination practice (fig. 1 right), not exposing their frontal
figure while being scanned in their regular posture stances, feet apart. Additionally,
subjects were scanned three times in two slightly different standing poses. The initial
regular standing pose was scanned twice, with and without markers placed by the
observing GP on relevant body landmarks such as most protruding shoulder blades, the
bulge of spinous process near C7 spinal vertebra, etc. As the latter protrusion varies and
depends on muscular structure and BMI, the subject assumed additional pose prior to
the third and final scan, bowing their head forward (fig. 3). That pose mimicks a typical
procedure perfomed by medical personnel when locating the spinous process of C7
vertebra on subjects when the bulge is not protruding enough, or when it is not clear
whether the bulge is being formed by other adjacent vertebrae, either C6 or T1 vertebra.

Fig. 1 — Kinect sensor position in the GP examination office illustrating its vertical FOV

To avoid having to resort to some empirically determined periods of standing still
prior to starting the scan (such as approx. 15 second wait time used by our Faculty of
Sport and Physical Education colleagues during their SpineLab project scans using the
Contemplas solution), an additional feature integrating the Wii Balance Board (WBB;
Nintendo, Japan) commodity sensor was developed. Scans in all poses could initiate
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only after the subject was being still or not moving enough to affect the quality of the
scan. The WBB tracks standing subjects’ center of gravity (COG) and its movements
throughout scanning, disallowing initiation until the subject settles into their stance.
Also, immediate visual feedback allowed us and observing GPs (fig. 3 top) to inspect
the subject’s posture, determining if the subject equally spread their weight, reducing
scans performed with bad posture, serving as a replacement low-cost podoscope device
[17], albeit providing lesser information than such more expensive commercial devices.

Finally, after completing all the scans, the screened subjects were instructed to
assume the Adam’s forward bend (AFB) test position [18], when the observing GP used
their smartphone’s accelerometer as a scoliometer estimating the angle of the trunk
rotation (ATR). ATR of 5° or larger is considered cutoff for AFB tests [1], which are
current golden standard tests for manual physical examinations detecting scoliosis, and
its higher value suggests subject should be follow-up examined, usually via x-ray. To
increase the precision of measurements some polystyrene extensions for placing small
smartphone devices level were built, with grooves for accommodating placing and
moving them along the spinous processes of vertebrae (fig. 2). Extreme ATR values
were recorded for each subject measured usually by two observers in order to track
inter-observer errors and on different types of either smartphone devices running our
own or 3"-party developed scoliometer smartphone apps to reduce intra-observer error.

Fig. 2 — Various polystyrene extensions for smartphones with own or 3"-party scoliometer app

3 Implementation details

The idea to use various smartphone platforms and apps first came from our attempt to
emulate a specific iPhone (Apple Inc., USA) app without programming Objective-C.
The app named Scoligauge was used in a study published in 2012, validating it against
a standard Scoliometer (Orthopedic Systems Inc., USA) screening aid, which found
that app to be a near match in output to the actual aid [19]. Unfortunately, at the time
when our screenings were conducted that app was not available in the AppStore,
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although the website of its publisher was [20]. However, another website reviewing
that and various other scoliometer apps on iOS and Android smartphone platforms, was
found [21]. So instead, we used those other available apps in our own attempt to develop
comparable smartphone scoliometer apps. In our first iteration, since multi-platform
compatibility was required, we investigated developing an HTMLS5-based application
built on top of the Apache Cordova* framework. That idea was abandoned because
although it allowed for an easy development of an app working across most smartphone
platforms, its performance on low-end devices was slow, achieving low framerates.
Alternative native development path then provided fewer frameworks, given support
for top three platforms was wanted, so we decided upon using the Xamarin® framework.
That framework is available for free to students with access to Microsoft DreamSpark®
program, which made its use low-cost to us. Also, using a graphing control from the
OxyPlot” open-source plotting library made our app an easy-to-use visual aid with
added calibration features not present in the actual aid. Prior to conducting ATR
measurements, the observing GPs are instructed to perform a one-off calibration,
making sure the platform subjects are instructed to stand on is level. The ATR
measurement itself is calculated from the current smartphone accelerometer readings,
which were accessed through a Xamarin extension plugin component, allowing for the
same C# natively compiled code to be run across various smartphone platforms.
Although we also investigated using more sensors, like magnetometer and gyroscope
for increase of the angle reading accuracy via so called “sensor fusion” [22], adding a
low-pass filter to accelerometer readings proved sufficiently accurate when placing the
smartphone running our application in a still position for two seconds or more. This
added feature is named “averaging mode” in our application and effectively averages
accelerometer readings during a fixed time period calculating the ATR as:

AccelX
ATR = arctan avrg(AccelX) . (1)

avrg(AccelY) 2 + avrg(AccelZ) 2

Finally, our ScolioMetro app has subsequently been open-sourced and published on
Github, allowing for future improvements and new feature additions to be made by the
public, including potential sensor fusion improvements if any new use case require it.

Although the smartphone application uses a simple implementation to average the
accelerometer readings across multiple coordinate axis, at the time of development we
were also considering using a functional reactive programming extension such as
Rx.NET? to accomplish the same more elegantly. However, as this brought some
overhead to mobile applications it was dropped because of performance concerns on
low-end smartphone devices, but Rx.NET was still utilized on the desktop Kinect
Fusion scanning application (fig. 3). It allowed for integration of elegantly written piece
of C# code into the desktop application that was responsible for tracking and measuring
observed subject’s COG movements, disallowing scanning initiation prior to the
subject standing still enough so as not to affect the quality of the scan.

4 Apache Cordova, http://cordova.apache.org/.

5 Xamarin — Mobile App Development & App Creation Software, https://xamarin.com/
¢ Microsoft DreamSpark, https://www.dreamspark.com/

7 OxyPlot, http://oxyplot.org/

8 Rx.NET — ReactiveX, http://reactivex.io/
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Fig. 3 — Subject scanned standing with head bowed forward

As said, the desktop application provided near real-time positioning of observed
subject’s COQG, giving observing GPs more feedback information on their standing
posture. The WBB senses movement through 4 pressure sensors whose resolution is
100Hz [23], sending data wirelessly via Bluetooth to a desktop-class PC (Surface Pro;
Intel Core i5 3317U CPU with HD4000 GPU) which gets buffered and subsequently
used to calculate the COG position and its movement, making sure the subject stands
still prior to enabling the “Create Mesh” action. Since achieving interactive frame per
second (FPS) speed using KinectFusion ICP algorithm requires a desktop-class GPU
(not present in a Surface tablet which uses integrated GPU), we added a “Kinect Studio”
feature to capture and locally save various Kinect sensor data streams in a file format
suitable for repeatable playback through the Microsoft Kinect SDK application named
the same. That way, instead of performing 3D point cloud reconstruction from live
Kinect data streams on an ICP-underpowered PC, the creation and processing of
suitable 3D meshes could be transferred onto another PC, or in our case the Azure®
cloud service. In case 3D mesh models were not suited for automated computer
processing, but served for validation of body back surface landmark detection results
by humans (preferably by medically trained personnel), the feature “Capture Color”
influences the locally saved files by adding an uncompressed color data stream to the
depth and IR data Kinect data streams captured by default. We found that creation of
such 3D mesh models, containing color information (fig. 4) was best suited for human
interaction when some non-present GPs were asked later to pick out body back surface
landmarks by using MeshLab!? software, comparing their markings to the ones made
by the observing GPs using actual markers. However, the size of locally saved files
containing color information is much larger due to the uncompressed color stream size
of ~120MB/s, compared to ~13Mb/s for recording depth or IR streams [24], making
such files impractical for uploading and use with automatic algorithms.

° Microsoft Azure: Cloud Computing Platform & Services, https://azure.microsoft.com/en-us/
10 MeshLab, http://meshlab.sourceforge.net/
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Fig. 4 — Subject scanned in normal standing position illustrating use of 3D mesh with color

The algorithm which processes color-free 3D mesh models produced by the scanning
software, fit inside a virtual box whose volume is set by “Depth Threshold” and
“Volume Voxel” features, attempts then to automatically detect the following body
back surface landmarks needed to determine values of POTSI and DAPI: a) vertebral
prominence of C7; b) the top of the intergluteal furrow (exposed by slightly lowering
underwear); c¢) left shoulder (cross of the tangents to the shoulder and the arm); d) right
shoulder; e) left axilla; f) right axilla; g) waist, left; h) waist, right; i) most prominent
point of the left scapula; j) most prominent point of the right scapula; k) least prominent
point of the waist line, left; 1) least prominent point of the waist line, right. However,
explaining that algorithm was not the subject of this but another paper, so we only listed
the algorithm steps with short explanations here: 1. sagittal and coronal plane leveling
of a box-fit 3D mesh (since Kinect stands vertically, its camera pose estimation feature
must be done by us), 2. ICP artefacts and standing platform removal (the standing plane
is identified using RANSAC [25] and subsequently removed along with any artefacts
produced by KinectFusion’s ICP integration of multiple point cloud scans in a mash),
3. detection of cusps and curvatures (used to detect some landmark points on axial,
coronal and sagittal mesh plane slices - such as landmarks c, d, e, f, g, h), 4. height map
and normals processing (used to detect landmarks such as b, 1, j, k, 1) and finally 5. ICP
mesh registration and salient point detection (used to initially align two meshes of one
subject scanned in normal standing and in head bowed forward positions, subsequently
detecting salient points near the neck area sliced in the sagittal plane, thus identifying
landmark a, whilst mostly disregarding the potential lack of C7 prominence in the
normal standing position among subject’s possessing large BMI or heavily developed
musculature). Once the positions of all landmarks are detected, calculating POTSI and
DAPI indices is as simple as calculating Euclidian distances among landmark pairs or
projections and inserting those in their respectable definitions given in paper [11].

Values of DAPI < 3.9 and POTSI <27.5 indicated absence of scoliosis, whilst either
value exceeding their corresponding limits suggests a presence of scoliosis pathology.
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4 Validation Results

To date, we have produced 3D meshes of student subjects attending physical
examinations and their annual regular check-ups done on the Institute for Student
Healthcare during workdays’ fortnight period of late summer semester. In total 84
student subjects: 38 males and 46 females, mean age 21.07, height range 159-201cm,
weight range 46-113kg, max BMI 31.3 were scanned. However, POTSI and DAPI
value calculations were only performed on a single daily number of scanned student
subjects manually first. The points corresponding to the body back surface landmarks
were identified by consensus of several GPs within MashLab using its “PickPoints”
feature on 3D meshes with color in a normal standing position manually (fig. 5). This
was done prior to applying the mentioned automatic algorithm and calculating values
of POTSI and DAPI automatically, to serve as a measure of indices’ method validity
compared to findings made by observing GPs and two specialists of physical medicine
and rehabilitation or sports medicine, who were on-call at the time those students made
their instructed referral specialist visits. In addition, the consensus of picking landmark
points on 3D meshes was made between both GPs present and non-present during
scanning, to estimate and reduce any effects of inter- and intra-observer errors.
Among such selected 8 student subjects, calculated POTSI and DAPI index values
almost fully matched the GP’s and specialists’ findings, excluding one borderline non-
pathologic case in which both POTSI and DAPI had values less than cut-off, but the
specialists diagnosed scoliotic posture, thus functional and not structural scoliosis.

5 Conclusion and Future Plans

In order to continue our research, we first produced this compact validation study,
corroborating usefulness of topographical indices as a valid alternative to screening
methods usually administered by Institute’s GPs and their specialists during visual and
manual exams using AFB tests along with medical aids such as scoliometers. The
correlation by which POTSI and DAPI do not greatly defer from findings of the medical
personnel who conducted their own scoliosis screening visually or manually was
encouraging, proceeding our study further towards developing automatic screening of
idiopathic scoliosis using low-cost commodity sensors. We will further present our
research in follow-up papers publishing results of a 3D mesh automatic processing
algorithm attempting to achieve same results on body types, trying not to be influenced
by factors such as BMI or muscular structure as other solution was [11].

Additionally, new features such as automatic assistance to scoliosis-diagnosed
patients with prescribed noninvasive physical exercises and brace fitting will be further
researched and possibly developed.

Acknowledgments. The authors would like to acknowledge help provided by the
director and staff of the Institute for Student Healthcare in Novi Sad and especially Mrs.
Gordana Boji¢, M.D., physical medicine specialist.
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Summary- In recent decades, argentinian universities, are inserted into the productive
environment from creating business incubators university, turned into one of the
mechanisms for technology transfer reference. These companies, known as Spin-Off,
ideally arise from the knowledge generated within universities. This paper presents a
brief summary, the findings of a study of the main characteristics and current status,
degree of technological linkage of argentinian universities geographically located in
the north, to the conversion of scientific research in business and commercial value.
The information was obtained through semi-structured interviews with a
representative sample of spin-off members of accredited at the Ministry of Industry of
the Nation and of secondary sources for the analysis of the factors affecting the
growth of these companies interviews.

The creation of companies born in the university is a complex phenomenon to study
multifactorial reasons for intervening in it. This exploratory study can give some
guidance to universities not copy a system, but that adapt best practices to their
regional needs, academic infrastructure and economic investments and to obtain
optimal results in the creation of technology-based companies.

Keywords: university R & D + i, business incubators of technology-based spin-off,
characterization

1 Introduction

An important component in the development of university education is the
emphasis on the link with the following dimensions: the demands of the labor-
business-professional market, the requirements of society and the management of
human self-realization. The university, the productive sector and regional governments
are the main actors in the dynamics of the relationship University - Market - State.

Technology transfer is understood as a process by which technology is loaded
through the limits of two entities that may well be countries, companies and even
individuals, depending on the viewpoint of the observer or investigator [3]. The aim of
the transfer of a particular technology is to allow the receiver to use the technology
under the same conditions and with the same benefits as the supplier for its purposes of
technological innovation. In fact, talk of a shift implies that there is a consensus
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agreement (license, project incorporation of person between the provider and the
recipient of the technology) for this purpose.

With reference to Perez & Botero [6] technology transfer can be 3 ways:
commercial, noncommercial and start-ups; the commercial mode arises between the
university and its counterpart either the industry or the state is done through consulting,
joint research among others; in the non-commercial way it develops from the
university through publications and seminars among others without any commercial
interest and contracts and finally the creation of new enterprises with the emergence of
the "Spin-Off" mode university.

In the academic literature, Conti et al [1] defines the university spin-off companies
that germinate as a university, where a group of researchers make the business unit
with a view to the exploitation of knowledge and research results developed in own
University. However, it is clear that the phenomena considered as a spin-off are not
homogeneous [8]. Thus, companies created by an engineer recently received a
researcher who wants to commercially exploit certain results of their research or
teacher to rearrange its advisory to industry, are examples of phenomena that are
included in the field of spin university off. Therefore, university spin-offs are very
heterogeneous phenomena whose borders can vary significantly depending on the
perception that they are stakeholders in the field and authors. In the following section
different criteria for assessing the diversity of phenomena that contains the concept of
university spin-off, concluding with an approach to the characteristics and peculiarities
of the Argentine university spin-offs they are identified.

2 General factors affecting germination and development of the
Spin-Off northern Argentina

For the study of the spin-off the amount of incubators were considered college
based in Northern Argentina. A total of 40 incubators registered with the Ministry of
Industry accredited by the Access to Credit and Competitiveness, to mention those
located in the north (Table 1).

When moving into the issue of Spin-off university, a wide field, heterogeneous, it
characterizes him with a variety of concepts used to appoint a fact also diverse, which
exemplifies the many approaches you can acquire the establishment of this business is
observed. Within our scientific community - technology, the classic profile of the
entrepreneur in developed countries is difficult to find. There may be creativity,
desires, good projects, but the spirit and businesswoman methodology, known play in
the business world, "street", usually is not present. That is denoted by factors such as:

e Entrepreneurial deficit: Scientific institutions usually have not developed a policy
to promote entrepreneurship and the characteristics of an entrepreneurial university.
There is no social culture related to risk and failure to accept the usual operations
Spin-Off type of high commercial risk. From a personal standpoint, for most
researchers, creating a business from their knowledge and results is not only far
from their interests, but also promoted as an alternative to route a student or
professional future graduates.
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e Organizational deficits: The generic function of supporting research, not directly
addresses the need or desirability of creating the Spin-Off, although some
universities have started pilot programs including incubators and basic support
services.

e Deficit experience of the promoter of the idea team: generally the promoters of
new ideas with commercial potential have no knowledge and managerial
experience. The number of entrepreneurs with business knowledge and strong
scientific and technological training, is insufficient to deal with potential ideas in
the future should fill the Spin-Off.

e Capital deficit or economic resources: The funding cycle is underdeveloped, with
little experience in some of its instruments. There is little tradition in venture
capital, lack of investors, and few specialized investors in Spin-Off high risk.

e Sustainability deficit arising from business incubators. Unconsolidated
development models involving continuous review and adjustment of the variables
of business survival

Incubators Location

e Agencia de Desarrollo del Norte Misionero Puerto Esperanza - Misiones
e UNCUTEL Parque Tecnologico de El Dorado —
e Parque Tecnoldgico Misiones Misiones
o UNNETEC - INNOVAR Misiones
e UNCAUS Corrientes
e INTECNOR Pcia‘. Roqpe Saenz Pefia.- Chaco
e INCUBA SALTA Resistencia.- Chaco
e Universidad Santo Tomas de Aquino "T"?lléir_nén )
e Facultad de Ciencias Econémicas y de Administracion. ’
Universidad Nacional de Catamarca C

- s atamarca. -
e Centro de Empresarios de Famailla Tucumén. -

Table 1: Incubators In The Northern Argentina
(MISIONES — CORRIENTES — CHACO — FORMOSA — JUJUY — SALTA — TUCUMAN — SANTIAGO DEL ESTERO —
CATAMARCA)

Paradoxically, the issue of Spin-Off is not unknown, is quoted as a strategy in many
economic development plans or policies on science and technology, not only in
countries like Colombia, Peru, Ecuador and Chile; but also as part of Educational
Strategic Plans in Argentina. This allows us to infer that there is awareness of the
importance which involves the generation of spin-off for economic and technological
development of the countries, particularly Argentina, but lack urging members and
supporters to achieve satisfactory results [10].

3 Singularities of the Spin-off

The diversity of phenomena that occur in the context of university spin-off involves a
diversity of characteristics in terms of the realities they cover. Occur, then identified
the various characteristics, supported by the literature, which allow the assessment of
singularities.



132

P.P. Zachman and A. Redchuk

a) According to the attitude of the university.

Spin-off spontaneous, passive or pull spin-off: university spin-offs created by
members of the university community but have received no support from the
university.

Spin-off planned, active or spin-off push: university spin-offs created under a
voluntary support policy carried out by universities, in order to facilitate and
promote the transfer of knowledge and entrepreneurial initiatives its members

[7].

b) According to the status of people that have given rise to the idea.

c) As

Spin-off academic: university spin-offs created by one or more members of the
scientific community, or even people outside the university community, in
order to commercially exploit a part of the knowledge developed in the
framework of its research . Within this group it is included teachers, assistants,
researchers, doctoral students, etc.

Spin-off of students: university spin-offs created by students at the end of his
university studies, have decided to form his own company intends to use a
portion of their knowledge by way of the provision of services or through
activities production in order to exploit a business opportunity in sectors with
generally weak barriers to entry and low technological component. Within this
group are observed current or former students of degree or continuing
education, which are called start-up.
if the researcher becomes an entrepreneur.

Spin-off promoted by the researcher, academic spin-off created by one or more
members of the university scientific community in order to commercially
exploit a part of the knowledge developed in the framework of the research
activities of the university.

Spin-off promoted by foreign entrepreneurs: academic spin-off created by
people outside the university scientific community in order to commercially
exploit a part of the knowledge developed in the framework of its research
activities [9].

In the same vein, whichever is the role taken by the researcher who is at the origin of
the idea, are distinguished:

Spin-off Orthodox: academic spin-off in which a transfer to the new company
produces both technology and the inventor.

Spin-off hybrid: academic spin-off in which a transfer to the new company
knowledge is produced, but the inventor remains in college, but somehow
participates in the scientific advice to the company.

Spin-off technology: academic spin-off in which a transfer of knowledge to
the new company occurs, but the inventor remains in college and maintains no
connection with it.

Also in this line, depending on who carried out the greatest efforts for the spin-off is
established, are distinguished:

Spin-off led by the inventor: academic spin-off in which the effort for its
creation is conducted by the inventors of the technology that exploit.
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e Spin-off led by a buyer: spin-off academic in which the effort for its creation is
carried out by external entrepreneurs interested in creating companies to
exploit university inventions through a license granted by the technology
transfer unit of the University.

e Spin-off directed by an investor: spin-off academic in which the effort for its
creation is held by investors, typically private equity risk, interested in creating
companies to exploit university inventions through a license granted by the
technology transfer unit of the university and seeking, then an entrepreneur
who is responsible for its creation.

d) Depending on whether proprietary knowledge is transferred.

e Spin-off based on patented technology: university spin-offs are created to
exploit the licensed technology patented by the university [4].

e Spin-off based on non-proprietary technology: university spin-offs to exploit
knowledge created not patented by the university, usually more generic or may
be based on expertise or know-how.

The university spin-off based on codified knowledge and, where appropriate, patented
often geared to offer a product to market, while based on tacit knowledge are often
geared to providing a service. This different orientation is important because the
profile of the university spin-off vary considerably in terms of activities, management
of intellectual property rights, financial needs for the development of prototypes,
resources required, growth prospects and relations with the university . Thus,
academic spin-off based more on codified knowledge develop an industrial
manufacturing and selling products or technology development and sales. They are
directed from its beginnings to regional markets with high growth potential. The
academic spin-off based on tacit knowledge preferably develop a consulting activity.
Target regional or national markets, given the importance of customer proximity for
good service delivery. Knowledge based on the spin-off is often developed by a single
investigator.

e) According to minority participation in the capital of the spin-off.

e Spin-off with foreign capital: academic spin-off received in its initial stage
financing of large companies, business angels or venture capital entities.

e Spin-off without foreign capital: academic spin-off that do not receive funding
at an early stage of large companies or venture capital entities.

Although financial support of venture capital institutions is possible and desirable
because they add credibility, management experience and network of relationships, in
practice are insufficient and therefore impact on a small number of spin-off [5]. An
alternative is resorting to financing through venture capital is looking for an industrial
partner or private investors.
f) Depending on the type of activity.

e Consulting and research services: academic spin-off exploiting core

competencies of researchers through an extension of its research activities.



134 P.P. Zachman and A. Redchuk

e Product: academic spin-off created around the concept of products or
processes, which are responsible for developing, producing and marketing.
These spin-off correspond to the classic entrepreneurial model.

e Technological assets: academic spin-off created to develop technologies that
will later be marketed through different mechanisms. Its business model is
based on the creation, development and management of technology assets.

e Software: has some common features with the previous case, as the software
product often results in licensing agreements, but differs from the previous in
that often include a software production process, since in this case are low
economies scale.

g) Depending on the model of development followed by the spin-off.

e Growth-oriented academic spin-off seeking a global market for technology.
They are characterized by strong capitalization, and participate in capital
specialized external institutions. They have highly professional management
teams, have strong focus on growth and its ultimate goal is making profits
through dividends ..

e No growth-oriented: academic spin-off seeking sufficient to sustain a
comfortable life of the founder and his family market. They are characterized
by low capitalization, the capital in the hands of the founder environment, low
management capacity, little or no focus on growth and its ultimate goal is
survival.

Given the foregoing, it can be said that the phenomenon of spin-off covers a wide

casuistry and the limits of the concept of spin-off are diffuse [2].

The study of the spin-off of northern Argentina has been made considering the
following criteria: a) Cover the largest possible number of common phenomena, b)
Establish what attributes or behavior patterns that distinguish according to the local
context are.

4 Conclusions and Discussion

Some factors in creating company are consistent with common points: The
promotion of entrepreneurial culture, patent protection, conflicts of interest regarding
royalties and contracts, all of these are completely solved with government
regulations science and Technology; The maturation time of their companies have
averaged five years, contracts management solution is well established, the financing
offered is through seed capital, EMPRETEC Foundation, Fondapymes, Venture
Capital, among others. Another point in common is the support offered among which
courses, infrastructure, business plan, academic downloads, etc.

Also, small differences are related to each college has its own system of
entrepreneurship appropriate to their regional needs, academic infrastructure and
economic investments and technological base.

Although the information collected is still insufficient, the first statements about
the Spin-Off University can be summarized as follows:
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1) The leading role of the University in creating spin-off based on the current
growth and local economies, but the low comparative reference models for the
development of these companies,

2) The importance of policies to stimulate entrepreneurship in the University as a
tool for conversion of scientific research in business and commercial value,

3) The relative terminological imprecision in the use of the Spin-Off concept,
especially in the academic as well as poor dissemination for clarity on all issues
related to technology transfer.

4) The incipient development of strategies and logistical entrepreneurially planned
medium and long term, with regard to transfer market research methods: determining
the size of the market, agree the contribution that generate customer, define the
capacity to meet the market, obtaining financial resources, among others. This
situation does not promote the organization to plan a draft Spin-Off focused I+D+],
with difficulties to timely warn the market needs and demand relationship - offer.

This research intended to be addressed in the future to a deeper comparison
between universities to encourage the creation of companies based on knowledge,
where knowledge transfer to the productive sector to provide competitive advantage
to countries that are committed to the generation and transfer of knowledge and
university technology.
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Abstract. This paper shows the importance of a high-fidelity human simulator as
a methodological tool able to make a significant contribution to the learning
process of nursing technician students of the Federal Education, Science and
Technology Institute of Roraima (IFRR). From this simulator you can build
several scenarios of specific nursing procedures for the Intensive Care Unit (ICU)
in order to be efficiently used in the teaching-learning process. The academic
literature contributions available regarding the use of simulators in the teaching
process of Health Science were evaluated. The use of this methodological
resource should be seen as a trend in the clinical reasoning of nursing students,
improving their knowledge and developing psychomotor skills.

Keywords: Human Simulator, Teaching and Learning, Intensive Care, Nursing.

1 Introduction

A survey conducted by the Federal Council of Nursing Care (COFEN), pointed out
that approximately 80% of the nursing professionals consist of technicians and
nursing assistants representing, therefore, a significant inclusion in the work market
[1].

However, many technical training courses use a curriculum and an array of
traditional teaching methodologies and teaching materials that may not be enough and
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suitable for the students’ motivation to a reflective-critical development of their
professional activities. This can lead to a reduction in the handling of certain Medical-
Hospital Equipment (MHE) [2], as you can see in this study.

Having this overview, the quality of the teaching process in the education of these
health professionals becomes insufficient. Given this, a pedagogical proposal that
enables a participatory and reflective learning can greatly contribute to the recovery
of the autonomy of the future professional, regarding the safety to the health services
provided to the society [3].

As a way to improve the teaching-learning process for professional growth it is
used technologies in nursing teaching, allowing the contact with real situations
through the professional practice and the improvement of the clinical judgment
meeting the demands of medical ethics [4].

A tendency for a secure environment in learning is the use of the simulation, used
in the Medical curriculum and other areas of health sciences due to the multiple
scenarios and educational strategies that this instrument allows. It can be modeled to
be applied in the teaching and learning of the courses regarding the scientific and
technical skills of the students, such as: decision-making, teamwork and leadership
[5]-

Among the technologies used in the simulation process, attention should be paid to
the following advantages: program the setting according to the educational content of
the course; domain of technique; the repetition of the procedure to improve the
technique; no health risk for the patient to get practical experience [3]. In this context,
it is refered to the SimMan, a robotic mannequin, of the Laerdal company [15], as a
modern and advanced technology in terms of time-saving and efficiency compared to
other methods available on the market [4].

The SimMan simulator is classified, among its main qualities, according to the
high human characteristics similarity, among which are: anatomy, sounds and noises
emission, breathing sounds, eye movements and others characterizing it as of a high-
fidelity category [6].

The Technical Nursing Course at IFRR Boa Vista Campus - Roraima has equipped
its laboratory with the human simulator SimMan, allowing teachers of the Practical
Nursing Education to develop, evaluate and validate circumstances so that the future
professionals can work and develop the theoretical contents shown in the classroom
and the learning interactive active method, adapting it as a strategy to improve the
content taught [7].

According to studies [6], Regional Council of Nursing of the State of Sdo Paulo
(COREN-SP) until May 2009, there was, at least, one mannequin (human simulator,
not mentioned of loyalty category classification) for each 868 Nursing Institutions.
This fact brings few publications in scientific journals about the study, affirming that
there is an inconsistent relation between the discussions and the use of the mannequin
in the nursing laboratories in Brazil. In the reference [8], the article portrays the
results of the mannequin simulation and its contribution to the acquisition of
psychomotor skills and self-confidence by the nursing students.

In view of the [6] concern, this article aims to contribute to the research and to
point out results aimed at experience reports, the importance of simulation can be
inserted in academic environment, providing innovative teaching practices.
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2 Development

The descriptive study originated from a literature review on the use of simulation as a
technological resource in the construction of the Teaching and Learning of the
Technical Nursing Course at IFRR. The research was based on the exploration of
national and international data on the use of the simulator, in order to structure this
work. Therefore, it was included scientific articles, books and research in COFEN
site.

The research method presented in this article was the literature whose nature is
qualitative. Among the criticisms of the educational practice limitations based on a
fragmentary approach of the knowledge and focused on the theoretical aspect, it was
noticed that the students, during the lessons about specific curriculum components of
technical training, are often limited to empiricism [9].

When teachers act in a way that seem to ignore the scientific spirit, stuck in a
sterile routine, for example, to start a class based on doing exercises, formulas
demonstration repeating them step by step, sometimes disregarding the previous
knowledge, make difficult the perception of the theory-practice articulation, besides it
is not about acquiring an experimental culture, but rather to change the experimental
culture, breaking the barriers already incorporated by the everyday life [9].

To help break these barriers, the computer came as a technological resource, aiding
in experiments, eliminating fear and insecurity in the procedures and implementation
of techniques by the students. Furthermore, it planned practices through simulations,
as per the requirements of the curriculum subjects, so that the logical sequence for
learning is growing and being effective in education and health care of future patients
[8].

There are scholars who criticize the fact that most teachers do not base their classes
in scientific theories of learning or activities, relying only on their long teaching
experience and life. In addition, the memorization exercises applied serve only as
mere examples [10], to justify the content taught, but do not match the student's actual
experience. So, do not combine the student's needs and form a collapsing cascade. To
be clearer, without motivation there will be no need for cognitive knowledge "the
know-how" [11].

This methodological proposal highlights the challenge of suggesting strategies for
ensuring the realization of a pedagogical practice that can innovate in the state of
Roraima, since it brings as its base the principles of creativity, promoting the arousal
of the students’ interest, because according to [10] motivated student will produce
prioritizing the quality of learning and the motivation of the students contemplating
interdisciplinary and transdisciplinary in their actions.

The Pedagogical Plan of the Technical Nursing Course, reformed in 2014, presents
the course constituted by a Theoretical/Practical duration of 1200 hours added 600
hours of internship. It is structured into four modules, containing forty-three subjects,
it is a technical course of two years taking into account the required determinations by
the Ministry of Education (MEC) for Environment, Health and Safety Management
courses [12].

Among the methods of teaching, the course requires students’ attendance and
“subsequent” (meaning that it is necessary that the student has completed secondary
education), and the profile of the graduated student is to be a professional that meets
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the demands of society in general as the requirements of the socio-economic
development and potential workplaces: Basic Health Units (BHU), Public or Private
Hospitals, Clinics and companies [12].

Having in mind the Technical Nursing Course coordination concern with an
educational solution relating the ICU scenario in the subjects: Patient Care in
situations of Urgency and Emergency; Critical Patient Care I and Critical Patient Care
IT whose workload is 40 hours respectively [12]; would be the use of an Augmented
Reality (AR), whose definition is "the real world combined with the virtual one
fostering real-time interactivity [13]" that, according to [14], became attractive and
has evolved considerably, like the Human Simulator known as SimMan of Laerdal
company as it can be seen in Figure 1. Therefore its use aims to enhance the resources
and teaching and learning aids used in the construction of knowledge [13].

(a) (b)
Fig. 1. The SimMan in the IFRR ICU laboratory (a) Side view, (b) Control.

Using the SimMan, it is possible to develop and apply controlled and safe
experiences in the IFRR ICU laboratorial with the intention of students becoming
familiar with the hospital environment in a realistic way and guiding or applying their
technical and scientific skills into the practice [14].

Using the SimMan resources, it is possible to develop and evaluate diverse
scenarios of the characteristics [15] shown in Table 1.

Table 1. Simulation features of SimMan [15].

Head Vocals sounds, Interchangeable pupils, Carotid pulse, CO, emission.
Airways Lockjaw , Glottis edema , Pharynx edema , Laryngospasm , Neck stiffness.
Torso Cardiac arrhythmias, Spontaneous breathing, Decreased lung complacency, Lung

sounds and Cardiac sounds, Pneumothorax decompression, Stomach decompression,
Extensive library of ECG signals, Monitored ECG, Defibrillation, External
pacemaker, Chest compression.

Pelvis and Male and female urinary catheterization, Training arm 1v,
Extremities Subcutaneous/Intramuscular injection, Blood pressure, Peripheral pulse (radial and
dorsalis pedis).




Integrated Technological Resource in the Construction ... 141

Students interact in real time with the procedures, providing security in their skills
to treat the patient, whitout bringing risks and expanding their skills and practices, and
improving their clinical judgment and thought [4], [14].

Among the SimMan features, it is highlighted the debriefing, able to record the
interaction of students through a webcam integrated to the software enabling the
teacher to re-examine the practical actions of that scenario, as well as the consistency
between time and procedures performed within the stipulated time and for the
students themselves to have a feedback when viewing/checking their own behavior
and attitudes to improve their techniques and learning.

In his article [4] states that the teaching method with the SimMan for nursing is the
best educational method among others available. The results shows a 87.5%
efficiency in the practical Nursing course.

The simulation can be considered as a learning object and some characteristics can
be extracted regarding the educational aspects providing the students with the
teaching and learning [16]:

. Quality of content;

. Appropriateness of the learning objectives;
. Feedback and adaptability;

. Motivation;

. Reusability.

3 Comments

The authors demonstrate the importance of using the SimMan simulator, in the
cognitive aspect and as proposition, the use of this technology for the education
quality improvement.

The closeness of this simulator with the reality that provides the professionals with
the experience for their future reality, will motivate and influence them in their
cognitive actions arousing a critical and autonomous reflection-action in both the
academic and professional field.

The use of this human simulator in the Technical Nursing Course in will become a
referential in the teaching and learning in the state of Roraima, extending the
partnership to other public agencies such as: Fire Departments, UFRR healthcare
students, the General Hospital workers, among others.
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Abstract. The growing popularity of smartphones with their multiple
functionalities have made these devices a valuable asset to teaching and
learning. The study presents the assessment of free-download electronic
dictionaries for i0S, Android and Windows operating systems. Three
monolingual (Portuguese) and three bilingual dictionaries (Portuguese-English)
were evaluated by a class of Engineering students at a federal institution. The
main objective of the investigation was to find out how participants evaluated
the constituent elements of the apps and their usability features. The study also
verified how students perceived the apps as valid reference instruments to be
used in both formal and informal learning situations, and what school level is
suit to introduce them as pedagogical tools. Data were collected using a
questionnaire with mixed-type questions, including the students' habits of
consulting dictionaries. Results may serve as parameters for eventual selection
of this educational resource for both teachers and learners.

Keywords: m-Learning; Smartphones; Monolingual and Bilingual
Dictionaries.

1 Introduction

The increasing use of ubiquitous technologies!?> worldwide, and in Brazil in the case
of this study, poses issues and challenges for educators and learners. For Henry
Jenkins [3], contemporary society is experiencing a change in the way we produce
and consume information. In line with this, education has become more learner-

! According to eMarketer [1], Brazil led the Latin American mobile market in 2015: 141.3
million users, with user penetration of 69.2%. The leading operating services are Android
(90%) and Windows Phone. iOS shares only 1% of the market in Brazil due to its high cost in
the country.

2 Google Play Store leads the rank of apps downloads in Brazil, making it the 2nd largest world
market [2].
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centered, individualized and collaborative, and resourcing to M-Learning (ML) to
keep pace with the needs and demands of current learners .

According to the “Policy Guidelines for Mobile Learning” drafted by UNESCO

[4], ML "involves the use of mobile technology, either alone or in combination with
other information and communication technology (ICT), to enable learning anytime
and anywhere". The growth and value of ML are also emphasized in "The
Technology Outlook for Latin American Higher Education 2013-2014” report, issued
by the New Media Consortium [5]. This document highlights that, besides
demanding the use of digital technologies in educational contexts, students tend to
consider their electronic devices as extensions of their personality and lifestyle.
Koole [6] says that learning via mobile devices enable individuals to make effective
and better evaluation and selection of relevant information, reconsider their objectives
and understanding of concepts in an ever-increasing and ever-changing set of
references and data. Churchill and Churchill [7] list a number of benefits that justify
the use of smartphones for educational purposes, including these: (i) they are
multimedia tools; (ii) they allow for social interactivity and collaborative work; (ii)
they are ubiquitous and, (iv) they facilitate individualized and independent learning.
In addition, if we consider their wide range of features and applications, smartphones
have changed student behavior, as they increase interaction and opportunities to
independent learning [8].

This study focuses on electronic dictionaries which, as a digital text genre, can be
constantly updated and enhanced with hypermedia. Nesi [9] explains that paper
dictionaries, besides being heavy and static, cannot store information in the
comprehensiveness required by contemporary society. In digital dictionaries, entries
are not necessarily accessed by alphabetical order - they can be found by class,
function, meaning, idioms, collocations, and examples in sentences.

The objectives of the investigation aimed to find out:

(i) which free-download dictionaries (three monolingual and three bilingual)
received better reviews by the students;

(ii) whether students perceived these software applications (apps) as a valid tool
in both formal and informal learning situations.

(ii1) what school level participants find adequate to introduce these devices as
learning resources.

The survey was administered, with assistance of the authors, to a group of
undergraduates. They analyzed each app and answered two questionnaires (one for
monolingual Portuguese apps, and one for bilingual English-Portuguese dictionaries).

The comparative analysis of the apps, as well as the investigation on how students
perceive them as potential pedagogical tools, may contribute to assist learners and
teachers in the selection of which dictionary suits their teaching and/ or learning
purposes.

The following section discusses the use of mobile devices for educational
purposes, as well as a literature review on electronic dictionaries. Section 3 focuses on
the methodology used in the investigation. This is followed by a discussion of the
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findings in Section 4.

2 Mobile Devices in Education

The use of Information and Communication Technologies (ICT) is a growing trend in
Brazil; Brazilian institutions have been adopting apps into their programs, and
modifying "websites, educational materials, resources and tools so they are optimized
for mobile devices" [10].

Nevertheless, it is important to stress that many states and municipalities in the
country have banned cell phones from the classroom - an action regarded by many as
a step back in contemporary teaching approaches. One common justification for these
legislations is the fact that mobile phones may cause distraction of students in the
classroom, affecting performance of learners and teachers as well. Regardless of
school bans, one must acknowledge that mobile devices (MDs) represent a paradigm
shift in social practices (relationships, identities etc.), which means they should be
incorporated into school programs.

Two major models are popular for m-Learning (ML) in formal education: (i) one-
to-one (1:1) programs, in which the school provides MDs to students; (ii) Bring Your
Own Device - BYOD, initiatives that rely on student-owned devices and school
subsides for those who cannot afford them. The former is more common in poorer
countries, while the latter is usual in more fortunate communities [4].

The 2014 NMC Technology Outlook for Brazilian Universities [10] lists these
features of MDs and apps as relevant for teaching and learning:

e Development in mobile software present "sophisticated tools" that enable
"scientific experiments from anywhere easier for students", as they can
process large amounts of numbers, create 3D images, and "record
environmental observations".

e Organizing information and collaborating on projects have been made easier
by apps such as Evernote, Dropbox and Google Drive.

e  Worksheets tend to be replaced by interactive apps that offer activities and
games.

e Due to their lower cost, MDs are "an economic, flexible alternative" to
conventional computers.

e Built-in features in mobile apps allow learners "to share their questions or
findings with each other in real-time".

A successful ML experience involves good student acceptance towards this
strategy. Liaw et al. [8] name the following factors that play a significant role on the
acceptance of an ML system: "enhancing learners' satisfaction, encouraging learners'
autonomy, empowering system functions, and enriching interaction and
communication activities".

Koole and Ally [11] emphasize that the use of MDs in educational contexts must
consider the following aspects, among others: physical features (size and weight),
input and output devices (keyboard, touch screen, audio functions, camera etc.),
storage capacity, processor speed, easy handling, clear help manuals.
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Digital natives, especially, make wide use of the multiple functions of
smartphones. In regards to researching, Palfrey and Gasser [12] stress that it no longer
means "a trip to the library", but a search on Google, or "a visit to Wikipedia before
diving deeper into a topic". For the authors, speed and easy access to multi-semiotic
worlds are characteristics of the web and of digital technologies, in general, that
captivate digital natives.

As stated by Stockwell [13], the use of MDs in education presents "somewhat of
a paradox", with enthusiastic teachers and researchers versus pessimistic ones. Many
in the optimistic group consider m-Learning as " the next generation of learning",
while others hold a more realistic view. Stockwell [13] mentions Dias [14], who
points out that students often regard m-Learning "as an intrusion into their own
personal space" - a fact that may affect acceptance of MDs in educational contexts.
Nonetheless, the benefits of MDs overcome the challenges posed to educators and
learners. Some of these benefits are the possibility for students to develop (i) their
autonomy to explore and manage learning regardless of traditional school restrictions;
(i1) their assessment skills and selection of relevant information [15, 6].

2.1 Dictionaries as Apps

Biderman [16] defines a dictionary as a "systematic organization of the lexicon, by
which lexicographers try to describe the vocabulary accumulated in a language in the
course of centuries [...] at a given period of time [...]"3. According to the author, this is
quite an "intangible" task since languages, as living entities, keep growing and
changing in geometric progression.

Rangel and Bagno [17] explain that dictionaries can provide a wide range of
"services", as they provide the various meaning and functions of words in a given
linguistic context . They can, for instance:

e clear doubts concerning spelling, meaning, and different concepts of the
word;

o provide synonyms, antonyms, and homonyms;

o provide the domain and/ or the linguistic context in which the word is usually
found;

e inform the different functions the word can have in a sentence;

o describe the pronunciation and its variations;

¢ inform about the origin of the word etymology.

3 In accordance with the Federal Constitution, Resolution 003/2001 of the Brazilian National
Education Development Fund (FNDE) states that Portuguese language dictionaries are a
"constitutional right" of learners, and as such, must be provided by this agency to all learners
from grades 1 to 5 enrolled in public schools.
http://fnde.gov.br/programas/pnld/legislacao/res03 2102 2001
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Traditional paper dictionaries have been increasingly replaced by digital versions*.
As Nesi [9] puts it, these are either heavy and large, or too small without enough
entries to support good learning practices. Most importantly, printed dictionaries
cannot keep updated content in pace with the ever-increasing amount of information
produced on the Web. Electronic dictionaries (e-dictionaries), on the other hand, can
store great amounts of data that enable access in various ways, in other words, not
restricted to alphabetical order.

Regarding contents of online dictionaries, Lan [18] thinks they "can be as good as
their traditional paper equivalents. If a screen does not contain everything one wants,
further lexicographic information can be obtained by clicking on a hyperlink". In his
study, Lew [19] says that "what comparisons of paper and digital dictionaries show
quite consistently is that the digital medium encourages more frequent consultation".
On the other hand, the author stresses that " there is still uncertainty about whether
digital dictionaries help immediate comprehension or promote vocabulary learning".

Digital dictionaries are also hypermedia tools - images and audio certainly make
them more attractive to current learners. Lew [19] accredits part of the success of e-
dictionaries to "advances in speech recognition". One problem related to the
pronunciation function on smartphones relies on "accented speech" and particular
phonetic variations. One reason for minor pronunciation problems may be due to the
vast number of data in e-dictionaries [18]. One special feature of current digital
dictionaries is the "did-you-mean function", which can be quite helpful for those not
sure of how a word is spelled [19].

Some of the positive aspects of e-dictionaries are summarized by Lan [18]. The
author says that their strength lies "in their innovativeness: quick search, frequent
updating, interactivity, and designer/user collaboration". Lan [18] also emphasizes
that "information retrieval by means of the computer’s search engine takes much less
time than thumbing through the pages of an alphabetic dictionary, and so interrupting
one’s reading can be kept to a minimum". In Lew's opinion [19], dictionaries on
mobile phones are more effective "if they are instantly and unobtrusively available
during the activities in which humans engage". The author's point of view is that "as
more of our work, study and play is done in an ICT-enhanced environment", e-
dictionaries will eventually "blend into that environment", and be used whenever
needed.

As reminded by Zarei and Gujjar [20], use of e-dictionaries on mobile phones
present disadvantages too, among them: (i) they have functions that may require time
to be mastered by the user; (ii) lighting conditions may affect reading on LCDs.

The following sections present the methodological procedures and results obtained in
the study.

4 Different terms are used to refer to online dictionaries. Lew [19] suggests digital dictionaries
"as the cover term", while electronic dictionaries can be used for "lexicographic applications"
in ubiquitous equipment.
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3 Methodology

The investigation was aimed at analyzing and assessing free-download dictionaries in
smartphones in order to verify their potential and pertinence as a pedagogical resource
in both formal and informal learning situations. To achieve the objectives of the
study, a group of 21 undergraduate students at a federal institution analyzed six apps
and answered printed questionnaires in the classroom.

3.1 E-Dictionaries Used in the Investigation

The selection of the apps for the investigation was defined by the following criteria:
they had to be free-download and available for the major operating services used in
Brazil (Android, Windows, and i0OS). Two sets of e-dictionaries were assessed by
students on two different occasions:

(i) November 2014, when they analyzed 3 monolingual Portuguese

dictionaries (Priberam, InFormal, Porto Editoras);

(il) March 2015, when they analyzed 3 bilingual English-Portuguese
dictionaries (Bravolol; Ascendo; Huang Tiancheng6).

The electronic versions have similar content structure with large and continuously
updated databanks.

Once the app is downloaded, its content is available off line, a feature found most
attractive by users, especially Brazilian students who do not have cheap and
comprehensive internet coverage.

Apart from the usual entry search, the apps offer these features: most frequent
searches, scientific terminology, slangs, related searches, search history records,
geographical variations, linguistic context, verb conjugation, degree of adjectives.

Figures 1 and 2 show screenshots of each app.

5 URLs: https://www.priberam.pt/DLPO/; http://www.dicionarioinformal.com.br/;
http://www.portoeditora.pt/espacolinguaportuguesa/dol/dicionarios-mobile.

6 URLs: http://vidalingua.com/; http://bravolol.com/dictionary/;
http://pt.appszoom.com/iphone-developer/huang-tiancheng_ebqbp.html.
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Fig. 2. Different word search modes in the English-Portuguese apps
(left to right: Bravolol, Ascendo, Huang Tiancheng).

3.2 The Survey Questionnaire

Printed questionnaires were administered by the authors in the classroom. Participants
answered 15 objective questions related to: (i) their personal profile; (ii) their habit (or
lack of) of searching in reference works; (iii) the constitutive elements of the
dictionaries; (iv) their opinion regarding the usability and navigability of the software;
(v) the quantitative and qualitative evaluation of the apps; (vi) their perception of the
pedagogical potential of these resources; (vii) which school level should allow and
use this type of app as pedagogical tools.

Students were also asked to rate each app as poor, fair, good, or very good, and
justify their ratings. It is worth noting that, even though the survey did not explicit
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that participants should assess graphic elements of the apps, they did consider this
features in their analyses.

These are the constituent elements of the dictionaries participants were asked to
find out in the investigation:

e etymology;

e part of speech;

e gender;

e irregular plural forms;

e verb conjugation;

¢ audio pronunciation;

e synonyms and antonyms;

e use of the word in sentences;

e idioms;

o more than one definition for words with different meanings.

To avoid aimless and careless analyses, students were requested to start their
searches by using the same word entry . They were told to look up the noun "casa" for
Portuguese and "house" for the bilingual dictionaries; the irregular verb conjugation
of "ir" in Portuguese, and "go" in English. For the monolingual Portuguese language
apps, participants also verified the offer of: foreign words used in everyday Brazilian
Portuguese, as well as differences and variations between Brazilian and European
Portuguese (spelling and meaning).

3.3 Profile of the Investigation Participants

A group of 21 students enrolled in the 3rd term of the Control and Automation
Engineering Course at a federal institution’ participated in the study. When the
questionnaires were applied, more than half of the class was less than 20 years of age
(52%); the other 47% was between 20 and 25 years of age. The most popular
operating service amongst participants was Android (85%).

Due to the nature of their course and being digital natives, these undergraduates
use their laptops as a tool in most of the course disciplines, and have good reading
skills in English as a foreign language. As their teacher, the authors have noticed that
they keep their phones on for either looking up information on a topic discussed in
class or for texting friends.

4 Discussion

Data collected in the survey are analyzed and discussed in separate topics of this
section.

7 Instituto Federal Fluminense de Educacéo Ciéncia e Tecnologia (IFF campus Campos-Centro,
RJ)



Dictionaries on Smartphones ... 151
4.1 Frequency of Dictionary Consulting

Questions regarding the participants' habits of consulting dictionaries provided the
following results.

Table 1. Frequency of dictionary consulting according to type.

Type Never Rarely Occasionally | Frequently

Printed 09% 61% 28% 0%
Desktop or 20% 19% 33% 28%

Laptop

Phone 42% 19% 19% 19%

Data in Table 1 show that, regardless of the medium, dictionary consultation is
not a standard practice among the survey participants. Empirical observation by the
authors at their institution points to frequent and wide use of printed dictionaries in
language classes. We think this might be due to the slow pace in which teachers
incorporate technology to their practices, and that these results apply to similar groups
of students and, to most teachers in Brazil. Nevertheless, since smartphones play,
indeed, a significant role in everyday life of current students, and as a new generation
of teachers emerge, MDs are likely to become commonplace pedagogical tools.

Leffa [21] actually suggests that dictionaries should be used "sporadically",
because interrupting a reading activity to look up a work, and then return to the text,
can be highly "obstructive". Leffa's opinion [21] is that e-dictionaries help to prevent
readers from "abandoning" the text as they allow faster access to entries than their
printed counterparts.

Another result (not shown in Table 1) refers to academic research on
smartphones. The large majority of the students (76%) say they "frequently" resource
to their phones for doing quick consulting related to some sort of academic task.
However, this was reported as personal initiatives, i.e., not part of formal classroom
activities, which may indicate that teachers still have difficulties in incorporating
MDs into their teaching practices. The "Pockets of Potential" report on mobile
technologies for children [22] claim that teachers "do not yet view these devices as
educational allies" since "they have not been trained to use new technologies in their
classrooms or afterschool settings".

According to Bellay [23], the potential of dictionaries for the cognitive
development of learners is not satisfactorily exploited by Brazilian teachers for
reasons such as, among others, lack of understanding of the potential of dictionaries,
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and proper understanding of the various types of dictionaries (specialized, historical,
pocket versions, for children etc.). Bellay [23] emphasizes that it is necessary that
teachers be trained to select the proper dictionary for his/ her class, and stimulate their
use. Dargel's findings [24] indicate that teachers underestimate dictionaries as a
valuable resource in activities aimed at developing the students' lexicon in their
mother tongue. Clearly, the same applies to the teaching and learning of foreign
languages.

4.2 Assessment of the Dictionaries

As explained in 3.2, analyses of the apps took into consideration their constitutive
elements, usability, graphics and quality of the content (extension and variety of
definitions, for instance).

Fig. 3 shows that, of the three monolingual Portuguese dictionaries, Priberan and
InFormal received similar scores for "good" (37% and 47%, respectively). However,
for "very good", Dicionario Informal received the highest score - 19%, while
Priberan got 9% in this classification. Some of the positive remarks students wrote
about Dicionario InFormal include: "interesting", "comprehensive", "easy to handle",
"well structured", "the most complete of the three". Justifications for classifying this
app as "fair" or just "good" are illustrated by these comments: "you must be careful
with some of the definitions", "just basic, it can be improved", "no examples in
sentences".

W Poor = Fair = Good m Very Good

Priberan InFormal Porto Editora

Fig. 3. Ranking of the Portuguese Language apps.

The following graph shows results for the bilingual English-Portuguese dictionary
apps.
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wPoor = Fair = Good = Very Good

Bravolol Ascendo Huang Tiancheng

Fig. 4. Ranking of the bilingual dictionary apps.

Figure 4 shows that the Ascendo Dictionary received the lowest rates (bad: 44%;
fair: 33.3%; good: 22%; 0% for very good). No positive statements were written for
this app. Some students justify their evaluation of Ascendo when they say, for
instance: "very poor resources", "poor definitions (only one word)", "bad layout". It
is worth noting that participants, though asked to justify their opinions, did not report
what resources they found missing, and why they did not like Ascendo's layout.
Comparison of the Bravolol and Huang Tiancheng apps is more difficult to be
established, as results are somewhat conflicting. While both apps were equally ranked
for "very good" (11.1%), the highest scores were "good" (55.5%) for the former, and
"fair" (55.5 %) for the latter. Overall results obtained by Bravolol indicate that this
dictionary app was considered as "best" by the investigation participants.

These statements illustrate the participants' perception of Bravolol: "[...] good, but
can be improved"; "presents lots of options"; "the best of the three because it presents
words in sentences"; "presents important features as audio pronunciation”. At the time
of the investigation, the Bravalol app presented the largest amount of graphics and
search categories.

Some of the students' comments on the Huang Tiancheng Dictionary are: "needs
more resources"; "not enough definitions"; "badly organized". One respondent,
though, considered this app as having a "great amount of expressions".

This discussion must take into account that students actually doubt whether these
apps are a good and / or useful substitute for looking up words on a search engine.
Two major reasons given by participants that justify downloading the apps were: (i)
they do not require internet connection; (ii) they present easy-to-find conversational
phrases. Further inquiry is necessary to verify if respondents continued to use these
apps on their smartphones.
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Participants were also asked to select which school level they found more suitable
to start using mobile phones as pedagogical tools. As seen in Figure 5, the majority
agree that mobile devices can be used as early as from 1st grade. Some students
justified their opinion by saying, for instance: "nowadays, children use smartphones

all the time"; "the more contact with language the better", "[...] it is ok as soon as the
child has a certain knowledge of the language".

M Primary School (grades 1 - 5) 0% Primary School (grades 6 - 9) 71% W Secondary School 29%

Fig. 5. Preferable school level for adopting smartphones as pedagogical tools.

The authors did not discuss with participants the many aspects involved in this
issue. Results show, therefore, the perception of a group of young adults - digital
natives who regard their mobile phones as an inseparable item of their lives - not
experts on education or linguistics. therefore their opinion is solely based on their
experience as learners and users of mobile equipment.

In informal conversation with respondents, the authors also observed that they find
it is "useless" to have rules banning use of phones in the classroom, and that teachers
should take more advantage of these tools as well.

Analysis of the answers given in the two questionnaires indicate the following
main conclusions as reported by respondents:

it is not usual in the respondents' learning contexts;

it is useful for searches non-related to school tasks;

it is not a tiresome activity;

it has the benefit of not requiring internet access after downloading;
it is a potential pedagogical resource for children as of 1st Grade.

5 Conclusion

As ubiquitous technologies keep evolving, mobile phones become prevalent
worldwide. These devices possess numerous functionalities, including the possibility
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of downloading educational software to support learning practices in the classroom or
in out-of-school situations. Due to their rich content and features (sound, animation,
encyclopedic information, for instance), as well as the possibility of being collectively
enriched by users' contribution, e-dictionaries tend to become effective and
commonplace tools [18].

This article presented an investigation carried out with a group of undergraduate
students with the main purpose of comparing free-download dictionaries for Android,
i0OS and Windows systems. The survey included questions regarding the students'
habits of using dictionaries in both printed and on-line modes, and critical evaluation
of the apps.

Assessment of the dictionaries was based on their constituent elements, quality of
the content, layout features, easy handling and navigability. Of the 3 monolingual
(Portuguese) dictionaries analyzed by students, Dicionario InFormal received the
highest scores; while Bravolol was rated best among the 3 bilingual (English-
Portuguese) apps.

Participants also expressed their opinions on the potential of the apps for
educational purposes, as well as the school level they find adequate to incorporate
mobile phones into learning activities. Even though respondents admit that consulting
a dictionary on their phones is not a common practice, they do find such devices
useful educational resources. Students stressed the fact that these apps, once they are
downloaded, have the benefit of not requiring access to the internet. Regarding
appropriateness and potential of the apps in different school levels, 71% of the
participants say they should be introduced as of 1st Grade.

The comparative analysis of the apps described in this study, as well as the
investigation on how students perceive them as potential pedagogical tools may
contribute to assist learners and teachers in the selection of which dictionary suits
their teaching and/ or learning purposes. However, because of the frequent evolution
of software, the authors emphasize that the apps analyzed for this study may have
changed in regards to their functions and constituent elements since the investigation
took place.

Future research by the authors includes observation of how dictionaries on
smartphones are used by high school students in classroom language activities
specifically designed for the investigation. We also intend to have the apps shown in
this paper assessed by teachers of Portuguese and English languages.

6 References

1. e-Marketer,http://www.emarketer.com/Article/Mobile-Connections-Brazil-Tipping-Toward-
Faster-Networks/1010186

2. App Annie, http://blog.appannie.com/app-annie-index-market-q1-2015/

3. Jenkins, H.: Convergence Culture: Where Old and New Media Collide. New York
University Press, New York (2009)

4. UNESCO. Policy guidelines for mobile learning. UNESCO, Paris, France (2013),. Johnson,
L., Adams Becker, S., Estrada, V., Freeman, A. NMC Horizon Report: 2014 Higher
Education. Austin, Texas: The New Media Consortium (2014)

5. Johnson, L., Adams Becker, S., Estrada, V., Freeman, A. NMC Horizon Report: 2014 Higher
Education Edition. Austin, Texas: The New Media Consortium (2014)

6. Koole, M. L. A Model for Framing Mobile Learning. In: Ally, M. (ed.), Mobile Learning:



156 H.P.P. Bastos and G.P.F. Machado

Transforming the Delivery of Education and Training, AU Press, Edmonton, Alberta. pp.
25--49. (2009)

7. Churchill, D., Churchill, N. Educational Affordances of PDAs: A study of a Teacher’s
Exploration of This Technology. Computer and Education, 50 (4), 1439-1450. (2008)

8. Liaw, S. S., Chen, G. D., Huang, H. M. Users’ Attitudes Toward Web-Based Collaborative
Learning Systems for Knowledge Management. Computers and Education, 50, pp. 950 -961
(2008).

9. Nesi, H. Dictionaries on Computer: How Different Markets Have Created Different
Products. In: Symposium on Language Learning and Computers. Chemnitz University
of Technology (1998)

10. Johnson, L., Adams Becker, S., Estrada, V., Freeman, A. 2014 NMC Technology Outlook
for Brazilian Universities. A Horizon Project Regional Report. Austin, Texas: The New
Media Consortium (2014)

11. Koole, M. L.; Ally, M. Framework for the Rational Analysis of Mobile Education (FRAME)
Model: revising the ABCs of educational practices. In: The Networking, International
Conference on Systems and International Conference on Mobile Communications and

Learning Technologies. IEEE. pp. 216--216. (2006)

12. Palfrey, J; Gasser, U. Born Digital: Understanding the First Generation of Digital Natives.
Basic Books, New York (2008)

13. Stockwell, G. Investigating Learner Preparedness for and Usage Patterns of Mobile
Learning ReCALL 20 (3), pp. 253--270, (2008)

14. Dias, J. Cell Phones in the Classroom: Boon or Bane? C@lling Japan, 10(2), pp. 16-22,
(2002)

15. Engel, G.; Green, T. Cell Phones in the Classroom: Are we Dialing up Disaster? Tech
Trends 55 (2), pp. 39--45, (2011)

16. Biderman, M.T.C. Dicionarios do Portugués: da Tradigdo a Contemporaneidade. Alfa
Revista de Linguistica, 47(1), (2003), http://seer.fclar.unesp.br/alfa/article/view/4232

17.Rangel, E. de O.; Bagno, M. Dicionarios em Sala de Aula. Brasilia, DF: Ministério da
Educagdo, Secretaria de Educag@o Bésica. (2006)

18. Lan, L. The growing prosperity of on-line dictionaries. English Today 83(3), pp. 16--21,
(2005).

19. Lew, R. Dictionary Users in the Digital Revolution. International Journal of Lexicography,
27 (4), pp. 341--369, (2014)

20. Zarei, A,A,. Gujjaar, A.A. The Contribution of Electronic and Paper Dictionaries to Iranian
EFL Learners' Vocabulary Learning. International J. Soc. Sci. & Education. 2(4), pp. 628-
635, (2012)

21. Leffa, V. J. O Uso de Dicionarios On-line na Compreensdo de Textos em Lingua
Estrangeira VI Congresso Brasileiro de Linguistica Aplicada. Belo Horizonte: UFMG.

(2001)

22. Schuler, C. Pockets of Potential: Using Mobile Technologies to Promote Children's
Learning, New York: The Joan Ganz Cooney Center at Sesame Workshop. (2009).
http://www.joanganzcooneycenter.org/wp-content/uploaads/
2010/03/pockets_of potential 1 .pdf/

23. Belay, R. O Uso do Dicionario por Alunos de Escola Publica no Brasil Comparado ao Uso
de Dicionario por Estudantes na Espanha. In: Revista FACEVV, Vila Velha, ES, n.5, pp.
107--117, (2010)

24. Dargel, A. P. T. P. A Utiliza¢@o do Dicionario no Ensino do Léxico. In: Ave Palavra
(UNEMAT), v. 6, p. 58--68, (2005)



Collaborative Learning supported by mobile devices:
A case study in Portuguese High Education Institutions

. . ~ .13 .1 L. ~
Fernando Moreira'?, Maria Joao Ferreira =, Carla Santos Pereira’, Natércia Durao!,

! Universidade Portucalense, DEGI, Rua Dr. Antdnio Bernardino de Almeida, 541,
4200-070 Porto, Portugal
21JP, Universidade Portucalense, IEETA, Universidade de Aveiro, Portugal
3 Centro Algoritmi, Universidade do Minho, Portugal

{fmoreira, mjoao, arlasantos, natercia} @upt.pt

Abstract. Collaborative learning has been getting more importance in
educational environment as one type of mobile learning application. In this
learning environment there are a shift of learning approach, i.e. in a traditional
approach the focus is on the teacher and in static and repetitive contents,
oppositely with a collaborative learning the learn is centered in the students
where they have a critical apprehension of contents that goes beyond the
classroom, students could learning in different places. Learning supported by
mobile technologies is becoming a new approach towards education, and it is
single in the way that offers opportunities to learn anywhere and anytime. This
paper introduces the foundations of collaborative learning supported by mobile
technologies as well as presenting and analysing the evolution of collaborative
learning supported by mobile devices in Portuguese (North region) Higher
Education Institutions between 2009/2010 and 2014/2015.

Keywords: Mobile learning, Collaborative learning, mobile devices, anywhere,
anytime.

1 Introduction

Mobile technologies, particularly Tablets and Smartphones, are quickly becoming
powerful technologies enough to override personal computers in several tasks with
the advancement of wireless and mobile technology. While these technologies has
dramatically transformed our society in the way we communicate, create, retrieve and
share information, collaborate and socialize each other, the application of these
technologies is still relatively young [1].

Mobile learning has become a research field of interest of practitioners in the
different phases of education to facilitate learning in different contexts [2]. The key
aspects of this interest are the growing importance and their use, in the day-by-day, of
students in the most several activities, and the increasing portability of these
technologies, as well as the reduction in their cost and services [3].

Learning supported by mobile technologies is becoming a new approach towards
education, and it is single in the way that offers opportunities to learn anywhere and
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anytime [4], [5]. On the other hand, collaborative learning has long been believed to
hold great value for education, but creating a collaborative learning experience inside
and outside of the classroom is a challenge with which teachers continue to struggle,
since there are several obstacles e.g. their own preparation for the introduction of this
learning approach [6]. Additionally, there are no consensuses in interpreting
collaborative learning. Since, it varies in focus according to the literature (see section
2.1). However, new educational application - educational apps [7] have, at least in
some contexts, begun to transform the way teachers teach, students learn, and teachers
and students interact.

This work analyses the evolution of mobile technologies in Higher Education
Institutions (HEI) in Portugal (North region) between 2009/2010 and 2014/2015,
being an evolution of the work [8] analyses and discusses more general results.

The paper is structured as follows. Section 2 critically examines previous
definitions of collaborative learning and mLearning and comes up with a definition
that seems best to serve the learning of individual and collaborative mLearning.
Section 3 presents the state of the art in collaborative learning with mobile devices in
Portugal in HEIL Section 4 presents the methodology. Section 5 summarizes the
results and discussion of the research and lastly, section 6 presents the study
conclusions.

2 Background

In this section, are considered some of the current pedagogical paradigms that support
learning, with particular emphasis on collaborative learning, whose aim is to
demonstrate the potential that this paradigm has in the use of mobile devices.

2.1 Collaborative learning

The current educational paradigms aim to motivate students to learn, with the help of
teachers, technology and other students, which would potentially contributed to the
effective development of their academic and/or professional activities [9]. These new
educational views are closely related to the pedagogical theories [10], [11], such as
the constructivism [12], the behaviorism [13], the situated learning [14], the problem-
based learning [15], the learning-oriented context [16], the social learning [17] and
the collaborative learning [18].

According to Panitz [19] collaboration is an interaction philosophy and a personal
lifestyle. In this context, it is possible to state that the collaborative learning is more
than a classroom approach; it is a way to deal with people that respect and emphasizes
individual skills and contributions of each member of a group. All group members
share responsibilities and authority, thus giving a more active role to stakeholders in
the learning process.

According to Harasim, Calvert, and Groeneber [20] collaborative learning is an
oriented approach that promotes a dynamic and collaborative participation, promoting
a greater cognitive development when compared to individual activities. The great
challenge is to develop a culture of participation and responsibility of those involved
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in learning. That involvement is established through the formation of groups or
learning communities.

Additionally, Wiersema [21] points out that a more efficient learning, as well as a
more efficient work, is collaborative and social rather than competitive and isolated.

To Stahl [22], the process of social sharing on what is understood by the group,
central phenomenon of collaboration, could be studied through collaborative
negotiation sequences, during the interactions between the participants of the working
group.

Group learning can be interpreted in several ways: (i) presential or virtual learning;
(i) synchronous or asynchronous. This type of learning allows the effort made by
learners can be fully together or through the division of tasks. Therefore, the practice
of collaborative learning may assume multiple characterizations, although there might
be dynamics and results of learning to each specific context, namely when the means
used are diverse, from the personal computer to the mobile devices.

The collaborative learning [23] is part of a set of pedagogical trends: (i) Movement
of the New School; (ii) Theories of Genetic Epistemology of Piaget; (iv) Socio-
cultural Theory of Vygotsky and; (v) Progressive pedagogy.

According to the same authors the pedagogy of the New School the Progressive,
together with cognitive theories formulated by Piaget and Vygotsky, generate the
foundations of collaborative learning, which have led to the movement of classes
focused on the teacher, with static and repetitive contents for classes focused on the
students and a critical apprehension of contents.

2.2 mLearning

Mobile Learning (mLearning) concept is not new and, it is important to
understand/analyze its evolution. For example, Viteli [24] finished his article, written
15 years ago, with the following statement: “The concept of mLearning is yet very
unknown. On 15th of September 2000 the Google provided 40 links to mLearning and
29.900 to eLearning.”, while Costa and Xavier [25] by performing a search on
Google in July 2014 found approximately 252 million links to eLearning and 231
million links to mLearning.

mLearning can be defined as a way of learning that makes use of mobile
communication technologies and gives to the students the capacity to learn anywhere
and anytime. This definition is based on the definition presented by [26] “Any sort of
learning that happens when the learner is not at a fixed, predetermined location, or
learning that happens when the learner takes advantage of the learning opportunities
offered by mobile technologies.” Mobile learning can be defined as the learning that
occurs linked to mobile devices [27]. Mobile devices include mobile equipment
(Laptops, Tablets and Smartphones) which have been undergoing a very strong
evolution from the point of view of capacity, reliability and, at a more economic
perspective, a great reduction in prices. They have come to endow their installations
with wifi networks, which by on the one hand, promoting and fostering the use of
those devices and, on the other hand, allow the evolution of the teaching-learning
process (TLP).
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mLearning, according to Traxler [28], offers five features that potentiate new
learning opportunities: (i) contextual learning allows students to respond and react to
experiences lived in different contexts; (ii) located learning, learning occurs in the
applicable environments; (iii) the authentic learning, with tasks directly related to the
objectives that want to reach; (iv) the conscious learning of the context in which is
informed by the history and objectives; and (v) personalized learning, that is, directed
to the preferences of each student.

Contrary to other kind of learning activities, the TLP with mobile devices began
with the assumption that students are always on the go and have activities in line with
the context in which they are. In this context, Looi, et al. [29] argue that mobile
devices provide the integration of education in school and beyond, with continued
learning experience. In the same direction UNESCO [30] has prepared its guidance
projects for mLearning and recognizes the value of mobile technology is significantly
higher when students continually learn from their mobile devices (BYOD - Bring
Your Own Device) as ubiquitous mediators between types of learning, for example
collaborative learning.

3 State of the art

According to the literature the use of mobile devices for educational purposes using
different methods and devices has been conducted around the world. All across the
globe, students from elementary school through high school are increasingly engaging
with advanced wireless devices to collaborate with peers, access rich digital content,
and personalize their learning experiences. Always-on, always-connected,
Smartphones and Tablets provide today’s students with a ubiquitous gateway to a new
ecosystem of information, experts, and experiences, regardless of the physical assets
and resources in their own communities.

Baran [31] presents a study with a review of research on mobile learning in teacher
education where 37 papers were analyzed. In the analysis the following categories
were considered: subject domain, type, method, data sources, reliability, validity and
trustworthiness report, mobile technology used and country context. From this study it
was possible to conclude that there is no study on mobile technologies in education,
particularly in Higher Education Institutions in Portugal (North region), thus making
it relevant and justified.

4 Research methodology

The purpose of this section is to describe the procedures used to collect data that are
the basis for this research. The main feature of the scientific method is an organized
research, strict control of the use of observations and theoretical knowledge. The
present study was based on quantitative research methodology.

For the present study, we used the methodology of quantitative research, since it is
more appropriate to determine the opinions and attitudes of the respondent based on
structured questionnaires. In this approach, data is collected through structured
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questionnaires, and clear goals in order to ensure uniform compression of the
respondents and a consequent standardization of results.

The method of the questionnaire, according to [32], is recommended when you
want to know a population, to analyze social phenomena and, in cases where it is
necessary to inquire a great number of people about a certain subject. The
questionnaire before being delivered was subjected to the evaluation of four experts in
the field. The objective of this study was to obtain answers that will measure the
influence of the utilization of mobile devices in HEI. The quantitative study was
based on a questionnaire with 16 questions (Q1-Q16). As a matter of space we will
just present the analysis of the comparison between two questions (Q15 and Q16) and
these results crossed with questions Q1, Q2 and Q3.

5 Analysis and discussion of results

The surveys presented to the students had a few changes depending on the academic
year (2009/10 and 2014/15), since there are some equipment and technologies that
were important in 2009/10 and today are no longer used, for example PDA, or
technologies that are now part of the daily lives of students.

In the survey conducted in the academic year 2014/15 were included questions
related to Tablets and new technological solutions. In this context, the section will be
divided into three subsections, the first one with the sample characterization
information [8], the second dedicated to the use of mobile devices to support learning
(Q15) and the third subsection dedicated to the use of mobile devices supporting
collaborative learning (Q16) through the analysis and discussion of the comparative
study of the common questions of the academic years 2009/10 and 2014/15, as well as
the intersection of these issues with the course (Q1), age (Q2) and gender (Q3). Data
were collected and treated with the use of IBM SPSS Statistics 20.0 software. In this
paper will not show all the results obtained due to the number of pages limitation.
Thus, the results of Q15 and Q16 questions will be presented as well as its
intersection with the characterization questions (Q1, Q2 and Q3).

5.1 General characterization

The study sample consists of 151 students in the 2009/10 academic year and 273
students in the academic year 2014/15, distributed among the courses Electrical and
Computer Engineering (from now on will be referred to throughout the text as
Engineering), Economics/Management and Law in HEI in the north of Portugal. Age-
related question (Q2) revealed some differences between the two academic years of
study (20109/10 and 2014/15). For example, while in 2009/10, the percentage of
students aged 18 years was 4.6% in 2014/15, the percentage passing to 25.3%. In
contrast, the trend in higher class (> 20 years) has a reversal of the proportions, i.e.,
45.7% and 28.9%, respectively. In both academic years the percentage of female
students is approximately 60% (Q3).

The distribution of students attending the courses (Q1) is as follows: in the
academic year 2009/10 responded to the survey 21.85% of law students, 40.40% of



162 F. Moreira et al.

students of Economics/Management and 37.75% of students engineering; while in the
academic year 2014/15 responded to the survey 28.94% of law students, 34.80% of
students in courses Economics/Management and 36.26% of engineering students,
with a clear trend of using mobile devices in TLP.

5.2 Mobile devices to support learning

Evaluating the answers to the question "Do you consider come to use mobile devices
to support learning?" (Q15) is prevalent in both academic periods, the percentage of
students who responded positively. Should be highlighted that is even more apparent
the percentage of positive responses in the period 2014/15 to 93.4% of "Yes" against
87.3% in the previous period (2009/10). The positive prevalence is relevant whatever
the frequented degree (with particular regard to the period 2014/15). Therefore, when
we perform Chi-square test to assess whether there is association between the
questions and the course we conclude that there is no significant association (p-value
= 0.343 and p-value = 0.912, respectively). It seemed so interesting to analyze
whether there are differences of opinion on this question by student course area.
Considering the areas - Science and Humanities Courses, the results are in Tables 1-2.

Table 1. Frequency of use of mobile device by Course area (year 2009/2010).

Science Humanities Total

courses courses

No 13 6 19

68,4% 31,6% 100,0%

11,1% 18,2% 12,7%

Yes 104 27 131

79,4% 20,6% 100,0%

88,9% 81,8% 87,3%

Total 117 33 150
78,0% 22,0% 100,0%

100,0% 100,0% 100,0%

Table 2. Frequency of use of mobile device by Course area (year 2014/2015).

Science Humanities Total

courses courses

No 13 5 18

72,2% 27,8% 100,0%

6,8% 6,3% 6,6%

Yes 179 74 253

70,8% 29,2% 100,0%

93,2% 93,7% 93,4%

Total 192 79 271
70,8% 29,2% 100,0%

100,0% 100,0% 100,0%
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By observing the two tables above and performing Pearson Chi-square associations
with continuity correction (p-value = 0.434> 0.05 and p-value = 1.000> 0.05,
respectively) found that there are no differences of opinion by areas of knowledge.

We also performed an analysis in order to assess whether there were differences in
the opinion of students according to their gender concluding that in both periods are
predominant positive responses, regardless of gender. Finally, we find it of interest to
assess whether age (group 1 - 18/19, and group 2 - 20 years or more) had influence on
the opinion of students on the use of mobile devices to support learning. In both
periods, we conclude that there are no significant differences with values obtained for
the p-value exceeding 0.9, since the predominant "Yes" regardless of age group.

Among the mobile devices we were also assess, for the two periods, if there was an
association between the frequency of use of each of the mobile devices (PDA, Laptop,
Mobile Phone, Smartphone and Tablet) and the Course, using for this the association
test Pearson chi-square (Table 3).

Noted that, regarding the PDA device, this was only assessed in 2009/10 because it
was replaced with more modern technologies, such as the Tablet (only emerged for
evaluating the period 2014/15).

Table 3. Values of the p-value for the crossing of the devices that are more used for the Course.

Academic year Academic year

2009/10 2014/15
Laptop 0,043 0,000
Mobil phone 0,125 0,000
Smartphone 0,257 0,000
PDA 1,809 -
Tablet 0,082

For the school year 2009/10, it is only significant association between the use of
the Laptop and the course, this is because we find that although predominate positive
responses to any course, from among negative responses, is very relevant the value
obtained for the Law degree (21.2% of "No" against the 8.2% and 5.3% for other
courses).

As for the most recent period, we highlight some findings of interest only to the
intersections that revealed the existence of a significant association. In the course of
Engineering, nearly all students use the Notebook (97%) and the Smartphone (87.9%)
and only 26.3% use the Mobile Phone. In the Economics/Management course, Laptop
and Smartphone are also the most used devices though a lesser extent (about 65%).
Already in Law course, the most widely used device is the Laptop (81%), and the
Mobile Phone and Smartphone used respectively by 57% and 55.7% of students.

Finally, comparing the evolution of the use of mobile devices in the two periods,
the verified transition is evident, regardless of course, for the use of a technologically
more advanced device. While the first period was more frequent Mobile Phone use,
the most recent period, the Mobile Phone has been exceeded by the use of
Smartphone (Fig. 1).
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Fig. 1. (a) Evolution of the use of Mobile Phone in the three courses for both academic years
and (b) Evolution of the use of Smartphone in the three courses for both academic years.

5.3 Mobile devices in supporting collaborative learning

Evaluating the answers to the question "Do you consider come to use mobile devices
in collaborative learning environments?" (Q16) predominance of positive responses
("Yes") in any of the periods and whatever the course attended. However, while that
for the school year 2009/10 we conclude that there is a statistically significant
association (p-value = 0.040 <0.05) between the course and the responses to question
QI16, this situation no longer holds for the period 2014 / 15 (p-value = 0.307> 0.05).
The existence of an association in the period 2009/10, was due to the fact that the
percentage of positive responses in the course of Law, though high, (69.7%) was
significantly lower than those obtained for the Engineering (83.6%) and
Economics/Management (90.2%) courses.

Then examined whether there are differences in the use, or not, of mobile devices
in collaborative learning environments depending on the gender of the students. We
conclude that, as to the question Q15 (analyzed above), are prevalent positive
responses, regardless of gender, for both periods. Similarly, we evaluated also to this
question (Q16), whether age influences the opinion of students. Once again, we find
similar behavior to that obtained for the Q15 question, i.e., no significant differences
in both periods (predominance of "Yes" to the two age groups).

So we think it would make sense to evaluate if the answers to both Q15 and Q16
questions were related or not (Table 4). By carefully observing the Table 4 and having
regard to the values obtained for the respective p-value (p-value = 0.000 <0.05 in
both periods), we conclude that these two questions are related in the sense in that
students most consider come to use mobile devices in learning are also the most likely
to consider using these devices in the collaborative learning (the same kind of
behavior is found for those who do not consider come to use).

Table 4. Crossing of the questions Q15 and Q16 for both academic years.

2009/10 2014/15
Q16 Q16
No Yes Total No Yes Total
Q15 No 16 3 19 13 5 18
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84,2% 15,8%  100% 72,2% 27,8% 100%

64% 24%  12,8% 52,% 2,0% 6,6%

Yes 9 121 130 12 241 253
6,9% 93,1%  100% 4,7% 95,3% 100%

36% 97,6% 87,2% 48% 98% 93,4%

Total 25 124 149 25% 246 271
16,8% 83.2%  100% 9.2% 90,8% 100%

100% 100%  100% 100% 100% 100,04%

6 Conclusions

Collaborative learning seems to be a learning innovation whose time has come. It will
make a student actively engage in building their own knowledge. Basically,
collaborative learning supported by mobile technology allows that on one hand the
students have access and share materials and acquire skills that promote working in
group and sharing ideas and knowledge.

In a collaborative learning environment there are a shift of learning approach, i.e.
in a traditional approach the focus is on the teacher and in static and repetitive
contents, oppositely with a collaborative learning the learn is centered in the students
where they have a critical apprehension of contents that goes beyond the classroom,
students could learning anywhere and anytime.

In order to understand the developments in the use of mobile devices in higher
education in Portugal ((North region) a research was carried out in two separate
academic years, separated by five years (2009/2010 and 2014/2015), in very
heterogeneous courses (Law, Management/Economics and Engineering). As
previously discussed the result clearly shows a high growth rate of the use of mobile
technology and the collaborative learning supported by these technologies in higher
education institutions in Portugal (North region) just like other countries already
studied.

The goal of future work within the same target (higher education institutions in
Portugal — North region) is to identify and analyze the introduction of mobile
technologies and tools in the teaching/learning process and its advantages and
disadvantages. Additionally, we will study how HEIs are promoting courses or course
contents specifics for mobile learning.

Portugal — North region) is to identify and analyze the introduction of mobile
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Abstract. Data produced by the use of mobile devices (smartphones and
wearables) can be used to obtain patterns and indicators of user behavior. This
paper focuses on obtaining sleep-related indicators to apply them in educational
settings. Initially the most relevant indicators defined in the literature and
available in existing mobile platforms are studied. Based on them, we propose
new indicators that can be calculated automatically and transparently analyzing
the data generated by mobile device sensors. The ultimate goal of these
indicators is to facilitate the construction of software services (recommenders
and detectors of risk situations) to improve the learning processes of students.

Keywords: learning analytics, sleep pattern, wearables, smartphones.
1 Introduction

Wearables are bound to the quantification of people's daily activities and vital signs.
This trend can be primarily observed on sports fields, healthcare or lifestyles. The
calories consumed or the exercise routines are indicators used to extract a first
approximation of how healthy are the habits of a person.

In this article we focus on a new field of application of these techniques and
technologies: education and learning. Scientific studies have shown the influence of
biometric variables (activity level, stress level, exercise routines, sleep patterns, etc.)
on health, academic achievement and student learning. These variables are useful
indicators to predict the behavior of a student and identify potential problems in the
course of their learning. However, the calculation of these variables usually requires
active participation by the user. But, the popularization of mobile devices, opens new
chances to collect data and calculate variables easily and automatically.

Among all the available features related to education and learning our piece of
research is focused on sleep. In the literature the variables or indicators focusing on
sleep have always had special importance. There are research projects that study the
relationships between these variables and cognitive/learning processes indicators:
relationship between student motivation and sleep in class [1]; the impact of sleep
deprivation in performance [2]. Some pieces of research show in a positive correlation
between sleep quality and academic performance [3]. Similarly, other works observe
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a positive relationship between alterations of sleep rhythms and levels of care when
working with high level of concentration, like the study of a subject [4; 5].
Nevertheless, other authors didn’t find any correlation between sleep and academic
performance [6].

The aim of this work is to identify indicators of sleep that can be calculated
automatically and transparently to the user. The key idea is to take advantage of the
features of wearables and smartphones related to autonomous operation and variety of
available sensors. The results will be used to provide students information about their
sleep habits (to estimate how well you slept, to warn of possible high degree of
fatigue, to detect a pattern of rest, to assess their chronotype, etc.), and otherwise
facilitate the construction of alert services and recommendation facilities (e.g. to
present a plan of personalized study).

The paper is organized as follows. In the next section sleep indicators in the
scientific literature are reviewed. Section 3 analyzes the sensors present in the most
popular mobile devices and the possibility of calculating the indicators found in the
specialized literature using data from their sensors. As long as the calculation of these
indicators involves several issues, in Section 4 some new indicators are proposed.
Finally, in Sections 5 and 6 some initial results and conclusions of this work are
presented.

2 Sleep Indicators in the Scientific Literature

In the scientific literature various proposals for indicators of sleep and ways to
measure them can be found. A priori there are two types of techniques for obtaining
the values of indicators: i) subjective tests, where the person fills test questions based
on their memories; and ii) objective tests: clinical test where an expert makes some
tests in a specialized center, and then fills the test questions. The main advantage of
the first technique is that it does not require many resources. Its main drawback is the
lack of rigor in the answers.

Many pieces of research about the detection of sleep indicators can be found in the
scientific literature. We focused on the most relevant ones taking into account its
internal consistency, widespread recognition and use in clinical studies. From all of
them, we have chosen the following ones:

- Sleep Quality Index (SQI) using test of Pittsburgh Sleep Quality Index
(PSQI) [7]. This test is a subjective questionnaire that assesses sleep quality and
disturbances over a 1-month time interval. It consists in 19 questions and has a
Cronbach alpha coefficient of 0.83, a sensitivity of 89.6% and a specificity of
86.5%. It makes a very good measurer. The variables used in this indicator are
reflected in the Table 1.

- Sleepiness test. Different methods have been proposed to calculate this value,
both subjective and objective:

o Sleepiness scale of Epworth [8]. This test is an instrument used to
measure average daytime sleepiness. It consists of 8 questions. It has a
high Cronbach alpha coefficient in the range of 0.73 to 0.88.
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o Multiple Sleep Latency Test (MSLT), Maintenance of Wakefulness
Test (MWT) and OSLER test [9]. The MSLT is an objective test, the
people is observed in a room for performing a number of micro-sleeps.
The MWT and OSLER tests study the ability of the person to stay
awake at a low stimulation. The common variables in all of them take
into account the start and end of the sleep period and testing, and their

REM periods.

Table 2 contains the variables used in these tests.

- Chronotype calculated using the questionnaire morningness-eveningness
Horne and Ostberg [10]. This test is a subjective questionnaire to determine
morningness-eveningness in human circadian rhythms. It consists in 19
questions. It gets the time chosen by the user to sleep if shall enjoy complete
freedom to choose it. In addition, the test also inquires about the periods in which
the subject believes it has increased performance and welfare for detect his
chronotype. The variables used in this test are presented in table 3.

We made a summary table 4 containing all the variables in a simplified form to
facilitate the study of the variables in the tables 1, 2 and 3. Some purely perceptual
variables are ignored, such as "Perceived sleep quality user" and the variables that
correspond to the same measurements but in different contexts have been unified (for
example "Fatigue level after awaking" or "fatigue watching TV", "fatigue sitting, after
eating" and similar have been grouped into the fatigue variable). Also in this table is
included the relation between the variables and the indicators.

Table 1. Variables in PSQI.

Variables
1. Bedtime 7. Bad Breath 13. Perceived sleep quality user
2. Fall as sleep 8.  Snoring 14. Drug ingestion
3. Rise time 9. Feel cold 15. Somnolence developing a
4. Real Sleep duration 10. Feel hot activity
5. Awakes 11. Nightmares 16. Mood and energy developing a
6.  Awakes to the toilet 12. Pains in the night activity
17. Number of co-sleepers
Table 2. Variables in Sleepiness test.
Epworth MSLT/TMV/OSLER
Fatigue watching TV 1. Start test
Fatigue in a public place 2. Sleep start
Fatigue as a passenger of a car in silence 3. REM start
Fatigue in a comfortable place 4. End test

Fatigue sitting, talking to another person
Fatigue sitting, after eating
Fatigue sitting in a car waiting for the traffic

Nk wLb -
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Table 3. Variables in Chronotype.
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Variables

Rise time without obligations
Bedtime without obligations
Need alarm
Easy get up
Alert level after awaking
Appetite level after awaking
Fatigue level after awaking
Bedtime without liabilities
Physical exercise between 7 and 8
am

. Time when subject feel tired.

RN kAW =

—_
o]

11.
12.
13.

14.
15.
16.
17.

18.
19.

Time with maximum performance
Level of fatigue at 11 pm.

Sleeping in an abnormal time, when you
awake

Having guard between 4 and 6 am when
sleep

Time with high performance for physical
work

Physical exercise between 10 and 11 pm
Five hours with maximum performance
Time of day with maximum comfort.
‘What perception has its own chronotype

Table 4. Variables in tests used to calculate scientific literature sleep indicators.

Variables SQI ST CT Variables SQIL ST CT

1. Bedtime X X X 11. Ambient temperature X

2. Rise time X X 12. Painlevel X

3. Fall as sleep X 13. Nightmares detection X

4.  Awakes X 14. Drug ingestion X

5. Phases of sleep X X 15. Alert level X

6. Breathing per minute X 16. Appetite level X

7. Blood Oxygenation X 17. Physical exercise & X
Activity

8. Snoring level X 18. Fatigue and X X X
concentration level

9. Noise level X 19. Comfort level X

10. Body temperature X -

3 Smartphones and Wearables for Sleep Detection

This section analyzes the calculation of the scientific literature sleep indicators
using data retrieved from mobile devices. Table 5 shows the available sensors in
smartphones / wearables. This table is the result of the synthesis of data from various
websites of manufacturers and known sources like www.gsmarena.com and
vandrico.com/wearables. It is important to notice that each mobile device includes
only a subset of these sensors, although it is increasingly common to find very
complete smartphones and wearables. Some of the sensors, such as UV sensor, GSR

sensor or brain also are now strange.
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Table 5. Sensors in smartphones/wearable.

Environmental sensors Biometric sensors
GPS Heart Rate (HR)
Accelerometer / pedometer Respiration rate
Gyroscope Saturation oxygen (SpO2)
Compass (magnetic sensor) Galvanic Skin Response (GSR)
Light sensor Body temperature sensor
Proximity sensor Brain sensor
Pressure sensor / barometer Fingerprint sensor
Temperature sensor Gestures detector
Humidity sensor
UV sensor
Microphone
Camera

After an analysis of the variables identified in Table 4 and from data collected by
the sensors available in mobile devices, we have compiled Table 6. This table shows
the sensors that can be used to calculate the different variables.

Table 6. Sensors used to calculate the variables of sleep.

Variables Indicator Sensors
Bedtime/Rise time/Fall as ICSP Accelerometer
sleep/Awakes/Phases of sleep Chronotype
Breathing per minute/Blood Oxygenation ICSP Respiration rate/SpO2
Noise level/Snoring level ICSP Microphone
Body temperature/ Ambient temperature ICSP Body-temp/

Temperature/Humidity
sensors
Physical exercise and Activity Chronotype  Accelerometer/HR/SpO2/
Respiration rate/GPS
Fatigue and concentration level/Comfort ICSP Accelerometer/Brain
level/Alert level Chronotype  sensors/GPS/Respiration
rate/SpO2/HR

Subsequently several conclusions are reached:

1. No solution was found to calculate 4 of 19 variables: pain level (12), nightmares
detection (13), drugs ingestion (14) and appetite level (16).

2. To answer some of the questions used in the tests, it is necessary to know the
context in which they occur. Table 7 shows how to get information about some of
these contexts.

3. For the ICSP indicator we can approximate the response of a total of 14
questions, these questions correspond to variables 1-10 and 13-15 present in the
table 1. Therefore, only 26% of the test has a subjective character.

4. The indicator of sleepiness both in objective and in subjective versions becomes
too complicated to get through sensors. In the first case the importance of the
moment of measurement is very high, for example data like “reading" or "co-pilot
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is sitting” is very difficult to obtain. In the second case the objective tests have a
rigorous execution order that the use of sensors could replace but not in an
automatic way.

5. Replacing part of the questions raised in the Horne and Ostberg test is also
problematic. However, the use of sensors, such as a sensor Brain, would provide
answers to 13 out of 19 questions, corresponding to the variables 1-3, 5, 7-10, 12-
14,16 and 18. Only 32 % of the questions could not be calculated.

Table 7. Device utilities used to calculate the variables of sleep.

Context Indicator Utilities / sensors needed
Obligations or scheduled tasks, ICSP Analysis of the user's calendar: it is
holidays, medicines a day Chronotype not an analysis extracted directly from

a sensor, it is obtained from the app
available in the vast majority of

devices
Detection of the use of the alarm /  Chronotype The analysis of mobile / wearable be
Number of postponed alarms provided if there are any active alarm

and whether it has postponed

In addition to the previous analysis, there are several applications on the Android
and i0OS markets for analyze sleep specifically. But We focus on wearables for its
advantages in individually collect data and comfortable.

In wearables, we find companies as Fitbit, Microsoft Band, etc. They have
applications to collect information through their quantify bands. They provide
information on the start and end of sleep, number awakes, time to fall asleep, HR
throughout the nigh, and efficiency sleep. All these applications get this information
using the accelerometer sensor with actigraphy techniques [11]. These companies
have a public API that allows access to the information clearly and automatically.

4 New Sleep Indicators for Education

The results shown in the previous section indicate that total and automatic collection
of variables is difficult. At this point we decided to propose our own indicators. The
goal is to support learning and education. A main requirement is that they have to be
calculated from mobile and wearable sensors data, exclusively, without any active
participation by the user. To do it, we try to combine variables of the questionnaires,
with sensors and variables generated by sleep analyzer applications. Wrist wearables
were selected in accordance to its comfort, profusion and growth potential in the
coming years [12]. Sensors selected are: the accelerometer and the HR because they
are the more common sensors in wearable devices of the major market actors:
Google, Apple, Microsoft, Fitbit and Jawbone. The body temperature sensor is
considered important to provide more exhaustive indicators, but currently it is not a
common sensor and its use is optional.
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4.1 Quality sleep

This indicator uses the 4 fields included in the PSQI. The goal is to provide an

estimation of how well the student has slept. The variables are related to the time he

has slept, time to fall asleep, the time of awakened, the number of hours actually
asleep, the number of times it has awakened and the average body temperature.

The 4 fields are considered under specific sub-indicators. Each sub-indicator is
calculated separately and related through constants of relevance. The level of
disturbance is discriminated, because it has less data than those present in the PSQI
sleep disturbance component. The result is a value between 0 and 100. From this
indicator we can estimate patterns of sleep and generate alerts based on the calculated
value. Message to the student: “You need to sleep more!”

- Sleep Latency. Time fall asleep.

o Range: [ t<60, 60-31, 30-16, 15>=t].
o Score[0,1,2,3].
- Sleep duration. Time in bed.
o Range: [h<5,5-6.1, 6-7, 7<h].
o Score: [0,1,2,3].

- Efficiency. It is the relation between sleep time [light + relaxed] and sleep
duration.

o Range: [p<65%, 65%-74%, 75%-84%, 85%<=p]
o Score: [0,1,2,3]

- Disturbance level. It relates the number of times the person has awakened and
the average body temperature, if any of these parameters has no data the result
will not be weighted by 2.

o Number of awakes.
= Range: [n>=3,2, 1, 1>n]
=  Score: [0,1,2,3]
o Average body temperature.
= Range: [t<=30, 30-33, 33-35, 35-36, 36-37,37-37.5, 37.5<t]
= Score: [0,1,2,3,2,1,0]
3 . 3
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4.2 Sleepiness level

This indicator tries to warn the student of a possible state of drowsiness, relaxation
and sleep, during hours of study. The accelerometer is used as a pedometer to detect if
the user is moving or still in class. If he is moving the value of sleepiness is 0.
Otherwise we use the HR (mean values at an interval of 20 seconds) to compare with
the average of the HR_minimum detected along the last 15 days overnight. This value
corresponds to circumstances of maximum relaxation and comfort. If HR is in a
certain threshold the accelerometer is used to know the level of restlessness while
sitting. If the person is not walking the HR is checked in the following way:
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HR < HR min_avg - S=1 2)

. * . —1. .
HR min _avg < HR £ 1.2* HR min _.avg - S=1 (HR_min_avg 1)/0.2 3)
HR > 1.2* HR_min_avg - S=0 )

If the percentage is higher than 0.80, the algorithm checks the accelerometer. If
module values of the accelerometer in the last two minutes are less than 0.5, an
sleepiness alert will be triggered during this period. Message to the student: “Wake
up: You are getting sleep! You may need a break.”

4.3 Basic chronotype

This indicator seeks to identify the student chronotype. This can be used to propose an
individualized study plan during exams, for example. The hours he has slept/raised
taking into account differences between instructional/holidays days and the need to
use the alarm clock will be used by the algorithm. The analysis needs at least a month
of samples and the result corresponds to the estimated student chronotype. We used
part of the questions and ranges in the tests morningness-eveningness. We have
proposed a numerical range on questions such as the “needs clock to weak up”. The
total score is used to get the type of chronotype in Table 8.

Table 8. Score and rank equivalent to chronotype.

Score Type Start Sleep End Sleep

0-4 Definitely evening 02:00-03:00 10:00-11:30
4-16 Moderately evening 00:45-02:00 08:30-10:00
8-12 Neither 22:00-00:45 06:30-08:30
12-16 Moderately morning 21:30-22:45 05:00-06:30

- If the user has needed the alarm clock to weak up during the teaching period.

o Range: [0%-30%, 31%-50%, 51%-80%, 81%-100%]

o Scores: [4,3,2,1]

-  Difference between the regular time and bedtime on school days.
o Range: [0-30 min, 31 min-1 hour, lhour-2hours, 2 hours or more].
o Scores: [4,3,2,1]

- When the student gets up if he has slept several hours later than usual?

o Range: [At the same time and he doesn’t sleep more, at the same time
and he takes a nap, at the same time and he goes back to sleep, two
hours later than usual].

o Scores: [4,3,2,1]

-  The student goes to bed later than 6 a.m., what happened?

o Range: [He sleeps after 6, he takes a nap before and sleep after 6, he
sleeps before 6 and takes a nap after, he only sleep before 6].

o Scores: [1,2,3/4]
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5 Preliminary Results and Applications in E-learning

In this section we present the results of our new sleep quality indicator confronting it
to Microsoft and Fitbit indicators. We have studied two subjects, one with an irregular
profile of sleep and another with a more regular profile, but with abnormal periods.

Fig. 1 shows the efficiency sleep provided by Fitbit (straight line without raises)
and our proposed indicator (line with raises and descents) occurs. The result has been
generated through an inconstant user in her sleep routines involving days with few
hours of rest. Our indicator reflects this behavior, while the indicator provided
directly by the device is practically a straight line.

Fig. 2 shows sleep indicator provided by Microsoft. As in Fitbit, he takes very high
and very similar values. Our indicator has small descents how result of anomalies in
short periods of time. The data used corresponds to a user with a constant pattern but
with small anomalies in his number of awakes and his sleep duration on specific days.
We can use our indicator to detect values under the average level, and detect for this
reason his anomalies in his pattern sleep.

In conclusion and in the absence of more time to validate the indicators, we can say
that the results reflect the benefits of our indicator. It provides values more consistent
with changes in sleep patterns of both subjects, revealing that the relationship between
real sleep and total sleep hours used directly for this wearables is not sufficient.

ko2 W amcianey prcpss

Fig. 1. Comparison chart between Fitbit indicator and indicator proposed.

Fig. 2. Comparison chart between Microsoft indicator and indicator proposed.

6 Conclusions

The use of mobile devices to provide sleep indicators is viable to a long extend. The
mobile devices usually include some types of sleep indicators, but these solutions are
not enough rigorous to support students in educational contexts, for this reason we
present in this article news indicators 100% calculated with mobile devices. They can
be used to prevent restlessness of students and improve their performance and
motivation. You can use the similarity between variables to detect specific sleep
patterns and anomalies, inform students of their level of sleepiness in class and use
the chronotype to create working groups with similar profiles (to match a high
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percentage of hours) or opposite profiles (to work individually and in groups
according to the time zone). This project is in the initial stage of implementation and
therefore further experiments in test environments will complete this study, but this
was postponed for future analysis.
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Abstract. Undergraduate students of a Software Engineering degree must be
able to select the appropriate paradigm to solve a problem. They must also be
able to know the foundations of concurrent and parallel programming. In the
Software Engineering degree taught in the University of Oviedo, both
competencies were assigned to the Programming Technology and Paradigms
course. In this article, we present the approach we followed in the design of that
course to teach object-oriented, functional, concurrent and parallel
programming to second year undergraduate students with basic knowledge of
Java. Due to the time limitations of the course, the proposed design uses one
single programming language besides Java. We describe the most important
challenges we faced and how we addressed them.

Keywords: Programming paradigms, functional programming, concurrency,
parallelism, object orientation, meta-programming, C#

1 Context

In the Software Engineering undergraduate degree taught at the University of Oviedo,
an objects-first approach [1] is followed to teach programming in the introductory
courses. We use the Bluel environment in the first programming course, following the
object-oriented approach proposed by Barnes and Kolling [2]. In that course, the
students learn the basic object-oriented abstractions (classes, objects, methods, fields
and built-in types). In the second semester, the Eclipse IDE is used to develop Java
applications. That second programming course introduces the concepts of inheritance,
polymorphism, dynamic binding, abstract classes, interfaces and exceptions.

A defining factor for many programming courses is the choice of a programming
paradigm. Indeed, half of the six introductory course models identified in the
ACM/IEEE computer science curricula explicitly refer to a specific paradigm:
objects-first, functional-first and imperative-first [1]. The degree mentioned includes a
mandatory course, Programming Technology and Paradigms, taught in the second
semester of the second year. In this course, two main competencies must be obtained:
analyze, design, build and maintain software applications choosing the right paradigm
abstractions; and know the basis of concurrent and parallel programming.

There is no other course that introduces a programming paradigm different to
object-orientation. Besides, this is the only programming course where parallelism
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and concurrency are taught. The course is imparted in the second semester of the
second year, with weekly sessions of theory (2 hours) and laboratory classes
(2 hours): 6 ECTS credits. This is a new course in the degree; it is not an adaptation of
a previous one.

This paper presents the design of a programming course to teach the functional and
object-oriented paradigms, concurrent a parallel programming, and advanced
programming features such as meta-programming. One of the main challenges was
the selection of a single programming language, since the utilization of various
languages seemed to be infeasible in the context of the course. Other issues were the
definition of the course contents (Section 2), choosing a programming language
(Section 3), teaching different paradigms (Sections 4 and 5) and technologies
(Sections 6 y 7). Related work is discussed in Section 8 and Section 9 presents the
conclusions.

2 Course Contents

These are the course contents and a brief description of each unit:

1. Programming paradigms. The main programming paradigms are described. The
students must be able to identify the main abstraction provided by each paradigm,
and its suitability for the nature of a programming problem.

2. The object-oriented paradigm. This unit covers advanced elements of the object-
oriented paradigm (e.g., generics, design by contract and type inference) not taught
in previous courses (Section 4). This unit is also aimed at clarifying the different
elements provided by most object-oriented languages (inheritance, polymorphism,
dynamic binding, encapsulation, information hiding...)

3. The functional paradigm. Students must be able to design and implement
applications in this paradigm, using the suitable elements provided by the
programming language (Section 5). At the same time, he/she must be able to
compare the functional approach with the object-oriented one.

4. Concurrent and parallel programming. Students must be able to know and apply
the basic techniques of concurrent and parallel programming (Section 6).

5. Meta-programming and dynamic typing. Dynamically typed programming
languages have influenced the development of software in the last years [3].
Therefore, this last unit identifies and discusses the distinguishing features
provided by these languages (Section 7).

3 Choosing a Programming Language

One important decision in the design of a programming course is the selection of a
programming language [1]. In this case, the language must provide object-oriented
and functional abstractions, concurrent and parallel programming, dynamic typing
and significant meta-programming features.
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Since the introductory courses use the Java programming language, we first
evaluated its utilization in our course. However, Java has some limitations in the way
generics are implemented [4]. Its type erasure approach [5] involves some well-
known limitations such as not allowing the instantiation of and cast to generic types,
the creation of arrays of generic types, overloading methods with generic parameters
or the usage of built-in types as generic ones.

Regarding the new functional features added to Java 8§, there are some other lacks
that prevented us to use it as the main language for this subject. The most important
one is that Java 8 does not provide functions (or methods) as first-class entities;
instead it provides an automatic conversion of methods to “Functional” interfaces [6].
Java 8 does not provide continuations, lazy evaluation, pattern matching and
comprehension lists either.

Another alternative is the use of a functional programming language such as
Haskell, ML or Erlang. This approach is ideal for teaching functional programming
but it does not cover the advanced features of object-orientation and, with the
exception of Erlang, concurrency and dynamic typing. We also considered the
approach of using different programming languages, depending on the unit being
taught [7]. However, teaching more than one programming language in a 6 ECTS
credit course for second year students might be infeasible. For this reason, we
discarded this alternative.

We finally chose the C# programming language for the following reasons:

— Object-orientation. C# was created as an object-oriented language with advanced
features (Section 4); later it included functional features.

— Functional. C# 3.0 provides functions as first-class entities, lambda expressions,
closures, a form of continuations and comprehension lists (Section 5).

— Concurrency and parallelism. Multi-threaded applications can be created with
asynchronous message passing and explicit thread creation. Data and task
parallelization is supported by TPL (Task Parallel Library) and PLINQ (Parallel
Language Integrated Query) (Section 6).

— Dynamic typing, included in C# 4.0 with the dynamic type (Section 7).

— Meta-programming features, including introspection, structural intercession and
dynamic code evaluation (Section 7).

— Standardization in the ECMA [8] and ISO [9] organizations, and implementations
for Windows, Mac and Linux operating systems.

— Widely used in both professional and academic contexts, being in the fourth
position of the Tiobe language popularity ranking (September 2015) [10].

— Its syntax is similar to Java, shortening the learning curve of Java students.

Even though C# was the selected language to teach the course, we keep comparing it

with Java every time a feature is explained. Therefore, the students learn the new

features added to Java8 and strengthen their previous knowledge of this language.

4 Object-Oriented Paradigm

First, this unit strengthens the capability of selecting the basic elements provided by
the object-oriented paradigm: encapsulation, information hiding, inheritance,
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polymorphism, abstract classes and interfaces. Additionally, new concepts are
introduced, such as operator overloading, multiple inheritance, design by contract,
generic methods and classes, bounded generics, annotations and type inference.

In the four first laboratory classes, the students must solve programming problems
using the object-oriented features of C#, with the Visual Studio IDE. Special
emphasis is placed on those C# features different to Java: properties, destructors,
partial classes, utility classes, structs, pass by reference, optional and named
arguments, implicitly typed local variables, extension methods and nullable types.

5 Functional Paradigm

C# allows us to teach the foundations of functional programming, using a syntax
similar to Java —and, thus, known by the students. The success of programming
languages that combine the object-oriented and functional paradigms (e.g., Python,
Scala and C#) has influenced the design of Java, which includes lambda expressions
in its version 8 (JSR 335) [11].

Table 1 shows the correspondence between the main elements of the functional
paradigm and the C# features. C# provides delegates as types to represent methods
and functions (static methods). It also provides predefined function types (Func,
Action and Predicate) to facilitate the development of higher-order functions. C#
also provides lambda expressions that promote to function types. When teaching how
C# represents methods, we compare it with Java 8, that uses “functional” interfaces to
represent methods and adds the new : : operator.

Table 1. Correspondence between the main elements of the functional paradigm and C#.

Functional Paradigm Representation in C#
Functions as first-class entities Delegates
Higher-order functions Higher-order functions
Lambda expressions Lambda expressions
Closures (functions with references to variables outside their
Closures
scope)
Currying Functions must be explicitly curried; operators are not curried
Partial application Of curried functions (not operators)
Continuations With the yield reserved word (generators)
Does not provide a lazy argument passing mechanism, but
Lazy evaluation yield can be used to return collections that are lazily
evaluated (generators)
Pattern matching Not supported
Comprehension lists LINQ (Language Integrated Query)

When lambda expressions refer to variables outside their scope, the environment is
also stored in the function, making up closures. The main difference between C# and
Java is that variables in the store are mutable in the former and immutable in the
latter.

Neither methods nor operators provide implicit currying. However, methods can be
explicitly curried by implementing them as methods that return other methods. Every
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explicitly curried method can be partially applied. C# provides the yield keyword to
support generators: collections that are evaluated lazily. C# does not provide pattern
matching. Comprehension lists are provided with a specific sugared syntax defined
for LINQ.

A typical exercise in functional programming is the development of a Map higher-
order function. Figure 1 shows one possible implementation in C#. Map is a generic
extension method that is added to any collection in the .NET framework:
IEnumerable. That interface is part of the API; extension methods allow adding
method to existing classes without modifying their source code. Map receives another
function as a parameter (func), which is applied to all the elements in the collection.
Since the return statement uses the yield keyword, the collection returned is
evaluated lazily. Each time an element of the collection is used, the execution of the
Map function is restored from the previous yield. Therefore, the function returns
only those elements in the collection that are actually used.

The Magnitude method computes the modulus of a vector (y/x2 + x2 + -+ +x2)
using the widely known Map and Reduce (Aggregate in .NET) functions [12]. The
parameters are two lambda expressions: the first one computes the square of each
vector coordinate; the second one sums all the values in the collection. Notice that C#
infers the types of the parameters in both lambda expressions.

static class HigherOrder {
static IEnumerable<TDest> Map<TSrc,TDest>(this IEnumerable<TSrc> collection,
Func<TSrc,TDest> func) {
foreach (var item in collection) yield return func(item);

¥
static double Magnitude(IEnumerable<double> vector) {
return Math.Sqrt(vector.Map(item => Math.Pow(item,2))
.Aggregate((acc, root) => acc + root));

Y}

Fig. 1. A Map higher-order function used to compute the magnitude of a vector.

As shown in Table 1, the main limitation of C# is that it does not provide pattern
matching. We use F# (the .NET implementation of ML) to discuss this feature. Once
the students understand the functionality of pattern matching, we describe an exercise
to provide a similar functionality in C#, using polymorphism, dynamic binding and
higher-order functions, following the Functional C# approach [13].

6 Concurrency and Parallelism

In the Software Engineering degree mentioned, there is not a specific course on
concurrency and polymorphism. The degree follows a crosscutting approach to teach
these topics in different courses [14]. The present course is the first that teaches the
basic concepts and programming elements. Then, an Operating Systems course
describes concurrency and parallelism topics from the operating system point of view.
Algorithms is another course that requires the understanding of basic concurrent



184 F. Ortin et al.

programming. Finally, a Distributed Systems course applies these topics to the
development of distributed applications.

The proposed course first introduces the basic concepts of process, thread,
concurrency and parallelism. Then, concurrent applications are developed using the
C# asynchronous message passing and explicit thread creation mechanisms [15]. One
of the programming exercises is the concurrent computation of vector magnitudes.
The number of threads is gradually incremented, and each configuration is executed
with one to four cores. Execution time is measured and represented in a graph similar
to Figure 2, displaying the execution times for different threads in a 4-core CPU.

The obtained data is used for different purposes. First, it clearly shows the benefits
of parallelism, and its dependency on the number of cores. Then, the cost of context
switching is discussed; analyzing that execution time with 43 or more thread is higher
than with fewer threads. Finally, the thread pooling mechanism implemented by the
NET framework is also explained.
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Fig. 2. Execution time of the concurrent computation of vector magnitudes, incrementing the
number of threads in a 4-core CPU.

Then, we teach task synchronization mechanisms, race conditions and how to avoid
them with mutual exclusion. The problem of detecting and avoiding deadlocks is also
discussed. These concepts are explained with an imperative object-oriented approach.

We also discuss the benefits of functional programming —referential transparency,
particularly— for algorithm parallelization [12]. The absence of side effects makes
parallelization easier. This fact is first shown with the use of TPL, which provides
data, task and pipeline parallelization using the functional paradigm. We also use the
PLINQ library to show how the functional paradigm can provide a high-level
declarative power to parallelize data processing.

Figure 3 shows an example use of PLINQ to parallelize the computation of vector
magnitudes. The Select and Aggregate methods are the .NET versions of the
classical map and reduce functions [12]. The AsParallel method analyzes the
number of cores of the current CPU and the LINQ query to declaratively parallelize
its execution. If it is not safe to parallelize the query, PLINQ just runs it sequentially.
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static double Magnitude(IEnumerable<double> vector) {
return Math.Sqrt(vector.AsParallel()
.Select(vi => vi * vi).Aggregate((vi, vj) => vi + vj));

}
Fig. 3. Parallel computation of vector magnitudes with PLINQ.

We measure the runtime performance benefit of the parallel version compared to
the sequential one. A discussion is established, concluding that the operations
performed in parallel require very little CPU time. Afterwards, the code in the lambda
expressions is modified to perform more CPU-intensive operations. The performance
benefit of the parallelization is increased, as stated in the Amdahl’s law —which is
then introduced to the students [16].

Throughout this unit, we introduce the Java syntax of those C# features that are
also provided by Java. Particularly, we explain how to create, run and synchronize
threads, and the fork / join framework [17].

7 Meta-Programming and Dynamic Typing

In the last unit, we describe the meta-programming features provided by most
dynamic languages that allow the development of runtime adaptable programs [18].
Different discussions about the differences between statically- and dynamically-typed
languages are established.

C# 4.0 includes a new dynamic type to postpone type checks until runtime.
Therefore, C# provides both static and dynamic typing, facilitating the comparison of
both approaches with the very same programming language [29]. The dynamic type
is first used to explain duck typing [14] and multiple dispatch (multi-methods) [20].

The different levels of reflection are defined [21], showing C# examples about
introspection, structural intercession and limited behavioral reflection [22] with
DynamicMetaObject. Figure 4 shows how fields (Name, Surname and Birthday)
and methods (GetAge) can be added at runtime to an ExpandoObject, using the
limited intercession services provided by C#. The example also shows how the
dynamic type provides duck typing, avoiding the need to use introspection.

In this unit, we also introduce attributes (annotations in Java) and how the
programmer can create his/her own custom attributes. Then, using introspection,
another program analyzes the attributes of an existing assembly (or itself). As an
example, we develop a simple testing framework that inspects a library and executes
all the methods annotated with the Test attribute. After execution, the number of
failed and succeeded asserts are shown.

Finally, dynamic code evaluation is discussed. This is another important feature
used for meta-programming. We use the CodeDOM library to dynamically generate
and evaluate C# code [23]. Figure 5 shows an application asking for the body of a
function receiving a double x parameter. The user can write any C# code to express
the function body. Then, the program generates a new function with the body
provided by the user, invokes that function with the values specified in the From, To
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and Increment text boxes, and displays the returned values (right window in Figure
5).

class Reflection {
static void Main() {
dynamic person = new ExpandoObject();
person.Name = "John";
person.Surname = "Doe";
person.Birthday = new DateTime(1973, 8, 7);
Func<int> getAge = ()=>(int)(DateTime.Now-person.Birthday).TotalDays/365;
person.GetAge = getAge;
Console.Write("{0} {1} is {2} years old.",
person.Name, person.Surname, person.GetAge());

Y}

Fig. 4. Structural intercession in C#.

s Function Representat.. — =
1
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Increment: (1

Fig. 5. Dynamic code evaluation.

8 Related Work

There exist different computer science courses aimed at introducing the main
programming paradigms. The Programming Paradigms course of Stanford University
is one example [7]. This course is available online and, at present, there have been
more than 29,000 students enrolled. The contents include an introduction to
programming paradigms, the imperative, object-oriented and functional paradigms,
concurrent programming, and advanced memory management features. The
programming languages used in this course are assembly, C, C++, Scheme and
Python.

Another example course is the Paradigms of Computer Programming course by the
Université Catolique de Louvain (UCL) [24]. That course covers functional, object-
oriented and declarative dataflow programming. They use the Mozart system that
implements the Oz programming language [25]. Java is also used to teach the object-
oriented paradigm.

The online C# Programming Paradigms course taught by Scott Allen [26] uses C#
to introduce a variety of programming styles. It includes object-oriented, imperative
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and functional programming. Differences between statically and dynamically typed
programming are also covered. Language Integrated Query is another topic of this
course.

The Programming Paradigms course of the Chalmers University of Technology
(Sweden) describes the main programming paradigms [27]. The course covers
imperative, object-oriented, functional, concurrent and logic programming. Different
programming languages are used, including C (imperative), C++ (object-oriented),
Haskell (functional), Erlang (concurrent) and Curry (logic).

9 Conclusions

Teaching the object-oriented and functional paradigms, plus concurrent and parallel
programming in a second-year 6 ECTS course of a Software Engineering
undergraduate degree is an important challenge. Due to the important time limitations
(28 hours of theoretical classes, plus 28 laboratory hours), we decided to choose one
single programming language. After a thorough analysis, we finally selected C#. We
taught advanced features of the object-oriented paradigm, common elements of the
functional paradigm, foundations of concurrent and parallel programming, and the
main distinguishing features of dynamic languages. Throughout the course, the Java
features similar to C# were introduced to the students, extending and strengthening
their previous knowledge of the Java programming language.
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Abstratct. This work focuses on data mining in relational databases, aiming to detect behaviors related
to school dropouts and disapproval by mapping the factors that influence this dropout. This work is
relevant by the fact that the dropout and school disapproval are big factors of concern to all who care
about education in Brasil. At the end of it, we intend to point out the need to implement solutions that
enable access to results dynamically, thus allowing educators can early diagnose the causes of school
dropout and disapproval, and allow for relevant pedagogical actions. This way, we intend to reduce the
school dropout and school disapproval, towards a more efficient teaching and learning process at
brazilian federal education institution named Instituto Federal de Educagéo, Ciéncia e Tecnologia do
Rio Grande do Norte - IFRN.

Keywords: School Dropout, School Disapproval, Educational Data Mining, Machine Learning,
Teaching and Learning.

1 Introduction

The problem of dropout and school failure in federal institutions has generated some challenges to
overcome. The high incidence related to these factors, it has been lived in the practical experience of all
educators that make education in these institutions. It is known in advance that school dropout and school
disapproval are associated with factors such: areas of knowledge of students, educational levels and specific
methodologies of teaching and learning. Therefore, it is intended in this work, apply data mining techniques
in the academic data base in order to map the factors that are associated with dropout and school failure.

The data spectrum used for evaluation or analysis was not restricted to the academic system
database, but also the survey forms applied at the institute, filled in by students and teachers at the end of
each school year. This fact allows for a more comprehensive analysis because it involves multidisciplinary
teams, with important additional aspects, such as the knowledge acquired by the teaching staff with the
interactions with students and their parents, and knowledge acquired by teachers through the school
activities with students.

In the context from multidisciplinarity, the information acquired, can represent both an element of
support in the teaching-learning process as well as provide sources of information for the continuous
monitoring of results obtained by data mining, both by the system specialist, as by the application domain
experts. Furthermore, this information can be very important in building models that can be the basis for
actions to be taken by the teaching staff and education managers in order to avoid or reduce dropout and
school failure.

This work has been supported by FCT — Fundagao para a Ciéncia e Tecnologia within the Project
Scope UID/CEC/00319/2013. This paper aims to map factors that may be associated with dropout and
school failure through machine learning techniques and data mining, with the purpose, allowing proactive
actions to stimulate the students, aiming the continuity of students in their respective courses, and thus it
can mitigate the risks related to dropout and school failure.
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2 School Dropout and Disapproval

The problem of school dropouts in Brazil is not a recent problem, but rather a repeat offender. It
is one, of the factors, that concerns educators and public policy makers in our country. According to the
Ministry of Education (MEC), school dropouts reaches 6.9% in primary and 10% in high school (3.2 million
children and young people, according to data of 2005). There are over 2.9 million students [14] who leave
school a year and return the next, thickening other disturbing content: the level-age distortion.

According to [11] [6], school dropout is what happens when a student fails to attend school and is
characterized early school leaving, and is historically one of the topics that is part of the debates and
analyzes of public education. Several factors can lead to school dropout. Among them, teaching-learning
misapplied by inadequate methodologies, ill-prepared teachers, social problems, neglect by the
government, and so on.

Historically, one of the first works to systematize the dropout of the problem in Brazil was
conducted from a national commission established by Ministry of Education (MEC). The Special
Commission for the Study of Dropout in Brazilian universities came within an institutional assessment
thread context, defined by indicators of the Institutional Evaluation Program of Brazilian Universities
(PAIUB), directed by different educational institutions, specifically the public [14].

Studies prior to this, particularly in the second half of the 80s, emphasized only statistical surveys
and case studies in a fragmented way, carried out by the Ministry of Education initiative and public
universities. However, these studies did not develop the problem in order to create institutional policies,
estimates, administrative and pedagogical actions, that is, side dishes needed to minimize the results [14].
This initiative was a first joint effort of different public higher education institutions (HEI) to systematically
organizing a study that defined a single methodology in order to identify causes and possible solutions to
the problem. The ultimate goals of this committee was to clarify the concept of avoidance, examine the
rates and causes of this phenomenon and standardize a methodology to be employed by the institutions.

The development of the Commission's activities grasps also that, the predominant causes of
dropout were with three rows. The 1st related to students, the 2nd related to courses and institutions and
the 3rd, the more conjunctural order, called "socio-cultural and economic variables". This last is related to
the labor market, social recognition of the chosen career, the quality of primary and secondary education,
socio-economic context and government policies. [14]

In studies of the Special Commission for the Study of Dropout [18], we also find research on the
performance of European universities and North American in a time series from 1960 to 1986. In this
research, the best university system yields was found in Finland, Germany, Netherlands and Switzerland
while the worst results occur in the United States, Austria, France and Spain. According to research, the
United States dropout rates in the last 30 years are around 50%. A similar number is in France where rates
in 1980 were 60 to 70% in some universities. In Austria, in turn, points to a 43% dropout rate, with only
13% of students complete their courses within the time limit [14].

2.1. School Disapproval at the Federal Institutions Network

The term failed means censored, criticized, condemned, as the word failure means disdain, criticism,
contempt. Now the meanings of expressions already reveal by themselves the implications. However, a
trivial excuse to justify the act of reproving is that the student spend another year in that series, seeing again
the contents that could not assimilate, will be more successful, even in his academic life. This is a great
fallacy, because the student who repeats a school year lose motivation, is the embarrassment of being again
in that same school year, either by living with smaller colleagues with different interests [12].

To [10], the rejection is now widely questioned. After all, making students repeat the entire year to see
the same content again is an outdated solution, dresser, expensive and inefficient. Countries with high-
quality teaching and learning found alternatives that work better, through preventive action, such as booster
classes throughout the year. In Finland, teachers are advised to devote more time to students who have more
difficulties. Result: the failure rate is 2% and the primary education completion rate is 99.7%. In Hong
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Kong, when a teacher has more than 3% of students with low performance, a committee will evaluate the
teacher's work.

Data released in accordance with [17], Brazil is one of the countries most disapprove. In high school
the rate reaches 13.1%. Are almost $ 3 billion / year spending beyond what is necessary, only in the final
years of schooling. The worst is that, as shown in qualitative and quantitative research, there is great
relationship between repetition and dropout. No wonder that the study recently published by the "Education
for All" shows that only 54% of young Brazilians manage to graduate from high school up to 19 years. Of
young people between 15 and 17, one in five still in elementary school, accumulating failures. And 15.7%
dropped out, certainly after school failure experiences [17].

The fact that the school failure influence school dropout, justifies the importance of the study of these
topics.

3 Data Mining in Databases

The constant technological advancement has enabled the rise of technologies such as the internet, social
networking, mobile devices, virtual learning environments, sensors to collect different types of data,
telecommunication systems and secondary memory for greater storage capacity. Those are some examples
of features that are making possible the creation and growth of numerous databases of administrative,
scientific, commercial, educational, governmental and social [9].

However, the amount of stored data is closely linked to the ability to extract knowledge of the highest
level from them, that is, useful information that will serve to support decision-making, and / or operation
and better understanding of the phenomenon that generate data [8] [9].

However, the large amount of data analysis by man is impossible without the aid of appropriate
software tools. Thus, it becomes essential to use tools that help man the task to analyze, interpret, and relate
these data, so you can prepare and select action strategies in each application area [8] [9].

Therefore, to meet this context, there is an area called Knowledge Discovery in Databases (KDD),
which is attracting in recent years, considerable interest among the scientific and industrial communities

[9].

3.1. Data, Information and Knowledge

Every moment in this work, we are talking about data, information and knowledge. Therefore, it is
important to note the differences between data, information and knowledge [8].

e Data: they can be interpreted as elementary items, captured and stored by the information
technology resources. They are strings of symbols and do not have semantics (ie, meaning). Its
purpose express real-world facts in order to be treated in the computational context.

e Information: the information represents the processed data, with well defined meanings and
contexts. For example, the monthly borrowing capacity is a calculated information from the
income and monthly expense of each client. In this case, the debt indicates a percentage value as
a financial client can contract loans in relation to their monthly income.

e Knowledge: knowledge corresponds to a standard or set of standards whose formulation may
involve and link data and information. Knowledge can be represented in the form of a conditional
rule (IF <condition> THEN <conclusion>). Another way to represent knowledge is through
predictive trends.

3.2. KDD Definitions

The term KDD was formalized in 1989 in reference to the broad concept of seeking knowledge from
databases. One of the most popular definitions was proposed in 1996 by a group of researchers [5]. An
adaptation of the original definition is shown below:
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Definition 1: KDD is a non-trivial, interactive and iterative process to identify patterns understandable,
valid, new and potentially useful from large data sets.

e The term interactive: It indicates the need for human action as responsible for process control. In
fact, there are usually two human actors involved: the data analyst and domain expert.

e The term interactive: it suggests the possibility of full or partial repetition KDD, in the search for
satisfactory results by successive refinements.

e The term non-trivial: warns of the complexity normally present in the execution of KDD
processes.

e The term identify patterns: according to the definition, the purpose of performing the KDD process
is to identify patterns. A standard is a knowledge representation in the syntactic rules in some
formal language.

e The term understandable: one of the objectives of the KDD process is to produce knowledge that
can be understood easily, thus allowing a clear understanding of the data that gave rise to this
knowledge. One possible technique to accomplish this is to present the patterns in a graphical
manner that facilitates their understanding.

e The term valid pattern: it indicates that knowledge should be true and appropriate to the context
of the implementation of KDD.

e The term new pattern: a new standard to add new knowledge to previously existing knowledge in
the application of KDD. The question of a standard found to be dependent on the new point of
view in the scope of the KDD process or in the user's scope.

o The term useful pattern: a useful pattern is one that can be applied to provide benefits in the context
of application KDD. Namely, the discovered patterns are useful only if they help to achieve the
goal of domain expert.

The patterns extracted in the KDD process can be classified into two basic types: descriptive and
predictive [8].

e Predictive patterns: they are constructed in order to solve a specific problem to predict the values
of one or more attributes, depending on the values of other attributes.

e Descriptive patterns: the centerpiece of descriptive patterns is to present interesting information
that a specialist application domain cannot yet know.

A standard describes facts (and trends) associated with a data set, with any degree of certainty.
Therefore, the KDD process presupposes the existence of a data set. This may involve n attributes, thus
representing a hyperspace (n-dimensional space). The greater the value of n and the number of registers
available, the larger the dataset to be analyzed [8].

The representation of the degree of certainty with which the standards describe a collection of data is
essential to determine how much a system or user can trust these patterns and make decisions from them.
In general, the calculation of the degree of certainty of a standard involves several factors such as, for
example, data integrity, the sample size used in the process, the existence of some knowledge on the field
of application, among others [8].

Definition 2: KDD process consists of a sequence of complex interactions, which extends over a certain
period of time, between a 'user' and a collection of data, possibly aided by a diverse set of computational
tools [3].

In the definition 2, data analyst is always present and intimately involved with every step of the process.
The term heterogeneous set of tools corresponds to the KDD system used by the analyst.

[3] and other authors claim that the interaction of the analyst with the data leads to the formulation of
hypotheses about them. The data analyst view the data as a whole and decide where to explore based on
what he sees in his own experience and knowledge provided by the domain expert. Recently, this type of
professional is known as data scientist.
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3.3. Related areas to KDD

This is a multidisciplinary area and there are already for a long time and originated from several
research areas such as Statistics, Machine Learning, Pattern Recognition, Computational Intelligence
and others.

e Machine Learning: one step in KDD process, the extraction of patterns (or data mining), uses
machine learning methods (ML) to find regularities, patterns or concepts in data sets. Techniques
developed in ML, as the rules of induction and decision trees, connectionist models and learning
based on instances, form the core of the methods used in data mining.

e  Statistics: statistics, together with the Machine Learning area, is considered ancestor of the KDD
area. Pattern recognition techniques and exploratory analysis of data from the statistics are widely
used in data mining algorithms. Data selection and sampling, pre-processing, data processing and
evaluation of extracted patterns are just a few examples of methods widely used in statistics and
which are applied during the process of KDD.

e Database: A database is an integrated collection of data, organized in a way to facilitate efficient
storage, as well as its modification and recovery [4]. It is usually managed by a Database
Management System (DBMS), which corresponds to a collection of procedures and mechanisms
for recovery, storage and manipulation of databases.

e Data Warehousing: Data Warehousing is another area related to the KDD process, and refers to
the process of collection and pre-processing of data stored in one or more operational databases in
order to serve as a source for Decision Support Systems. As a result of this process we have a Data
Warehouse, a collection of integrated data, consolidated and possibly organized in time (historical
data).

3.4. KDD Activities

Activities in the KDD area can be organized into three main groups: activities related to technological
development, KDD process execution activities and activities involving the application of results obtained
in the process of KDD [8].

e Technological Development: covers all design initiatives, development, improvement and
optimization algorithms, tools and assistive technologies that can be used in the search for new
knowledge in large databases.

o KDD Execution: refers to the activities related to the effective pursuit of knowledge in databases.

e Application of Results: has been achieved models of useful knowledge from data set, activities
are focused on the application of the results in the context in which it was carried out the process
of KDD.

3.5. Clustering Algorithm and Analisys Services

The Microsoft Clustering algorithm is a segmentation algorithm provided by Analysis Services
software. The algorithm uses iterative techniques to group instances in a set of data clusters that contain
similar features.

The Microsoft Clustering algorithm, provides two methods for creating clusters and assigning data
points to clusters. The K-means algorithm, a "hard clustering" method. This means that one data point can
only belong to a cluster and that one probability is calculated for associating each data point that cluster.
And the method of Expectancy Maximization (EM), a flexible clustering method. This means that one data
point always belong to multiple clusters, and a probability is calculated for each combination of data point
and cluster.

You can choose the algorithm to be used by setting the parameter CLUSTERING_METHOD. The
cluster standard method is the evolutionary EM.

In EM cluster, the algorithm iteratively refine an initial clustering model to fit the data and determine
the probability of a data point exists in the cluster. The algorithm terminates the process when the
probability model fits the data. The function used to determine the fit is the probability of log data according
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to the model. If empty clusters are generated during the process or the combination of one or more clusters
is below a certain threshold, the clusters with low populations will be propagated again in new points and
the EM algorithm will run again.

4 Data Mining Application in IFRN Database

Are applied data mining techniques on the basis of data available, to detect which the attributes that
are most influencing school dropout and thus draw a profile of the factors that imply the school dropout. It
is known that some factors that influence school dropout, are external to the school environment, such as
relationships with parents, dysfunctional families, and so on, plus the profiled here can be used along with
other factors in order to have a more precise analysis of the problem in question.

First, we did a historical overview about school dropout in IFRN, 2000 to 2013. Figure 1 shows the
percentage of dropouts. The graph in Figure 1 shows that for the campus Natal-Central, in 2000 the dropout
rate was 20.26%, in 2001 was 43.23%, in 2005 was 34.63%. It is observed that the dropout percentage at
Natal-Central campus is always above 15% and in some years more elastic. Without a doubt, it is a high
rate, and worrying, and it deserves a detailed study of it. However, it has other data that also deserves to be
noted. It is the cancellation of enrollment in courses of federal education network.
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Fig. 1. Graph showing the percentage of school dropout per year at Natal-Central campus of IFRN in
years 2000-2013.

Figure 2 shows the evolution of cancellation in enrollment and dropout on campus Natal-Central,
between the years 2000 and 2013. In Figure 2, if we analyze the situation for 2007, we have the total of
students who canceled their enrollment in courses was around 240, and the total number of students who
dropped out of courses was around 650 students. If we add the two factors we have 900 students who
dropped out of their courses in that year of 2007. Therefore, the registration cancellation rate must also be
taken into account in the assessment of the teaching and learning.
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Fig. 2. Cancellation of enrollments at Natal-Central campus of IFRN in years 2000-2013.
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Table 1 shows the failure percentage per subject in 2010. It was done in a filter data to show only
percentage of failure from 40% to 60%. Then see that many disciplines have very high failure rate. And as
was said earlier, the failure rate has implications for the dropout because often may discourage the student
to continue on the course.

Based on the data shown in the graphs of Figure 1 and 2, we have the proof of the high failure
rates and dropout in IFRN, campus Natal-Central. Therefore, it will be applied to the same data set, some
of Data Mining algorithms in order to find something to do in the attributes of the database, you can trace
a profile of failure situations and dropout of our students.

Table 1. A sample of the failure rate in some disciplines in [IFRN for 2010.

Discipline Year Retention  Students %
Practice as Curricular Component 2010 17 34 50
Foreign Language - English 2010 22 44 50
Work Psychology 2010 63 127 49,61
Algorithms and Object Oriented Programming 2010 58 118 49,15
Differential Equations 2010 20 41 48,78
Conservation of energy 2010 17 35 48,57
Web Authoring 2010 228 473 48,2
Techniques of Food Laboratories 2010 66 138 47,83
Cell Biology 2010 18 38 47,37
Informatics T 2010 61 129 47,29
Differential and Integral Calculus II 2010 80 170 47,06
Environmental Biology 2010 23 49 46,94
TCP/IP Architecture 2010 37 79 46,84
General Chemistry and Experimental I 2010 79 170 46,47
Electrical Systems 2010 26 56 46,43
Soil Mechanics 2010 117 252 46,43
Biology 2010 45 97 46,39
Data structure 2010 24 52 46,15
Open Systems Administration 2010 29 63 46,03
Elements of Physics 2010 89 195 45,64
Optical 2010 26 57 45,61
Electricity 2010 232 509 45,58
Digital electronics 2010 81 180 45

Figure 3 shows a network obtained by the application of decision tree algorithm, using the tool
Analysis Services [16] [10]. For this network training was provided as predictive attribute the situation of
the student and the other attributes were defined as input attributes to the algorithm. Also in Figure 3, we
can see the attributes that influence school dropout. So we can draw a profile for school dropout, analyzing
each of these attributes.

The attribute "type of home school", can take the walloons private or public and philanthropic
school. The attribute "income" is the family income of the student, the attribute "efficiency coefficient"
measures the performance of the student in the course, and attributes "media" and "faults" represent the
academic performance of students. The attribute "entry way" indicates how the student entered the course
(ESMS, take selection, transfer, and so on).
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We will use the cluster algorithm for grouping students with similar characteristics in the same
group, and then analyze each cluster to identify the degree of influence of each input attribute shown in
Figure 3 in relation to the predictive attribute "Status = Dropout".

Type of
home school

Family

income

Efficiency
coefficient

Status =
DROPOUT

Fig. 3. Network Decision Tree showing the relationships between attributes. Tool used to create
the chart was Microsoft Analysis Services [16] [10].

Figure 4 shows the graph generated by the cluster algorithm of Analysis Services tool. Cluster
chart shows that the highest concentration of cases of dropout, are precisely those with the most intense
blue color. For this ran was selected in the cluster algorithm configuration, the situation of "Dropout" and
the clusters with fewer cases of dropout, are those with a less intense color.

Thus, the cluster 5, the darker blue color, means that it is having the largest number of dropout and
the cluster 1 has the lowest number of cases of school dropout. Cluster 1 has the highest number of

approved.
=il — cumert

Cluster 8
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Fig. 4. Cluster chart. Tool used to create the chart was Microsoft Analysis Services [16] [10].

Let's look at the cluster 1 and 5 to see which were the input attributes that influence the composition
of them. Figure 5 shows the cluster 1 characteristics, which is concentrated the largest number of approved.
Figure 6 shows the characteristics of cluster 5, which is concentrated the largest number of dropouts.

The cluster 1 shows that the profile of successful students are those with final average above 70,
GPA above 60, coming from public school, live with their parents and brown ethnicity. Observing the
cluster 5 characteristics: it is clear that in cluster formation 5, family income (up to 1 salary) and the
situation (deprecated), appear as factors influencing school dropout. Justifying thus the presence of these
attributes in relation attributes that influence school dropout, as shown in Figure 3.
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Variables Values Probability

Home place Urban ]
Efficiency coefficient 61,6 —100 ]
Situation Approved ——
Type of home school Public state |
Living with Parents ]

Age 9-24 /7
Ethnicity Brown [/ =

Final media 71,3-95,6 ||

Fig. 5 Cluster 1 characteristcs. Tool used to create the chart was Microsoft Analysis Services [16] [10].

Variables Values Probability

Home place Urban ]
Situation Repproved e
Situation_ING Dropout i

Type of home school Publicstate ]
Living with Parents _——
Gender Male =

Ethnicity Brown ]
Family income Up to 1 min. wage e

Fig. 6 Cluster 5 characteristcs. Tool used to create the chart was Microsoft Analysis Services [16] [10].
5 Results and Conclusion

Based on the obtained results show that the dropout rate at Natal-Central campus is quite high,
above 16% for the years after 2010. Another finding, very important, that until then, no one had noticed, is
the index registrations canceled the courses. If we add the dropout index with the index of canceled
registrations, we will have an index above 25%. If we observe that, the IFRN has around 5,000 students,
25% of 5,000 = 1,250 students who dropped out or canceled their registrations annually.

Analyzing the graphics obtained by the data mining algorithms, at first, one can trace a profile for
school dropout as being: students from state schools, with family income up to one minimum wage, living
with parents consequently, they are unemployed or are minors, of mixed race, with the final and very low
yield coefficient. It is known in practice that students entering the public schools come IFRN, arrive with
knowledge far from desired in basic subjects such as mathematics and portuguese, which are fundamental
to have a good performance in those courses. These students face many difficulties to subjects that contain
logic, advanced abstraction and or mathematics such as the technical disciplines of technological area.

Based on this layout profile, one can suggest that the IFRN, Natal-Central campus, adopt some
preventive measures to minimize both tax dropout, as school failure. Among them, one can cite:

e The result of the analysis should be shared with all staff of the IFRN, so everyone has knowledge
of the actual situation;

e Propose the development of outreach projects, to work with the new students the basic knowledge
of portuguese and mathematics;

e Making an analysis of the data of the selection tests in order to predict the actual situation of
students in the target disciplines (mathematics and portuguese), to have real numbers that lag in
these disciplines and thus make plans and goals to create booster classes in matters in which the
incoming students have more difficulties.

These are just some of the goals that will be proposed this preliminary study, however, will be
continued in the analysis of the academic system data and certainly more knowledge will emerge, and these
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managers IFRN will be passed, so that action can be taken that, will reduce the problem of dropout in our
school.
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PHABRIKA: teaching financial techniques to
sell through Serious game
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Abstract. Starting in the 50’s, aiming to empower financial executives,
the games have evolved to help in-company teaching. The need to em-
power employees to carry out their tasks and teaches them about the
company’s culture has made several corporate universities adopt this
methodology. In this context is presented a serious game in order to
allow the sales executive to experiences a financially management of a
company. It facilitates learning how to sell using financial techniques
in a dynamic way. This sales philosophy is a gap in a globalized world
where the high added value solution suppliers can differentiate them-
selves from the competitors. To provide this result phabrika simulate a
corporation where the executive go through different management sit-
uations in a controlled environment without businesses risk. The game
is based on theoretical concepts of games, simulations and accounting,
assuming game evolution and corporate universities history. Throughout
the game and its conclusion the participants will be able to learn and
improve their sales skills.

Keywords: Phabrika, Serious game, financial techniques to sell, busi-
ness games

1 Introduction

From the 80‘s corporate universities have been widely adopted by companies as
fast and efficient teaching method. The concern of companies to develop and
coach their employees as well as disseminate information at all levels resulted
into the usage of a learning environment abroad schools and universities.

Epistemological games is one of the tools used by universities. Begun around
1924 [9] had its origin as an evolution of education based on the industrial
revolution. This game category combines entertainment with educational values
[22], being able to disseminate knowledge and develop skills [11].

One of the areas addressed by the business games is accounting, responsible
for generating information for decision making. This valuable information is to be
used by sales executives, when financial sales techniques used, thereby addressing
the maximization of profit and the reduction of taxes [16].

The key role in the success of any business is sales that’s why is also in the
focus of enterprises to be trained, improved and developed skills in this area [8].
Essential features for sales executives must be worked by the companies, however

© Springer International Publishing Switzerland 2016 199
A. Rocha et al. (eds.), New Advances in Information Systems and Technologies,

Advances in Intelligent Systems and Computing 445,

DOI 10.1007/978-3-319-31307-8_20



200 A. Freund and P.N. Mustaro

2 PHABRIKA: teaching financial techniques to sell through serious game

these techniques are known and widely applied. The sales executive must be able
to understand your customer in all aspects including financial, for the manner
in which the sale takes place will influence customer profitability [16].

Considering these aspects the PHABRIKA game is presented as a serious
game to facilitate Sales Executive to learn financial techniques sell. The purpose
of this article is to describe the theoretical foundations that formed the basis for
the development of the game.

2 Corporate University

The need for training and development of personnel brought about, in the 19th
century, a movement of creation of training programmes. At this point, focused
on recently-hired young on themes such as optimization of business results. In
the same century, with the advent of the railroads, the first training centres came
to being [4].

The evolution of these training centres gave way to corporate universities.
They were created to improve professional competencies and cover the existing
deficit from a faulty traditional educational system [4].

Aiming to be a centre for training, improvement and development, corporate
universities are responsible for teaching professional routines and procedures to
each and every employee. However, it is not limited to technical aspects, as it
also teaches the culture and the values of the company [4]. Corporate university
does not only include internal training, as extension courses may be offered to
the market through seminars or other platforms [4].

Within this context of professional teaching and corporate universities, usu-
ally different teaching methodologies apply, such as Celemi international con-
sultants, who offers courses aimed to turning ordinary students into business
people.

There are also simulations in metaphorical contexts (different companies or
factories) to avoid the participant use technical or industrial know-how, so they
do not stray away from the main focus of learning [2].

Based upon this concept, the book ”The Accounting Game” [17] creates a
specific learning experience for the teaching of concepts in basic accounting.
Information is imparted through a fun and relaxing game, which allows the
reader to interact and discover everything in a simple way. The book offers the
reader the experience of managing a lemonade stand. Making use of a game, it
teaches the basic language of business and specific concepts.

3 Digital games and education

The existence of over 2300 classified serious games shows the growth of this kind
of game, with 60% of these ranked Business Games to attest for the importance
of this niche [7]. The adoption of these serious games by companies show the
constant search for the development of their professionals [1].
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Many of these are focused on the evolution of the old management model,
considered outdated for not being efficient, where top management has other
following their strategic command [21]. Always taking into consideration that
the growth of organizations rely on the retention and development of staff on all
organizational levels.

These games are based on theoretical currents that seek to understand the
various educational methodologies. Some focus on studies of teaching for the
business environment, while others focus on the teaching of new professionals. It
may be summarized and analyzed in light of the various theoretical approaches
that seek to explain the teaching and learning processes in companies and other
environments.

3.1 Business Games

Games that aim to enhance managerial abilities or evaluate the performance of
the player are called Business Games. In a risk-free environment, it allows for
learning in practice [2], avoiding costly financial losses due to a bad decision [1].

Business games are simplified mathematical abstractions of a situation re-
lated to the business world [19]. These games may also be regarded as simulations
as they present an environment similar to the original one [7,13].

These simulations are functional representations of reality, in an abstract,
simplified or accelerated way in the process, yet still offering a behaviour similar
to the original system’s [7]. As they are copies of elements of reality, they may
be based on dynamic and creative models, becoming more effective and offering
accelerated learning [2].

The participants in business games are involved - individually or in groups
- to run a fictitious company or a part of it, through sequences of decisions
[3]. The high level of realism encourages the player to reflect upon his or her
actions, allowing for the improvement of his or her abilities to communicate,
decision-making, etc [10].

The main aims of these simulations are to hone leadership skills, decision-
making, communication, work and risk analyses during crises [10], preparing
leaders to take on new challenges. However, they may be used with other aims,
as games help during the learning process [2].

To keep the student focused on his or her development, there must be a
system of continuous feedback focused on the development of the learning of
pre-established objectives [19]. This bilateral communication system stimulates
the student and shows improvements in the learning process. Immediate feedback
may be offered [11], with a view to influence following decisions, or at the end
of the process [18].

Feedback at the end of every stage or at the end of the game, through a feed-
back session, improves the learning experience of the student [7]. Through this
session the student gets an opportunity to consolidate the experiences and show
the value of the theory acquired relating it to the practice of the experience. At
this time it is possible to share feelings and impressions between participants
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and instructor, directing results towards the desired aims [10]. This consolida-
tion, which may be an oral or a written summary, allows the player to reflect
upon their own actions and feelings [11].

At this stage there must be a breaking down of the facts, to let go of steam,
tensions, perceptions and attitudes of the participants during the experience.
After decompression, there must be a review of what has been learnt, allowing the
player to understand what he or she has achieved, consolidating and integrating
the content [11].

At the end of the game there must be an analysis and conclusion of learning,
establishing relationships between learnt content and the game, creating reflec-
tions and conclusions on the experienced shared. When the game is related to
reality, there must be caution as oversimplification of the model may lead to a
greater distancing from reality and, therefore, from the desired conclusion [11].

3.2 Serious games

Business games are a kind of serious games. These are games, adapted to modern
times, where there is an environment to think outside the box to take education
to different levels, as they are epistemological [9]. These games allow the players
to face dilemmas and develop skills [22]. The main attributes of the serious game
are challenge, feedback, and immersion [18]

Many educational games are simulations where players are challenged with
situations that become games. Serious games are based on simulations of the
themes and problems to be covered, allowing an innovative approach and the
search for solutions [22].

Games are fictitious, hypothetical situations based on rules, aiming to train.
Simulations are based on real models [3], simplified models of a representation of
reality. The boundary between games and simulations is blurred. When there is
a combination of features of the games with reality elements in simulations, then
they are called simulation games. These present the features of games based on
reality models [11]. These are either simplified models of reality or hypothetical,
where the player performs competitively or cooperatively, based on rules and
actions [11].

However simulation rules must be clear to be understood by all participants.
Therefore visual aids must be employed throughout the simulation [6]. So, sat-
isfactory results may be obtained with the use of serious games in the training
of seasoned sales staff [9]. Part of the fun in games is to play by the rules, even
if in some cases rules tend to be more complex and demanding than the rules
and practices of a job [22].

Many professionals carry out tasks that are hard to standardise and contin-
uously meet challenges beyond their scope. These challenges may not be exactly
the same twice, therefore the methodology for resolution will not necessarily fol-
low the same steps and procedures. So, at a globalized time, with professionals
action on a global scale, professional training games may help players to think,
speak, and work outside the box [22].
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In Sales, innovation may be a decisive point in the closing of a deal. The
sales person, other than being a technical consultant, must also be a financial
advisor, thinking through sales financial solutions [16]. A serious game, in order
to teach financial solutions, must offer players an innovative way of looking at
reality as it is.

3.3 Adaptive games

Decision-making is the essence of many games. In strategy games, for example,
you must be aware of the expected result at every move. However, when all
variables are known, some decisions become vital, but not catchy [1].

For this scaling, artificial versions of human abilities must be used. There-
fore, Artificial Intelligence (AI) methods may be employed. However, it is not
necessary to use cutting edge Al technology for the game to be catchy - it is
possible to create this environment without the implementation of AI [5].

Nonetheless, the adoption of AI seeks to offer pleasant challenges to the
player, and not just help him or her increasing the fun factor. As a result, there
is a game cut out for the player [12].

Adaptability may be achieved simply with the addition of random elements,
rendering impossible a wholly integrated strategy [1]. Games without a random
element to them tend to not vary much. However, such necessary variation may
occur with the introduction of different scenarios or autonomous agents - NPC:
Non-Player Character [7].

Among different Al techniques used in games, the decision tree model is
quite effective. Through binary responses, it is capable of choosing the subse-
quent action [15]. Through a compact architecture, it allows simplicity in the
interpretation and editing of logic [5].

Although traditional Logic is only capable of processing binary values, there
are situations where intermediate values are needed, a state of "maybe” [15].
With the added value of offering a grey area between black and white, Fuzzy
Logic may be adopted [5]. When properly employed, it demonstrates very human-
like decision-making [5].

One application where human expertise does not follow a linear logic is the
financial market. With decisions based on various indexes and rates, several
logics are used to simulate the market. Most information is based on financial
indexes calculated according to the balance sheet of each company.

4 The company’s financial structure - The Balance Sheet

The balance sheet is the financial control of a company [17]. With it is possible
to measure the ”financial health” of a company, through control of the asset
situation of the company during a period of time [14]. However, it reflects only
a specific period in time [23,20]. Understanding the influence of every financial
aspect of the company on profit, as well as the cycle of the money, has its place
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[17], as accounting information of a company seek to, through the wealth of
information provided, aid the decision-making process [23].

The balance sheet is the representation of the financial situation of a com-
pany at a given time [17]. It aims to show the asset situation of the company
considering certain evaluation criteria [14].

For a better analysis and standards for comparison, they usually feature over
a year’s revenue in parallel columns [20]. On the left hand side of the balance
sheet, by convention, there are the assets [17], that is, goods and rights expressed
in values [14, 20]. These are the items responsible for the generation of wealth
[23].

Fixed assets are purchased assets unlikely to be converted quickly into cash.
They are used in the maintenance of the company, or merely for the existence
of the business. Examples of fixed assets include buildings, equipment, cars,
machinery, production lines, etc. [14].

Many times these assets have a limited shelf life and may, therefore, be sold
for a different amount than they were purchased. In cases where the sell goes for
a value superior to the asset’s, there is a proportional reduction in the assets and
an increase in net worth, due to this profit [14]. When the sale is carried out for
amounts smaller than what was invested in its acquisition, there is a reduction
in assets, and this value is added to the cashflow or accounts receivable [14].

When the asset stays with the company for a longer period of time, the in-
vested value, in accounting, is split throughout its estimated shelf life, instead
of just being accounted for during acquisition, doing away with the instant ex-
pense. This procedure is known as depreciation, which is the transformation of
part of the acquired value into expense. This procedure must be adopted because
usually the asset will not be sold for the same amount it was acquired. This pro-
cedure exists to reduce the value of the asset in accordance with estimated usage
and obsolescence [17].

Depreciation is an expense without expenditure of cash [17], as it transforms
the money invested in the acquisition of an asset in expenses in installments.
The number of installments is calculated according to the estimated life span
and the residual value that may be fetched with its future sale. However this
calculation is an estimate, as its actual productive life span may differ from the
asset’s durability [14].

On the right hand side of the balance sheet, by convention, there is the lia-
bility [17]. These represent a company’s financial obligations [23]. In a simplified
way, these are Accounts Payable, Suppliers, Payroll, Taxes, Loans [14, 20].

Both sides of the balance sheet must be evened out [17]. Difference between
assets and liability is called net equity [14]. This calculation maintains the basic
principle of accounting, where the value of the assets equals the sum of liabilities
and net worth [23].

Revenue is value added to asset that refers to either a service rendered or
the sale of merchandise. In some situations revenue may happen either with the
reduction of liabilities [14], or the rentability of a financial investment [23].
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Acquisition of material lowers the amount of cash at the company’s disposal.
However, it may be acquired over time, in which case it is counted as liability,
keeping both sides of the balance sheet evened out without alteration of the cash
value [14].

In Brazil, the transfer of merchandise is subject to taxation. Among them,
ICMS taxes the buying and selling of products, being integrated in the final
selling price of the product. At the end of the fiscal period, companies pay the
Treasury the difference in taxes over trade. All taxes paid upon the acquisition of
goods that are recoverable upon final sale (PIS, COFINS, IPI in some instances)
are accounted the same way [14].

Analysis of the balance sheet shows in a simplified manner the general state
of the company. When a deeper analysis is required different aspects of the
business must be observed. Although some financial indicators in a single balance
sheet may yield interesting data. Analyzed data allow for a comparison between
companies’ performances over time [23]. However, the use of financial indicators
are only one way of analyzing and following the financial health of a company.

5 Phabrika

The universal language of business in decision-making must be used by the sales
force. To sell successfully, you must speak about the total cost of the property,
return of investment, financial pay-off, analysis of value for money and contri-
bution to profit [16]. However you must have experience and knowledge of the
entire scope of the client to approach these subjects.

Considering the importance of financial techniques in sales [16], based on the
theory presented thus far, the aim of this game is to turn finances and financial
techniques user friendly for the sales force.

With the elaboration of a serious game that allows the sales person to live
the financial experience of a company, simulating various different managerial
positions (financial, production, sales, purchasing), adopting a role according to
the problems to be tackle by each one of them [6].

So there is the PHABRIKA game, a dynamic and interactive teaching pro-
posal of financial sales techniques. Set in a virtual environment (Fig. 1) , de-
veloped in Game Maker, it presents a simulation of the realities of a company,
aiding in the association between game and the work environment. In this game,
players are challenged to a series of decision-making, in a simplified way, on all
levels of an organization. Playing the role of a recently hired manager, the player
must take decisions in different areas in the company, such as production plan-
ning, raw material purchase, production and storage of the final product, as well
as sales.

The game is made up of two levels, each featuring the same main routines.
Each level takes five years, where the player must take decisions with a view to
future results. On the first level the player will have a fixed sales margin and
will not face any outside competition, only so he or she can learn the basics of
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Fig. 1. PHABRIKA'’s board

the game and its routines. On the second level sales margins will not be fixed,
with competition generated by NPC.

Routines are divided into early in the year, quarters and end of the year. Early
in the year the player must carry out the financial planning of the company, and
may ask for a loan from the bank. The bank may grant total, partial or no loan,
giving the client feedback on their decision. Then the player may invest in a new
production line, either for a new product or to increase capacity.

Quarterly routines are repeated four times throughout the year. They begin
with the movement of the final stages of production for storage of the finished
product, followed by the player going to the shop where he or she can pur-
chase raw material. Finally there is production, simulated by the addition to the
products of production costs. Production is a monthly routine.

At the end of each year the end of the year routines are carried out, beginning
with payment of interest over loans, followed by the option of paying up the debt
totally or partially. Then production lines are depreciated.

With a view to simulating Brazilian taxation, the player must pay the gov-
ernment a third of his or her profits. Finally the player takes over the financial
role of the company, carrying out the accounting. At this stage the player under-
stands the impact every investment has on profit, as well as learns basic financial
concepts and their jargon.

On the second level the player is presented with the customer needs and their
yearly costs. These requests are selected by a specialist system based on a graph
of demand for products available to the player. However, these products are also
available to their NPC competitors.
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If the NPC wins the bid, the player may choose a different bid. If the player
fails to deliver the expected quantity, he or she is subject to a contractual fine.
This fine will be calculated at the end of the year, alongside delivery of the
products.

At the end of five years the player gets an assessment report on his or her
performance against previously established results by different players. This re-
port aims to aid the wrapping of the activity. There will also be a grade awarded
according to financial indexes considered.

With the purpose of assess the method proposed an observation model was
used with a sales team of four. Prior to the experience was conducted with
the attendees a questionnaire to measure the knowledge of the group about
the subject. After it was conducted a session of 2 hours included an explanation,
playing the game and after game conclusion. A week after was conducted another
questionnaire to compare the evolution of the knowledge of the group. The group
was divided in two pairs to be possible a comparison between them. In the
conclusion part was consolidated the content and collected the feedback of the
game an asked for their feedback.

6 Conclusion

The game aims to provide the player with experience in financial aspects of the
company, providing information and consolidating opinions, in a practical way,
allowing for a later group discussion. The series of decision-making the player is
exposed to makes him or her responsible for their own learning, catering for a
motivational environment.

To take full advantage of the game, a later discussion with participants on
the decisions taken and actions that influenced profit positively and negatively,
in the short and long term. This consolidation is of the utmost importance, as
the main objective of any company is to maximize net profit, and not increase
revenue [16].

During the game, decisions may be taken that may lead to major losses and
subsequent bankruptcy of the simulated company. However these mistakes must
be seen as learning steps, as they were made in a safe environment, avoiding
their recurrence outside of the simulation.

This consolidation aims to facilitate the building of concepts of financial sales
techniques, so they are rooted in each and every sales person, to allow them to
act routinely as business consultants, rather than traditional sales people.

The experience allows the sales executive an understanding of how production
costs, the weight of investmen