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Preface

Recently designed and built “Intelligent” robots are becoming more and more
powerful in terms of human-like abilities in terms of perception, cognition, and
decision-making. While humans have far superior intellectual abilities as compared
to machines and robots, the advantages of “intelligent” robots remain in their
excellent way for connecting and communicating with other machines, robots, or
devices. These facts result in the so-called “networked robots” which are connected
to different external sensor arrays, cameras, or even other robots. The robots can
extend their information source and overcome intelligence of humans. So in fact we
live in an era when humans with highly developed intellect are being compared
with multisource supported robots with ability to get pieces of information from
cyberspace or any kind of local and remote sensors in real-time manner.

This is the fourth edition that aims at serving the researchers and practitioners in
related fields with a timely dissemination of the recent progress on robot intelli-
gence technology and its applications, based on a collection of papers presented at
the 4th International Conference on Robot Intelligence Technology and Applica-
tions (RiTA), held in Bucheon, Korea, December 14-16, 2015. For better read-
ability, this edition has the total of 49 articles grouped into three parts: Part I:
Ambient, Behavioral, Cognitive, Collective, and Social Robot Intelligence, Part II:
Computational Intelligence and Intelligent Design for Advanced Robotics, Part I1I:
Applications of Robot Intelligence Technology, where individual chapters, edited
by Fakhri Karray, Jun Jo, Peter Sincak, Hyun Myung along with Jong-Hwan Kim,
begin with a brief introduction.
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Part I: Ambient, Behavioral, Cognitive, Collective, and Social
Robot Intelligence

RiTA conference is one of the few conferences which addresses Robot Intelligence
Theory and Applications. These perspectives of robots intelligence technology
including ambient, behavioral, cognitive, collective, genetic, and social intelli-
gences are very important in creating an alternative to single self-learning robot. In
the first sentence of this part we have written the word Intelligence in quotes so
honestly believe that the notion “robot intelligence” is going to evolve and the
artificial intelligence in many of their various forms is a key factor for creating
robots as machines with different levels of intelligence related to given task from
humans or companionship with humans.

In this first part, we find 24 chapters dealing with various partial contributions to
ambience, cognition, behavioral modeling, social robots and collective intelligence.
The chapters can be categorized into four sections;

A. Robot Navigations, Localization, Path Planning, and Related Problems in
Various Environments

1. Behavior and Path Planning for the Coalition of Cognitive Robots in Smart
Relocation Tasks

2. Trajectory Generation Using RNN with Context Information for Mobile Robots

3. Fast and Smooth Replanning for Navigation in Partially Unknown Terrain: The
Hybrid Fuzzy-D*lite Algorithm

4. Accurate Localization in Urban Environments Using Fault Detection of GPS
and Multi-sensor Fusion

5. Simultaneous Localization and Mapping with a Dynamic Switching Mechanism
(SLAM-DSM)

6. ROSLAM—A Faster Algorithm for Simultaneous Localization and Mapping
(SLAM)

7. Adaptive Computation Algorithm for Simultaneous Localization and Mapping
(SLAM)

8. Interactive Markerless Augmented Reality System Based on Visual SLAM
Algorithm

B. Robot Movement and Related Problems of Control

1. Control Strategy Design for Throw-in Challenge in a Humanoid Robot Soccer
Game

2. Study on a Two-Staged Control of a Lower-Limb Exoskeleton Performing
Standing-Up Motion from a Chair

3. Adaptive Control for Directional Drilling Systems with Delay and Parameter
Uncertainty

4. Design and FPGA Implementation of a Fuzzy-PI Controller for Omnidirectional
Robot System
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5. Android Based Mobile Robotic Platform Performance Testing for Real-Time
Navigation
6. Implementation and Control of a Bistable Two wheeled Inverted
Pendulum-Type Mobile Robot
. Autonomous Control of a Drone in the Context of Situated Robotics
. Fast MAV Control by Control/Status OO-Messages on Shared-Memory
Middleware.

[o BN
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. Robot Behaviors, Agent System for Complex Tasks

. Framework and Modeling of a Multi-robot Simulator for Hospital Logistics
. Emotion in Robot Decision Making
. Multi-robot Task Allocation Using Clustering Method

g w -

. Human Robot Interaction and Related Topics

. Modeling of Violin Playing Robot Arm with MATLAB/SIMULINK

. Gaze Control of Humanoid Robot for Learning from Demonstration

. A Novel Design of a Full Length Prosthetic Robotic Arm for the Disabled

. Preliminary Study in a Novel Robotic-Assisted Femoral Shaft Fracture
Reduction System

5. Pet Care Robot for Playing with Canines

W N =

Generally we can consider these chapters as contributions to the selected issues of
Robot Intelligence from Theory and Applications. These are extremely important
since communities in Artificial Intelligence and Robotics tend to be isolated and we
do need to prevent the re-invention of artificial intelligence in robotics community
to help science, research and technology. On the other hand the practical application
of artificial intelligence in Robotics can give a valuable feedback to artificial
intelligence researchers to rethink the theory since applications are providing an
important experience and data for the theory. Both communities need to be in a
closer contact and benefit from each other while sharing the obtained knowledge for
better future of mankind.

Part II: Computational Intelligence and Intelligent Design
for Advanced Robotics

This part consists of two segments of different topics which cover broad spectrum
of topics related to robot intelligence: Computational Intelligence and Intelligent
robot design.

The Computational Intelligence is a methodology involving computing that
exhibits an ability to learn or to deal with new situations. It usually comprises of
soft computing techniques such as evolutionary computation, neural networks, and
fuzzy systems.
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By representing a problem with a chromosome and genes, and describing fitness
of this chromosome in the form of objective function, evolutionary computation
effectively solves a problem using meta-heuristics inspired by genetics. The
problems hard to be solved due to their inherent complexity, or the problems that do
not have mathematical model necessary for classical optimization methods or hard
computing techniques, can be candidates for the application of computational
intelligence approach. The robots that use these problem solving capabilities can be
regarded as having computational intelligence. The following chapters illustrate
very well these approaches.

A. Computational Intelligence

Making a More Reliable Classifier via Random Crop Pooling
Learning with Learning Robots: A Weight-Lifting Project

Ensemble of Vector and Binary Descriptor for Loop Closure Detection
Learning with Small Autonomous Robots

NS

The rest of the chapters in this part are dedicated to the Design of Intelligent Robots
using intelligent perception and sensing capabilities. These robots can be also
designed to be used as educational purposes as can be seen in the following
chapters:

B. Design of Intelligent Robots

1. Design and Implementation of Double Passing Strategy for Humanoid Robot
Soccer Game

2. Development of Motion Management System for the Robot Soccer Using
Multiple Humanoid robots

3. Small-Size Robot Platform as Test and Validation Tool for the Development of
Mechatronic Systems

4. Soft Robotics Technology and a Soft Table for Industrial Applications

5. Golf Playing DARwIn-OP: A Theoretical Approach

6. An Advanced Spider-Like Rocker-Bogie Suspension System for Mars Explo-
ration Rovers

7. System of 3-D Printed Components for the Rapid Prototyping of Legged Robots

Part III: Applications of Robot Intelligence Technology

There are so many aspects of life that robots may be applied to make everyday life
safer and more convenient. Robots should be intelligent enough to go beyond
simple preprogrammed reactions to environmental stimuli. Intelligent robots should
be able to solve complicated problems, self-learn and perform actions that were not
explicitly programmed, and thus be able to participate in complex interactions with
humans or other robots. This part presents 14 chapters that will introduce some
of the many possible applications of robots with intelligent technologies. The
intelligent technologies utilized in the chapters are as follows:
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A. Computer Algorithms and Computational Intelligence techniques

W o~

[\

. A Rigid and Soft Combined Robot that Is Designed to Be Used in Confined Spaces
. Design and Experimental Research of Pneumatic Soft Humanoid Robot Hand

. Computer Vision and Image Processing

. Concept of Distributed Processing System of Image Flow
. A Likelihood-Based Data Fusion Model for the Integration of Multiple Sensor

Data: A Case Study with Vision and Lidar Sensors

. A Vision-Based 6-DOF Displacement Measurement Method for Assembling PC

Bridge Structures Using a Planar Marker

. A Color Constancy Algorithm Using Photodetector Characteristics of a Camera

for Indoor Scenes

. Real-Time Ball Detection and Following Based on a Hybrid Vision System with

Application to Robot Soccer Field

. Toward Autonomous UAV Landing Based on Infrared Beacons and Particle

Filtering

. Local Obstacle Avoidance Using Obstacle-Dependent Gaussian Potential Field

for Robot Soccer

8. Methods of Visual Navigation of the UAV Flying Over the Nonplanar District

. Various Sensor Technologies/Devices other than cameras

. Porting Experiment of Robotic Machining Application Using ORiN SDK and

Design of 3D Printer-Like Interface

. Rotation Vector Sensor-Based Remote Control of a Mobile Robot via Google

Glass

. Wireless Technologies

. A Comparative Study of Wi-Fi and Bluetooth for Signal Strength-Based

Localisation

. Cloud Computing, Simulation, Mechanical Structure and Solar Energy

. Cloud-Based Robots and Intelligent Space Teleoperation Tools

We do hope that readers find the Fourth Edition of Robot Intelligence Tech-

nology and Applications, RiTA 4, stimulating, enjoyable and helpful for their
research endeavors.

Jong-Hwan Kim
Fakhri Karray
Jun Jo

Peter Sincak
Hyun Myung
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Behavior and Path Planning
for the Coalition of Cognitive Robots
in Smart Relocation Tasks

Aleksandr 1. Panov and Konstantin Yakovlev

Abstract In this paper we outline the approach of solving special type of navigation
tasks for robotic systems, when a coalition of robots (agents) acts in the 2D environ-
ment, which can be modified by the actions, and share the same goal location. The
latter is originally unreachable for some members of the coalition, but the common
task still can be accomplished as the agents can assist each other (e.g., by modify-
ing the environment). We call such tasks smart relocation tasks (as they cannot be
solved by pure path planning methods) and study spatial and behavior interaction
of robots while solving them. We use cognitive approach and introduce semiotic
knowledge representation—sign world model which underlines behavioral planning
methodology. Planning is viewed as a recursive search process in the hierarchical
state-space induced by sings with path planning signs residing on the lowest level.
Reaching this level triggers path planning which is accomplished by state-of-the-
art grid-based planners focused on producing smooth paths (e.g., LIAN) and thus
indirectly guarantying feasibility of that paths against agent’s dynamic constraints.

Keywords Behavior planning * Task planning + Coalition * Path planning * Sign
world model * Semiotic model * Knowledge representation * LIAN

1 Introduction

In pursuit of higher autonomy degree of modern robotics systems researchers com-
bine various methods and algorithms of artificial intelligence, cognitive science, con-
trol theory into so-called Intelligent Control Systems (ICS) [1, 2]. These systems are
the collections of software modules automating robot behavior and are convention-
ally organized in a hierarchical fashion. Usually three levels of control—strategic,
tactical, and reactive (or named in another way but still bearing the same sense)—
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are distinguished [3]. In this work, we address the planning problem and examine
planning methods on both strategic and tactical levels and their interaction. On the
strategic level, we assume that there exist a description of situations and goals, and
the search space induced by such descriptions is processed to produce a valid plan.
Typically in Al planning [4] first-order logic is used to model the world as well as spe-
cialized first-order logic languages—PDDL and its derivatives—are used to formal-
ize robot’s actions [5, 6]. Planning relying on these models and languages is known
as task planning. In our work a new formalism—sign world model—is introduced
which is based on cognitive theories, takes into account results of recent cognitive
and neurophysiologic research and thus makes robot’s behavior more human-like,
robust and versatile. We refer to planning based on sign world model as to behavior
planning. As for the tactical level of control system, it deals mainly with navigation
tasks so planning is considered in spatial (geometrical) sense and is aimed at finding
a path (feasible trajectory) for the robot. Both planning activities—behavior planning
and path planning—despite the common term involved in their names utilize differ-
ent models and algorithms and commonly are studied independently. In the present
work, we study them as a part of coherent framework. One should say that there
exists a limited number of the approaches of task (not behavior) and path planning
integration, see [7, 8] for example. These approaches mainly examine some aspects
of task and path planning integration when there is a single robot interacting with
the environment. In our work, we study the behavior of the coalition of robots and
how integration of planning activities on both strategic and tactical layer can affect
such behavior. We examine navigation tasks in 2D world which can be transformed
by the robots’ actions. More precisely, we investigate the case when unsolvable for
some member of the coalition problem can be solved if other robots alter their plans
and assist each other. We call such tasks—smart relocation tasks (as they cannot be
accomplished by path planning only methods).

The latter of the paper is organized as follows—in Sect. 2 related works regarding
task and path planning are discussed. Section 3 contains the description of the smart
relocation task we are interested in. Novel world modeling formalism, which utilizes
cognitive approach, is introduced in Sect. 4 and in Sect. 5 planning method based on
this formalism is described. Suggested path planning approach is discussed in Sect. 6.
Model example in studied in Sect. 7.

2 Related Works

2.1 World Modeling and Behavior Planning

Behavior (task) planning is the main objective of control systems based on cognitive
architectures. Well-known SOAR [9, 10] system is considered as the industry stan-
dard in this area. In SOAR, as well is in majority of other cognitive control systems,
agent’s memory is separated into the long-term memory, the short-term memory and
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the memory of estimates. Objects, situations and goals are represented in the short-
term memory in the form of attribute descriptions. The long-term memory contains
transitions (operators) between short-term memory states and is represented by Al
rules [11].

Agent’s planning procedure in SOAR consists of a sequence of decisions, where
the aim of each decision is to select and apply an operator in service of the agent’s
goals. The simple decision circle contains five steps: encode perceptual input, acti-
vate rules to elaborate agent’s state (propose and evaluate operators) in parallel, select
an operator, activate rules in parallel that apply the operator and then process output
directives and retrievals from long-term memory.

Similar knowledge representation and planning method are implemented in other
cognitive control systems. In the Icarus project [12, 13] the division of the long-term
memory into conceptual and action memories was introduced. Planning procedure of
Icarus relies on recursive action decomposition up to low-level actions, called skills.
Skill sequence is executed when start situation is satisfied in short-term memory. In
Clarion [14, 15] some rules of action choosing are based on neural networks. Thus
knowledge representation in Clarion contains not only explicit (attributive) compo-
nent but also an implicit one. The learning process on the set of predefined precedents
is the distinctive feature of this system.

Modern algorithms of behavior (task) planning use so-called STRIPS description
of planning domain [16]. One of the main directions in task planning is the develop-
ment of special graph structures encoding both state descriptions and state transitions
for further search. The first algorithm using graph representation was Graphplan
[17]. Graphplan search procedure is executed on the special layered compact plan-
ning graph and returns a shortest-possible partial-order plan or state that indicates
the absence of the valid plan.

Further research in this area was concentrated on development of specialized
search algorithms for these graph structures. For example in the Fast Forward
(FF) [18] and the Fast Downward (FD) planning systems [19] heuristic search is
used. These planners are aimed at solving general deterministic planning problems
encoded in the propositional fragment of PDDL description [6] and search the state
space in the forward direction. FF, FD, and other widespread PDDL-based planners
use the propositional representation with special implicit constraints being consid-
ered in some cases. For example, FD planner computes its causal graph heuristic
function taking these implicit constraints into account as well as using hierarchical
decompositions of planning tasks.

Another remarkable heuristic planning system is LAMA [20]. It uses pseudo-
heuristic derived from landmarks—propositional formulas that must be true in every
solution of a planning task. The LAMA system builds plan using finite domain rather
than binary state variables as in the FF planner.

One should note that the propositional language for task description is not rel-
evant to many real problems. Thus extensions of the language and development
of hybrid planning domains is appealing research area. For example, UPMorphi
universal planner [21] is capable of reasoning with mixed discrete and continu-
ous domains and fully respect the semantics of PDDL+ [22]. UPMorhi performs
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universal planning on some initial discretization and checks the correctness of the
result. If the validation fails, discretization is refined and algorithm is reinvoked.

All of the above-mentioned and other existing planners are not suitable for the
cooperative behavior (task) planning. Special knowledge representation such as MA-
PDDL [23] should be used in this case. These representations and planners based on
them should solve symbol grounding problem [24] and support goal-setting and role
distribution procedures. Such requirements can be met by the sign representation,
which is based on the models of cognitive functions [25] and neurophysiological
studies of the cognition process [26, 27]. We will use this approach to realize com-
munication protocol for cooperative planning and providing a link between the sym-
bolic models and sensor (low level) data.

2.2 Spatial Modeling and Path Planning

Traditionally in artificial intelligence and robotics path planning is viewed as a graph
search process. Agent’s knowledge about the environment is encoded into the graph
model and the search for a path on that graph is performed. Typically, graph’s ver-
tices correspond to the locations an agent can occupy and edges—to the trajectories
it can traverse (for example—straight sections or curves of predefined lengths and
curvatures). Weighting function, which assigns weights to the edges, is commonly
used to quantitatively express any characteristics of the corresponding trajectories
(length, energy cost, risk of traversing, etc.). So to plan a path one needs to a) con-
struct a graph model out of the environment description available to an agent b) find
a (shortest) path on that graph.

The most widespread graph models used as the spatial world model of an agent
are Visibility Graphs [28], Voronoi Diagrams [29], Navigation Meshes [30], Regu-
lar Grids [31] etc. Each of them needs its own algorithm to be executed to transform
raw information about the environment to the model. In case environment is com-
pound of the free space and the polygonal obstacles (the most widespread case), two
graph models are typically used—visibility graphs and regular grids. Constructing
visibility graph is computationally burdensome and each time goal position changes
additional calculations should be performed to add corresponding edges to VG [32].
Algorithm of grid construction is much more simple—its complexity is a constant
in respect of number of obstacles’ vertices and edges, and no additional calculations
should be made when goal or start position alters. So, grids can be referred to as sim-
ple yet informative graph models, and in most cases it is the grids that are used for
path planning. Another reason grids are so widespread is that new knowledge on the
environment gained via sensor information processing can be easily integrated into
them [33] without the necessity to re-invoke graph construction algorithm, which
significantly saves computational resources.

After the graph is constructed, the search for a path is performed (typically,
the shortest path is targeted). There exist a handful of algorithms for that: Dijkstra
[34], A* [35]—which is the heuristic modification of Dijkstra, and many of their
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derivatives: R* [36], Theta* [37], JPS [38], D* Lite [39] etc. Some of these
algorithms are specifically tailored to grid path planning (like JPS or Theta*) some
work on any graphs (D* Lite, R*) with A* and Dijkstra being the most universal ones
(and the most computationally ineffective while solving practical tasks as well).

If we are talking not about an abstract agent, which can move in any directions,
with any speed and acceleration, and stop instantly, we need to take into account
agent dynamic constraints while searching for a path. Common way to consider these
constraints is to incorporate them somehow into the graph model or, which is nearly
the same, into the search space—see [40] for example. The main problem here is
that the search space becomes orders of magnitude times larger, especially when an
agent exhibits rather complex dynamics (for example—multirotor UAV). Another
problem here is that admissible, monotone, well-informed heuristics utilized to guide
the search can be easily introduced only for the spatial-only search spaces, which is
not the case anymore. Summing up that mentioned above, one can claim that it may
be beneficial to stay within spatial-only search spaces but search for such paths that
indirectly guarantee feasibility against the agent’s dynamic constraints, e.g., smooth
paths not containing sharp turns. One of the recently introduced approaches in this
area, is planning for angle-constrained paths [41]. We believe that this approach is
very promising and suggest using LIAN algorithm [42] for agent’s path planning. To
the best of our knowledge it is the only angle-constrained path planning algorithm
which is sound and complete (in respect to its input parameters).

When talking about coalitions of agents and multi-agent grid path planning the
most well-studied problem is resolving spatial conflicts for groups of agents with
primitive dynamics, e.g., agents that can move from an arbitrary grid cell to any
of its eight adjacent neighbors and stop (and later on start) moving instantaneously.
There exist both sound and complete but very computationally expensive methods
of solving this task [43] and fast but incomplete algorithms [44, 45]. Much less
attention is paid to the problem of agents spatial interaction when planning for a
path—a problem which will be addressed in our work in more details.

2.3 Summary

Currently existing cognitive control systems and PDDL-based planners do not con-
sider some important features of the planning problem in case coalition of interacting
agents is involved. Dynamic formation of goals and goal sharing in the context of
changing environment impose special restrictions on the knowledge representation
to be used by planning systems. Necessity to divide beliefs of a single agent into com-
municable and personal parts presents another restriction. It is also worth noting that
within existing task planning frameworks little attention is paid to coordination of
path planning process and behavior knowledge about the environment. Regarding
path planning itself one can state that grid-based path planning is the most wide-
spread methodology as grids are simple yet informative spatial models and a hand-
ful of methods tailored to grid path finding exist. Unfortunately grid-based paths
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do not take into account agent’s dynamic constraints while incorporating dynamic
laws encodings into the search process severely degrades overall performance (due
to the enormous extension of the search space). So it can be beneficial to stay within
spatial only search spaces but search for a specific, geometrically constrained class
of paths and thus indirectly guaranty path’s feasibility. Further on we will present a
coherent task-path planning framework which addresses all the mentioned concerns
and bottlenecks.

3 Considered Case

Further on we will use the term agent as well as robot (robotic system) following the
conventions of Al literature.

We consider the following task. The coalition of agents A = {A,, ..., Ay} actin
the static environment (workspace) which is the rectangular area of 2D Euclidean
space U X, < X < X0 Yin <V < Yy U 1s comprised out of the free space Uy,
and the obstacles U, = {obs, ..., 0bs,, }. Each obstacle is a polygon defined by the
set of its vertices’ coordinates obs; = {p;1, i, -+ Pjjs - -- Pk, b Py = (. yy) € U.
Obstacles are additionally characterized by types: fype(obs;) = ot;, ot; € OT, OT =
{ot,,...,ot,}. All agents have similar sizes and can be represented as the circles of
radius 7 in U (see Fig. 1).

@ olso

Fig.1 Considered case of the coalition relocation task: A,, A,—members of the coalition, G—the
goal area, obs,, obs,—obstacles of the ot, type (inclined lines blocks) destroyable by agent A,
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We suppose that the agent’s movement dynamics is encoded as a set of differential
equations:

dx
E _f(x7u)’ (1)

where f(x, u)—vector function, x € R"—vector of the phase coordinates, u € R'—
control vector, ~—time. Following [46] we assume that given dynamic constraints
can be transformed to geometry constraints, e.g., we assume that a feasible trajectory
for an agent is the angle-constrained path in U which is a sequence of line segments
such that the angle of alteration between two consecutive segments does not exceed
predefined threshold «,,.

Agent’s knowledge base contains high-level representations of locations and dis-
tances as well as the mechanisms of mapping these representations to the workspace.
Set of agent’s actions are organized in a hierarchical structure and three types of
actions exist: transition actions, transforming actions, (which are limited to destroy-
ing obstacles of different types) and messaging actions. We consider the case when
each agent has its own planning focus containing current beliefs about external
objects and processes. Details of the knowledge representation will be described
further in Sect. 4.

Single agent’s task is reaching the predefined goal area which is the same for all
other agents. This common task description for an agent includes explicit constraint
that all the agents should reach the goal area (not the only one). We investigate scenar-
ios (as depicted on Fig. 1) when some agents cannot reach the goal area separately,
without the assistance from the other members of the coalition. As seen on Fig. 1
agent A; cannot reach the goal as it is blocked by the obstacle obs; which cannot be
destroyed by A, while A, can alter its plan, reach obs, first and destroy this obstacle
assisting A, in accomplishing the task). We call such tasks—smart relocation tasks.

4 Knowledge Representation

Agent’s knowledge base contains descriptions of objects, processes and properties
of the external environment and information about other members of the coalition.
To formalize the knowledge base we use the semiotic approach wherein all the
above entities are mediated by sings. Each sign is composed of a name and three
components—image, significance, personal meaning—which are used to implement
different functional steps of the planning process. Signs come with the special struc-
tured set of links to other sings and to data from inner and external sensors of the
agent. We will name these links as features (see Fig. 2).

The first component of a sign is image. Image is the set of structured sets of fea-
tures specific to the mediated entity. Each structured set of features (shown as square
in Fig.2) corresponds to particular group of characteristic properties of the entity
mediated by sign and differs from the other by its structure as well as by the features
themselves. At the same time image also implements the process of recognizing the
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Fig. 2 Structure of the sign knowledge representation
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entity based on the input data. Each set of features encapsulated in image contains
those features that are grouped together in the input data stream—shown as columns
inside the square in Fig. 2. Each column contains features that together form certain
part of the mediated entity description. Considering that features are links to other
signs, the hierarchy of signs is formed on the set of images. Lowest level of the hier-
archy consists of input data from sensors or information received from path planning
operators.

The second component of a sign is significance. Significance is the set of proce-
dural features (or causal relations) and it is used to describe characteristic actions in
which mediated entity is engaged. A causal relation consists of the set of conditional
features or conditions (encountered before the execution of the action) and the set
of resultant features or effects (encountered after the execution of the action). Thus
procedural features are the models of Al rules [11]. Additionally, at least one feature
(condition or effect) is a link to the sign possessing the significance itself. Consid-
ering that features are links to other signs, another hierarchy of signs is formed on
the set of significances of mediated actions. Lowest level of the hierarchy contains
elementary skills. Significance components of common signs are the same for all
agents in the coalition.

Finally the third component of a sign is personal meaning and it also (like signif-
icance) describes actions involving the mediated entity. There exist a link between
a causal relation of the personal meaning and a causal relation of the significance
defined by the function =. Unlike significance, personal meaning contains special
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type of features—personal features—in its causal relations. These features medi-
ate inner properties of the agent and replace elementary skills of the corresponding
significance. Personal meaning implements the process of applying agent’s actions.
Lowest level of the personal meanings hierarchy is comprised by path planning oper-
ators.

The structure of the sign corresponds to psychological models of high cogni-
tive functions [47, 48] and allows to separate generalized representation of actions
that are known to all members of the coalition and specific implementation of such
actions, which takes into account inner properties of the agent.

The hierarchy of signs (based on images, significances and personal meanings)
serves as a tool for the input signal (low-level features) recognition and for the corre-
sponding sign actualization. An algorithm of sign recognition is simple comparison
of input features with corresponding set of features predicted by upper level signal
on each level of the hierarchy [25]. In this way the recognition process is bottom-
up spreading of the activation in the hierarchy of features right down to levels where
there is correspondence between features and signs. This algorithm models function-
ing of the human cortex sensor regions [49, 50]. The set of activated (actualized)
signs at the moment represents the agent’s believe about the current environment
state. Since the hierarchy of signs encodes the set of agent’s actions via the proce-
dural features all transitions between states during behavior planning are executed as
top-down or bottom-up activation processes in the hierarchy. Low-level procedural
features include path planning operators and reaching this level while the activation
(planning) process triggers path planning procedures.

5 Behavior Planning Algorithm

On sign level behavior planning is realized in the situation space by PMA algorithm
proposed in [51]. The situation is defined as the set of signs structured in the same
way as the image components (see above), e.g., signs are split into groups which
describe different parts of the situation. Use of sign representation allows to com-
bine beliefs about relationships and beliefs about objects and consider all proper-
ties, processes and objects in a situation as signs. Transitions between situations are
implemented by casual relations contained in procedural features of significances or
personal meanings in dependence the planning step. The initial situation is defined
as the current observed situation, i.e., the current set of actualized signs. The goal
situation is agent’s belief about the result of the solving current problem, i.e., it is
the set of goal signs.

In relocation tasks low-level features are implemented by path planning algo-
rithms and are considered to be personal features included in agent’s personal mean-
ings. Thus the hierarchy of procedural features in fact is the action hierarchy and
low-level actions are performed by the subsystem of path planning which lies beyond
sign representation.
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The algorithm of behavior planning is an iterative process (PMA-procedure) con-
sisting of the following steps:

« search of relevant significances (the M-step),

 choose a personal meaning from the set of personal meanings corresponding to
the found significances (the A-step),

» send a message to other members of the coalition (part of the S-step),

 perform the action corresponding to the chosen personal meaning (part of the S-
step),

« construct the new current situation using the set of features from the condition of
performed action (the P-step).

Input of the PMA-procedure is the pair of two situations: start and final situa-
tions. On the first iteration of the algorithm the start situation is the current situation
(observed by the agent) and the final situation is the goal situation. Then the M-step
is done, e.g., the search on the significances of signs forming the final situation is
performed. Effect parts of each significances are considered and each effect is com-
pared to the set of signs of final situation (such comparison is valid as each effect is
a set of features linked to corresponding signs). After the comparison is done such
significances are selected which effect features matches maximum number of final
signs.

The A-step is execution of = procedure which associates the set of procedural
features of the selected significances with the procedural features of personal mean-
ings. Then the selection of one procedural feature of personal meaning is done. Tran-
sition to the P-step occurs. The P-step of the algorithm is combining of all features
included in conditions of personal meaning features. After P-step the new iteration
of PMA-procedure is executed with the same start situation and the new formed final
situation.

If new situation is the subset of start situation (the first argument of PMA-
procedure) then in some cases S-step occurs depending on cognitive qualities (para-
meters of planning process) of the agent. S-step results in defining the new goal
situation as a result of the action (rule) application. This application adds to current
situation description features from the image component corresponding to proce-
dural features of personal meanings defined on the A-step. The activation process
spreads top-down in the procedural features hierarchy (see Sect.4). In some cases
activation process reaches the level where path planning operators are included in
personal features, so path planning is started. If path planner returns success PMA-
procedure also ends with success—behavior plan including valid path of relocation
to the goal area is constructed. If path planner returns failure along with the coor-
dinates of blocking obstacle (see below) then the new features (corresponding to
the identified obstacle) are added to the description of the current situation and the
PMA-procedure is repeated.

All changes arising in the current observed situation (for example, emerging unac-
counted obstacle detected by path planning process or the new task received from
other member of the coalition) triggers the re-execution of PMA-procedure with new
start or final situations.
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Fig. 3 Schema of behavior planning PMA-procedure

With new sign representation of agent’s knowledge about environment and its
own qualities we can describe and implement meta-cognitive regulation functions
of the agent behavior. These functions are realized by rule (mental action) appli-
cation mediated by personal meanings and significances during the selection of
PMA-procedure parameters. This regulation process executes some rules that change
personal features of the agent implemented parameters of planning and recognition
processes.

All members of the coalition have signs that mediate both objects of external
environment and other members of the coalition. The significances of these signs
include agent’s knowledge about actions available for corresponding agents. The
personal meanings of these signs include actions by sending them a communica-
tion messages. The constructed plan of behavior can contain personal meanings of
signs corresponding to other members of the coalition. In this case a message with
description of the significance obtained by the inverse procedure = is sent to the cor-
responding member. This message plays the role of the new task for this agent and
triggers its PMA-procedure re-execution. Thus the common plan of the task resolving
includes all sub-plans and all goal-setting messages of all members of the coalition
(Fig. 3).

6 Path Planning Algorithm

We suggest using grids as spatial representations for path planning as they are both
informative and easy-to-search graph models of the agents’ environment
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(as described in Sect. 3). Grid is constructed by overlaying regular square mesh over
the workspace U in such way that each grid element c, e.g., a cell corresponds to a
unique square area in U sized res X res, where res—is an input parameter. If this area
overlaps with any obstacle, cell is marked untraversable (traversable—otherwise).
We adopt center-based grid notation (in opposition to corner-based) meaning that a
path should start (and end) at the center of some grid cell c(x, y) (and thus it is sup-
posed that any agent is tied to the center of some grid cell initially). We also adopt
the idea of any-angle path finding [37] and consider the path as the sequence of tra-
versable but not obligatory adjacent cells 7 = {c|, ¢,, ..., c[,}, such that an agent can
move from one cell to next one in the sequence following the straight line connect-
ing the centers of those cells. Function los(c;, ¢;) — {true, false} is given to check
this condition. If the size of the cell is big enough to accommodate an agent (e.g.,
res > 2r) one can use well-known (and fast) Bresenham algorithm [52] to check
line-of-sight constraint. This algorithm identifies grid cells forming discrete repre-
sentation of straight line, so after that, one needs to check if they all are traversable.
Occasionally it can happen so that Bresenham algorithm identifies cells that are all
traversable, although actual straight line intersect an untraversable cell (and thus,
possibly, an obstacle). To avoid this we suggest double-outlining the obstacles in
the following way: after the grid is constructed mark all the adjacent cells for each
untraversable and then put all the marked cells untraversable—see Fig. 4.
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Fig. 4 Grid representation of the workspace. a Initial workspace. b Square pattern used for dis-
cretization. ¢ Path on a grid colliding with the untraversable regions. d Double-outlining of the
obstacles and creating additional untraversable cells prevent from generating paths colliding with
true obstacles



Behavior and Path Planning for the Coalition of Cognitive Robots ... 15

o
[i =]

Fig. 5 LIAN algorithm details

We use two algorithms for path finding: Basic Theta* [37] and LIAN [42]. First
algorithm searches for any angled path on given grid, second searches for angle-
constrained path, e.g., for such a path 7 = {c¢;,c5, ... ,cp} that an angle of alter-
ation between any consecutive sections (c;_;, ¢;), {¢;, ¢, ) is less than the predefined
threshold «,, (see Fig. 5). Searching for the angle-constrained path is much more bur-
densome but such a path indirectly guarantees its feasibility, e.g., agent’s ability to
follow the trajectory in U defined by that path without violating the dynamic con-
straints (as described in Sect. 2).

So we search for any angle path first and if it is found start searching for the angle-
constrained path. If it is found, we report success to the upper level, e.g., behavior
planning module and wait for the next goal to be given. Failure to find a path means
that angle constraint is too strict (in respect to the current environment model, e.g.
grid, and start-goal locations) so the new subgoal is to be given by the behavior
planning module or the new angle constraint.

An interesting case occurs when any angle path planning returns failure, which
means that there is no path to given goal location not due to the angle constraints, but
due to the obstacles configuration, e.g., some obstacle is blocking the path (otherwise
it would have been found as Theta* is sound and complete). In this case it is useless
to ask for a new subgoal as a resultant path will not be found anyway. An obstacle
blocking the path should be identified and its coordinates should be transmitted to
the behavior planning module. To the best of authors” knowledge currently there are
now works on the methods of identifying blocking obstacles, so this is an appealing
research area to be investigated further.

Previously, when describing the path planning process we supposed that the goal
cell is given, although, in the case sign-world model is used for behavior planning,
the fuzzy goal area is under concern. This area is characterized by the point cp(x, y)
and radius r,—if the agent reaches any point of the circle with radius r, and center
in ¢p(x, y) path planning is considered to be successfully accomplished. This can be
taken into account in the following way—execution of the LIAN algorithm should
be stopped when any cell of the circle is under consideration. We also perform the
consistency of the goal area check before path planning in the following manner: if
given center point belongs to the grid’s untraversable cell—choose one of its tra-
versable adjacent cells as cp. If all the neighbors are untraversable—examine their



16 A.IL Panov and K. Yakovlev

neighbors and so on up to the moment traversable cell of the goal area will be iden-
tified. If all cells forming the goal area are untraversable—report behavior planner
and wait for the new goal area.

7 Behavior and Path Planning: Case Study

Below we demonstrate implementation of the planning method in solving the smart
relocation task as described in Sect. 3. We consider a simple case when two agents
A, and A, form the coalition and share common goal area. Fragment of the agents
knowledge base (sign model) is depicted in Table 1. Arrows used in description of
image component split different columns of features (as described in Sect. 5).

We consider the planning process of the agent A; whose goal situation is described
with signs “I—agent 17, “agent 27, “place X,”. As said above all of these signs must
be activated in knowledge base (sign word model) of agent A; which means that both
“Tagent 1 and “agent 2 should be in “place X, . Note that the description of A, goal
situation is similar (“I—agent 27, “agent 17, “place Y, ”). Start situation for agent A,
is depicted on Fig. 6 and is described by the signs “I—agent 17, “place X,” — “agent
27, “place X5” (here — is used to split different parts of situation description).

PMA-procedure executes its first iteration with the start situation and goal situ-
ation as input arguments. The M-step searches for the maximal effect-covered pro-
cedural feature from the set of available significances (“move 17, “send mes-sage”).

Table 1 The fragment of the sign world model of agents

realization}

Specific signs | s1: n=%obstacle 17 s9: n="“obstacle 2” s3: n="“far” s4: n="“agent 2"
of the Ap | p={“place Xg”, | p={“place Xo”, | p={mechanical sen- | p={mass, coordi-
agent “type ot1”} “type ot1”} sor parameters} nates etc.}
m={ “destroy 1"} m={“destroy 17} m={“move 1"} m={“send mes-
a=0 a=0 a={“I move 17} sage” }
a={“l send mes-
sage” }
s5: n="“I move 17 sg: n="I move 3" s7: m=“l — agent | sig: n="‘“place X1”
p={“l move 37, “I | p={“I", “here” — | 17 p={“far”, “ahead”,
move 37, “place | “empty”, “place | p={mass, coordi- | “right”}
X7} X3”} nates etc.} m=0
m=0 m={“move 3"} m=0 a=0
a= a={path  planning | a=0

s10: n="“move 1

s10: n="“destroy 1”

510: n="“move 3

realization}

p={“I move 37 — “I | p={“obstacle 17 — | p={“here” —
move 3”7 — “place | “empty”} “empty”, “place
X17} m=0 X3"}
m=0 a=0 m=0
a=0 a=0
Specific signs | s1: n=%obstacle 17 sg: n=*“obstacle 2” s3: m="“far” sg: n="“agent 1”
of the Ag | p={“place Yy”, | p={“place Y3”, | p={mechanical sen- | p={mass, coordi-
agent “type ot1”} “type ot1” } sor parameters} nates etc.}
m={ “destroy 1"} m={“destroy 17} m={“move 1"} m={ “send mes-
a=0 a={“I destroy 17} a={*“I move 17} sage” }
a={“T send mes-
sage” }
s5: n="“move 17 sg: n="I agent s11: n="destroy 17
p={“1", “here” — | 27 p={ “obstacle” —
“empty”, “place | p={mass, coordi- “empty” }
Y17} nates etc.} m=0
m={“move 1"} m=0 a=0
a={path planning a=0
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Fig. 6 Representations of space in sign level. X,—names of places associated with signs for the
agent A;, Y,—a name of the place associated with the sign for the agent A,

From the Table 1 we can find that it is significance m = “move 1” (transition ahead
and right). Then the A-step is executed and in our case the procedure gives the per-
sonal meaning that includes feature corresponding “I move 1.

Suppose agent A; has such a cognitive quality (introspection level) used as in-
put parameter for behavior planner that leads to S-step of PMA procedure. On the
S-step activation spreads top-down in procedural features hierarchy and the activa-
tion trace (see Table 1) is “I move 1” — “I move 3” — “path planning pro-cedures”).
So finally path planning process is invoked. On given map path cannot be found as
“obs 17 is blocking the way, so its coordinates are returned back to behavior plan-
ner. These coordinates are low-level image features so the im-age-base hierarchy is
traced bottom-up until the sign mediating the obstacle will be reached (activated),
e.g., “obstacle 17 sign. This sign is added now to the description of start situation:
“I—agent 17, “place X, — “agent 27, “place X5~ — “obstacle 1" and the description
of final situation: “I—agent 17, “agent 2”, “place X;” — “obstacle 17, “empty”’. The
PMA-procedure re-executes on the newly defined start situation. Again at the M-step
the search for the maximal effect-covered procedural feature from the set of avail-
able significances (“move 17, “send message”, “destroy 1) is done and procedural
feature “destroying 1” is selected. The A-step fails to fine suitable personal meaning
(as agent A| has no destroying action). Thus communication action will be selected.
So A, sends message to the agent A, with coordinates of obs1 and description of the
action (“destroy 17), needed to be performed in order for the agent A, to achieve the
goal (“agent 17”,“place X,”). The presence of the agent A, in the goal area (“agent
1”.’place X,”) is required for A, to reach its goal (“I—agent 2, “agent 17, “place
Y,”) so signs “obstacle 1” and “destroy 1” (contained in transferred message) are
added to A, goal which becomes: “I—agent 2”, “agent 17, “place Y, — “obstacle 17,
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“empty”. As A, has personal meaning “I destroy 1~ A-step of the PMA-procedure for
A, will be accomplished with success and the obstacle will be destroyed. So both of
the agents can now construct the plan of goal area achievement and thus accomplish
smart relocation task.

8 Conclusion

In this paper we have presented an approach to build a two-layered planner for the
robotic system which is a part of a coalition solving common task. We suggest fol-
lowing semiotic approach to develop cognitive top-level planner in order to make the
system more versatile, robust and human-like (in contrary to the existing logic based
approaches—PDDL languages etc.). We have introduced new knowledge represen-
tation formalism—sign world model—which aligns well with the results of recent
cognitive and neurophysiologic research. Path planning operators are the integral
part of this hierarchical model so task and path planning processes are tied together
as a parts of coherent framework. Behavior planning is a recursive search process in
the hierarchical state-space induced by sign representation ending up with path plan-
ner triggering: when behavior planning reaches the lowest level of sign world model
state-of-the-art grid-based planners are executed. We suggest focusing on searching
for the special type of smooth paths—angle-constrained paths—in order to indirectly
satisfy agent’s dynamic constraints and produce feasibly trajectories. We also discuss
involving sound and complete any angle path planner in the loop in order to be able
to better distinguish between different failure outcomes of the path planning process.

We believe that proposed approach leads not only to extensive flexibility of the
planning system which is now capable of solving collaborative navigation tasks
which are not solvable by the individual members implementing traditional path
planning algorithms, but also will significantly aid solving various human-robot
interaction problems. One of worth mentioning tasks which can be positively
impacted is natural language formulation of collaborative task to the group (coali-
tion) of robots. Regarding path planning, the task of the blocking areas identification
(in case of planner failure) is an appealing direction of further research.

Acknowledgments The reported study was supported by RFBR, research projects No.
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Trajectory Generation Using RNN
with Context Information for Mobile
Robots

You-Min Lee and Jong-Hwan Kim

Abstract Intelligent behaviors generally mean actions showing their objectives
and proper sequences. For robot, to complete a given task properly, an intelligent
computational model is necessary. Recurrent Neural Network (RNN) is one of the
plausible computational models because the RNN can learn from previous expe-
riences and memorize those experiences represented by inner state within the RNN.
There are other computational models like hidden Markov model (HMM) and
Support Vector Machine, but they are absent of continuity and inner state. In this
paper, we tested several intelligent capabilities of the RNN, especially for memo-
rization and generalization even under kidnapped situations, by simulating mobile
robot in the experiments.

1 Introduction

In the robotics and artificial intelligent society, how to implement powerful com-
putational model like human brain has been a big issue. The artificial neural net-
work (ANN) has been studied at least 50 years for the purpose of making intelligent
system comparable to brain [1-3]. Recently, among those ANNs related models,
deep learning has shown amazing performance in the visual and voice recognition
problems [4, 5]. Those recent successes of the ANN seem to give promising futures
for realization of a real intelligent system. For the behavioral level, however, a
conventional feed forward neural network (FFNN) model is not suitable for gen-
eration of intelligent actions because the FFNN has no context node memorizing
previous action sequences. The RNN is a neural network model with feedback
connections. Because of the feedback connections, the RNN can memorize actions
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it experienced, which can lead to generation of intelligent actions. Moreover, the
RNN has its own advantageous in generalization capability compared to other
behavioral computational models.

In this paper, computational ability of the RNN is investigated. The purpose of
the task is to reach the several goal targets and way points with a proper sequence
and trajectory and the robot used in this paper is a differential wheeled mobile robot.
In the task, there are two goal targets, one is a red color point and the other is a
green color point. In the training phase, the mobile robot moves to the red point first
and after closer to the red point to some allowable error, turns and moves to the
green point. To succeed this task, context information should be memorized by the
RNN. The positions of robot starting and target points were generated randomly
from O to 1 on the normalized x-y plane. In the test phase, using obtained training
data, the relation between current goal positions and desired robot movement is
learned. All the process related to experiments is computer simulation programed
by the MATLAB. In the following sections, RNN simulation results and some
analysis are presented.

2 Artificial Neural Networks

2.1 The Recurrent Neural Network

The RNN is an artificial intelligence computational model. In contrast to the FFNN,
the RNN has feedback connections by which temporal memory can be stored. In the
robotics, this RNN model has been used for generating variety of robot trajectories
such as mobile robot and robot manipulators [6, 7] (Fig. 1).

In general, the RNN can be categorized into two models, one is a continuous
time RNN (CTRNN) and the other is a discrete time RNN (DTRNN). In this paper,
the DTRNN is used for our robot simulation experiments.

Fig. 1 Recurrent neural
network

Inputs Outputs



Trajectory Generation Using RNN with Context Information ... 23

Outputs (r=n)

Outputs (1)
T T Internal state (7+1)

Inputs
(t=n) P
Outputs (Fﬁ
Unfolding of time

ey~
Inputs

T T Internal state (7) (r=2)
Inputs (r)

Inputs
(r=1)

e : context nodes | : direction of back-propagation

Fig. 2 Cascaded recurrent neural network and back propagation through time

2.2 Training Algorithm

There are various algorithms for training the RNN such as BPTT (Back
Propagation-Through Time), EKF (Extended Kalman Filtering) algorithm and
optimization training [8, 9]. In contrast to the FFNN, its training algorithm in most
case is conventional BP (Back Propagation) algorithm; there is no clear winner in
training the RNN. In this paper, the BPTT algorithm is used for training the RNN.
The BP algorithm was invented for the purpose of training the conventional FFNN
and the learning rule behind the BP algorithm utilizes a gradient descent method.
The BP algorithm cannot be applied directly to the RNN because the RNN has
feedback loops. To apply the BP algorithm to the RNN, it is needed to cascade the
RNN through its training time. Figure 2 shows cascaded RNN architecture.

Since all connections inside the RNN is cascaded through time, there exist no
closing loops and the conventional BP algorithm can be applied.

2.3 Mobile Robot Kinematics

In this section, mobile robot kinematics for moving to a target point is described.
The mobile robot used in this paper is differential wheeled robot. For given velocity
v and angular velocity o, next position and heading angle of the mobile robot can
be calculated by equation below:
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where, 0 is the heading angle value of the mobile robot with respect to the x axis.

2.4 Feed Forward Neural Network for Mobile Robot

Before conducting main experiments with multiple way points by RNN, the FFNN
is tested for a mobile robot to get to a single goal point. The neural network has two
input nodes and two output nodes. Two input nodes consist of the current angle
value between the robot and a goal and the distance value from the robot to a goal
position. Two output nodes consist of the velocity and angular velocity values for
the next movement. Also the network has two hidden layer each with 40 nodes. The
training data was collected through simulation in which the mobile robot reached
the goal position according to the following equation:
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where constant k; were 0.05 and 0.2, respectively. Robot starting and goal positions
were generated randomly on the x-y plane from O to 1. The simulation results are
plotted in Fig. 3.

As shown in Fig. 3, the mobile robot could reach the goal position with proper
sequences. Definitely, however, this simple task does not require the robot to be
aware of the context information. The FFNN’s output values solely depend on the
current input values. Therefore, when there are more than two goals, the FFNN gets
confused whether or not it has already reached the goal with higher priority.

3 Implementation

3.1 Architecture

To have the mobile robot to reach several target positions in a proper sequence, the
RNN is required. In this paper, the RNN has four input nodes and two output nodes.
Four input nodes consist of the current heading angle values respectively between
the mobile robot and the goals 1 and 2 and the distance values respectively from the
mobile robot to the goals 1 and 2. Two output nodes consist of the velocity and
angular velocity values for the next movement. The network has one hidden layer
with 50 nodes. Also the network has 10 context node with feedback connections.
Activation function used in the network node is a sigmoid function by which only
one directional rotation is permitted to the mobile robot because the sigmoid
function can generate a positive value only. In the training phase, initially all weight
values exist of the RNN were set to random based on the Gaussian distribution.
And the learning rate for training the network was fixed to 0.1 during the entire
learning procedure (Figs. 4 and 5).

Fig. 4 Angle and distance
between the robot and goal
position
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Fig. 5 The recurrent neural network architecture for the mobile robot

4 Experiments

After training the RNN, in the test phase, starting and target point positions were
generated with the same method used in collecting the training data. Total training
time was about 5 h by the MATLAB programming simulator. The test results are
plotted in Fig. 6.
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Fig. 7 Mobile robot trajectory when external disturbance exist

In the experimental results, the mobile robot always moved to goal points with
proper sequences. In the figure, ‘Start’ is the starting position of the mobile robot
and ‘Goal 1’ and ‘Goal 2’ are positions of goals 1 and 2, respectively. In Fig. 6,
some trajectories showing strange morphology like circling and that is because in
this simulation, mobile robot was permitted to rotate only one direction. Since the
robot and goal positions are generated randomly in the training and test phases, we
can conclude that the RNN properly generates not only given training trajectories
but also unlearned trajectories, therefore guarantees generalization capability of the
RNN. To prove robustness of the RNN, in an additional experiment, external
disturbance was given to kidnap the robot to other places. After 20 steps moving
from the initial stating position, the mobile robot’s position was moved abruptly to
randomly selected position on the x-y plane. The results is plotted in Fig. 7.

In the figure, ‘Initial’ is the initial position of the mobile robot and ‘Start’ is the
starting position of the mobile robot after kidnapping. As shown in the figure, even
though the mobile robot was kidnapped, it could generate a proper trajectory.
Finally, the change of the context node activation value is plotted in Fig. 8
according to the mobile robot’s trajectory. We found that only one context node out
of 10 context nodes was changed through time.

In this figure, we can find some regularity. If the robot gets closer to the goal 1,
the context node value gets increased. And after turning to goal 2, the context node
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Fig. 8 Change of context node 3

value gets decreased. The turning point is indicated on Fig. 8 using big circle
containing red point on the center of it. It is not enough to conclude from Fig. 8 that
the context layer has a memory in which a clear switching point exists. However, it
looks like that the mobile robot has strong tendency to reach the red point first.

5 Conclusion

In this paper, we tested various capability of the RNN through mobile robot sim-
ulation. From the fact that the mobile robot could generate proper sequences even
with the external disturbance, we confirmed that the RNN was robust and reliable
behavioral computational model. Such kind of characteristics of the RNN may be
extended to more complex task such as object manipulation by using humanoid
robot arms and walking pattern generator for humanoid robots.
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Fast and Smooth Replanning for Navigation
in Partially Unknown Terrain: The Hybrid
Fuzzy-D*lite Algorithm

N.H. Reyes, A.L.C. Barczak, T. Susnjak and A. Jordan

Abstract This paper presents a hybrid Fuzzy-D*lite algorithm for smoothly navi-
gating robots in an unknown terrain, in real-time. D*lite is a clever optimal, incre-
mental and heuristic search algorithm that is known to be capable of achieving a
speed up of one to two orders of magnitude over repeated A* searches. Given a
target destination and an incomplete map, it is able to generate a sequence of way-
points for a robot, on the fly, performing course corrections whenever necessary,
at a reduced computational time and memory footprint due to its incremental search
capability. On the other hand, a cascade of fuzzy systems designed to take advantage
of symmetry in the problem domain implements target pursuit and stationary spin-
ning behaviours, for a two-wheeled robot. These reactionary systems calculate the
exact steering angle and speed adjustments, enabling the robot to navigate smoothly
and fast. We demonstrate how these complementary algorithms can be fused together
to achieve smooth and fast continuous re-planning actions in a partially unknown
terrain.

1 Introduction

Imagine sending a robot in an unchartered territory, on a mission to find a fixed goal
position. Equipped with a rough map of the exploratory space and on-board sensors
for detecting obstacles within its immediate vicinity, it proceeds with goal-directed
path-planning by first making some assumptions about the unknown areas in the
map; that is, that they are all traversable. For every step of the way, it consults the
map to find an approximate heading angle, and using its on-board sensors, it verifies
the safety of the immediate terrain. If it learns that parts of the map are wrong, or if
it learns that the current path it is following leads to a dead end, the main question
is, how can it perform course corrections efficiently using its current knowledge of
the world? This calls for an efficient solution that can build knowledge as it traverses
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the world, and make use of previous path-planning results to improve its future re-
planning actions. Traditional search algorithms that guarantee optimality, such as
uniform cost search and the A* algorithm [1] will not do well for this class of prob-
lems as they lack the capability of performing incremental search [2—-5]. If the robot
employs A*, every time the robot learns that there is a correction to be made in the
map, A* will have to re-calculate for the shortest path from scratch. In general, given
a huge gridworld (discretized) representation of the world, traditional path-planning
algorithms will require a tremendous amount of work during continuous planning
in a dynamically changing world, or if there are too many unknown regions and
corrections in the map.

Navigating a robot also requires a real-time algorithm to compute for the exact
steering angle and speed adjustment to achieve a smooth and fast trajectory towards
the goal. As the robot pursues a target, it may require taking a quick sharp turn, while
moving forward to avoid obstacles. Additionally, it may require making a complete
U-turn at a stationary point, at the sight of a dead end. Moreover, changing the steer-
ing angle of the robot requires actually controlling its wheel velocities, or executing
a sequence of leg maneuvers to move the robot in the right direction, while main-
taining stability.

In this work, we combined an optimal, incremental and informed search algo-
rithm, called D*lite, together with a cascade of fast reactionary fuzzy logic systems
for navigating a 2-wheeled robot in a partially unknown terrain. Our design takes
advantage of the presence of symmetry in the problem domain to cut down signif-
icantly on the number of fuzzy control rules; thereby, also cutting down the com-
putational costs. The paper is structured as follows: first, a brief literature review
discusses the challenges of re-planning in an unknown terrain, within the scope of
this work. Thereafter, the subsequent sections describe the details of the proposed
hybrid method and the experiments performed to verify the efficiency of the com-
bined approaches. A discussion of the results is then provided, followed by the con-
clusions.

2 Related Work

Efficient solutions to continuous planning or re-planning problems that can be found
in the literature [2, 3, 5, 6] commonly operate on graphs, and are generalizable to
solving both routing and symbolic planning problems. As a necessary precursor to
utilizing these algorithms for robot path-planning tasks, the exploratory environ-
ment needs to be transformed first into its discrete gridworld representation. Cell
connectivity in the graph is dictated upon by the set of allowable robot maneuvers.
For instance, a robot may be limited to taking only four possible actions (i.e. move
north, south, east or west), hence requiring a 4-connected gridworld, or the robot may
be agile enough to move along diagonals, requiring an 8-connected gridworld rep-
resentation of the exploratory domain. The pioneering works of Stentz on Focussed
Dynamic A* [3] gave rise to much attention in the field, as he was able to combine
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techniques from algorithm theory with artificial intelligence. A heuristic function
is used to guide an incremental search algorithm that is able to efficiently re-use
information from previous search results. The efficacy of the algorithm was demon-
strated in solving autonomously unstructured outdoor navigation, with or without
an a priori map, by integrating it into Mars Rover prototypes and tactical mobile
robot prototypes for urban reconnaissance. Experiments show that for environments
requiring a million cells gridworld representation, D* can run up to 200 times faster
than A* [7]. D* offers an efficient, complete and optimal solution; however, the algo-
rithm is difficult to extend and maintain. Its core requires nested if statements with
complex conditions. Furthermore, the algorithm involves complex tie-breaking cri-
terion when comparing priorities during planning.

Koenig et al. took the initiative of developing a simplified algorithm that imple-
ments the same navigation strategy of D*. As a result, they developed the Life-long
Planning A* (LPA*) algorithm that repeatedly determines shortest paths between a
start and goal position, as the edge costs of a graph change [5]. Subsequently, they
extended LPA* to work on goal-directed navigation in unknown terrain, and called
their algorithm D*lite [2]. D*lite proved to be more efficient than D* [2]. It is eas-
ier to extend, maintain and analyse, and is suitable also to mapping an unknown
terrain [8]. One extension to D*lite solves the moving target problem during re-
planning [9]. Another extension uses linear interpolation techniques to calculate
accurate path cost estimates for arbitrary positions within each grid cell—Field D*,
an algorithm that is able to improve on the quality of the paths generated, produc-
ing a range of continuous headings. Remarkably, Field D* was used by NASA’s Jet
Propulsion Laboratory on the Mars rovers “Spirit” and “Opportunity” on Mars [10].

3 Motivations

Contrary to existing research that aims to improve the quality of the path gener-
ated by grid-based path-planners using interpolations and multi-resolution path-
planning [10], this work capitalizes on the strength of fuzzy logic in solving highly
non-linear problems, while generating fast and smooth control outputs. This research
draws its inspiration from the success of previous works on hybrid path-planning
techniques [11, 12]. In comparison to the work in [11]; here, we address the problem
of navigation in an unknown terrain. Moreover, a fuzzy spinning motion generator
that works with fuzzy target pursuit is introduced in this work, allowing the robot
to take U-turns during pursuit. The works in [12] also combined D*lite with fuzzy
logic, for a multi-objective mission flight planning. They combined D*lite and fuzzy
logic together, but for different reasons and their integration architecture is totally dif-
ferent. They used a multi-objective fuzzy system as an internal component of D*lite,
for customizing the calculation of the rhs-values. In this work, D*lite is used to guide
the fuzzy controllers, and the outputs of the system directly control the motors of the
robot (wheel velocities); thus enabling both steering angle adjustments and absolute
speed control. Last but not least, our novel design strategy is able to split the input
feature space into half, whenever symmetry can be found.
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4 The Hybrid Fuzzy-D*lite Algorithm

For brevity of discussion, this section takes a top-down approach on presenting the
details of the hybrid algorithm. Algorithm 1 utilizes Algorithm 2, while Algorithm 2
relies on two fuzzy systems defined in Fig. 1.

Algorithm 1 specifies the major components that comprise the hybrid path-
planning algorithm and the synergy between them. We use the D*lite algorithm
described in [6] as a global path-planner that guides a cascade of fuzzy control sys-
tems implementing fuzzy spin and target pursuit behaviours. For every fraction of
a second, the fusion of the algorithms generate an exact steering angle adjustment
and absolute robot speed, in accord with the environmental conditions. Furthermore,
these values are transformed into left and right wheel velocities to navigate the robot,
as it learns more about the environment.

First, given an incomplete map of the world, the robot’s current position, its head-
ing angle and a target destination, using D*lite and an initial optimistic assump-
tion that all unknown cells are traversable, the algorithm proceeds by calculating
the shortest path to the goal. This is done by executing steps 21-23 of the D*lite
algorithm(second version) defined in [6]. It is guaranteed that D*lite will find the
shortest path, if a path exists; otherwise, the robot stops if no finite path to the goal
is found (g-value of Start cell is o0). Our implementation of D*lite varies slightly
with the one defined in [6], in that we do not check if an adjacent cell is a succes-
sor or predecessor in steps 7, 17, 20 and 26 of the second version of D*lite [6],
but instead, we simply look at all neighbours of a cell. Despite these modifications,
when tested, our D*lite experiment results completely matched the planning and re-
planning simulations (D*lite, second version) shown in [6]. In this work, we have
tested two heuristics: the Manhattan distance equivalent for 8-connected gridworlds

STEERING ANGLE
CONTROLLER
NEAR FAR VERY_FAR

NEAR FAR _ VERY_FAR SMALL [ MEDIUM FAST VERY_FAST
SMALL MILD MEDIUM SMALL | MEDIUM | SLOW MEDIUM FAST
MEDIUM | SHARP MILD VERY SHARP VERY
LARGE VERY SHARP VERY SHARP | VERY SHARP | LARGE VERY S5LOW SLOW VERY SLOW

Distance Fuzzy Sets Distance Fuzzy Sets

MEDIUM LARGE MEDIUM

150 200 B0 300

Angle Fuzzy Sets
SMALL MEDIUM LARGE SMALL

Fig. 1 Details of the individual fuzzy logic control systems(FLS): fuzzy rules and fuzzy sets. Left
hand side FLS for steering angle adjustment. Right hand side FLS for absolute speed computations
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(which approximates the distance from the start cell to a cell with the maximum of
the absolute differences of the x and y coordinates of both cells [6]), and the Euclid-
ean distance. When using the Euclidean distance, we set the distance between diag-

onally adjacent cells to be \/E distance units; otherwise, we set the distance between
two adjacent cells to 1. It is our finding that only the Euclidean distance gives us the
shortest path to the goal, eliminating cases where the algorithm generates unnec-
essary crooked paths, as is the case when using the 8-connected Manhattan (since
diagonally adjacent cells are treated of equal distance to horizontally and vertically
adjacent cells = 1 distance unit).

Next, once D*lite finds the shortest path from Start to the Goal, the algorithm
enters a loop (step 6—18) and engages the cascade of fuzzy logic systems. This loop
runs until the goal is finally reached by the robot. For each step of the way, D*lite
delivers the next waypoint (step 9), which then becomes the intermediary target
(step 11-12) for the FuzzySpin_and_TargetPursuit () systems. The cas-
cade of fuzzy systems return the exact left and right wheel velocities, but these val-
ues are refined further using a speedMultiplier calculated based on the current angle-
FromTarget (step 14—15) (calculateSpeedMultiplier () isimplemented as
a small look-up table with only three entries). Finally in step 16, the robot scans its
immediate vicinity to check for any changes in the environment, or any cells that
were previously unknown in its map. If changes are detected, efficient re-planning is
performed. This is done using scanGraphForChangedEdgeCostsAnd
Update () which corresponds to steps 28—35 of [6].

Algorithm 2 details the combined fuzzy spin and target pursuit behaviours. The
algorithm ties up with two fuzzy controllers defined in Fig. I, whose architectural
design takes advantage of the presence of symmetry in the feature space. Note that
the fuzzy rule outputs do not specify exactly whether or not to steer the robot to the
right or to the left. The output only specifies the magnitude of the steering action.
The beauty of this design is that we are only solving for fuzzy sets covering half of
the feature space. The results do not sacrifice accuracy, while significantly cutting
down on the cost of computations. As can be seen, steps 14-21 (handling the case
when the target on the right) is mirrored in steps 22—30 (target on left), except for the
reversal of addition and subtraction operations. Similarly, steps 33-38 is mirrored in
steps 3945, but switching the left and right wheel velocities.

Given the angleFromTarget, distanceFromTarget and targetPosition (position of
the target, relative to the heading angle of the robot), and the two fuzzy con-
trollers (Fig. 1), the algorithm calculates for the absolute robot speed and steering
angle (steps 1-9). These values are then translated into left and right wheel veloci-
ties in steps 10—46.

Steps 10—13 moves a robot straight if the target is directly in front of it. On the
other hand, steps 10-31 accounts for target pursuit. The pursuit behaviour allows a
robot to move towards a target, while making a turn and adjusting its speed. Lastly,
steps 32—46 accounts for the fuzzy spin behaviour which overrides target pursuit
whenever the angleFromTarget is found bigger than min_spin_angle. This is impor-
tant, especially for making a U-turn whenever a dead end is encountered during its
traversal.
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5 Experiment Results and Discussion

A 2-wheeled robot simulation system using Box2D as the physics engine was devel-
oped in our laboratory to perform the experiments.

5.1 Calibration Map: Combined Fuzzy Spin and Target
Pursuit

First, we calibrated the fuzzy controllers defined in Fig. 1, in connection with Algo-
rithm 2 to ensure that the target pursuit behaviour is smoothly executed, and that the
spinning behaviour is engaged every time the angleFromTarget exceeds
min_spin_angle (20 degrees). The calibration results are reflected in Fig. 2, which
shows several snap shots of the robot’s movement, at different time sequences, for a
wide range of positions and angles. As can be observed, robots with bigger angle-
FromTarget spin first, before moving toward the target. On the other hand, robots
with smaller angleFromTarget move earlier toward the target.

Given: M, incomplete map of world

S, Start position

G, Goal position

R, current robot position

robotHeadingAngle

D x lite algorithm

Combined fuzzy logic control systems: FuzzySpin_and_TargetPursuit
Output: left wheel velocity WV, right wheel velocity WV,

S =R

path = D*lite - computeShortestPath(S, G, M)

if (no path was found) then

return

1:
2:
3:
4:
5: end if
6:
7:
8:

ight

while (goal has not yet been reached) do

if (path has been found) and (calcDistanceFromTarget(R, G) > minTargetDistance) then
if (the distance to the next waypoint is less than min_distance_waypoint) and (goal position has not been
reached yet) then

9: next_waypoint = D x lite — findNextWayPointTowardsGoal()

10: end if

11: (angleFromTarget, targetPosition) = calcAngleFromTarget(robot heading angle, R, next_waypoint)

12: distanceFromTarget = calcDistanceFromTarget(R, next_waypoint)

13: (WVieis WV,ign) = FuzzySpin_and_TargetPursuit(angleFromTarget, distanceFromTarget, targetPosition)

14: speedMultiplier = calculateSpeedMultiplier(angleFromTarget)

15: R = move(WV,,;, * speedMultiplier, WV ,;,,, * speedMultiplier)

16: D*lite — scanGraphForChangedEdgeCostsAndUpdate() {scan the environment using on-board sensors, if
any edge costs have changed, perform re-planning }

17:  endif

18: end while
Algorithm 1: Hybrid Fuzzy-D*lite Algorithm
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Given: angleFromTarget, distanceFromTarget, targetPosition, fuzzySpeed, fuzzyTurningAngle, tempVelocity
{temporary variable}
Fuzzy logic control system: FLS,,,...,i; angle
Fuzzy logic control system: FLS ...t speea
Output: leftWheelVelocity, rightWheel Velocity
1: FLS it speea = calculatePursuitSpeed(angleFromTarget, distanceFromTarget)

1 fuzzySpeed = FLS,,,,. 1 speca — getCrispOutput()
. if (angleFromTarget < minAngle) then

FLS ,rsuit angte = setSteeringCoefficient(0.2) {coefficient for the rule outputs}
. else

2
3
4
5
6: FLS it angte = SetSteeringCoefficient(0.35) {coefficient for the rule outputs}
7
8
9

. end if
. FLS

pursuit Angle — CalculateTurningAngle(angleFromTarget, distanceFromTarget)
. fuzzyTurningAngle = FLSpurxuizAngl(» — getCrispOutput()

10: if (angleFromTarget < very_smallAngle) then

11:  leftWheelVelocity = 1; {maximum velocity is 1}

12:  rightWheelVelocity = 1;

13: else

14:  if (targetPosition == RIGHT _SIDE) then

15: tempVelocity = fuzzySpeed + fuzzyTurningAngle{ LEFT WHEEL}

16: tempVelocity = max(min(tempVelocity, 1.0),0.0) {max. value is 1.0, min.value is 0.0}
17: leftWheelVelocity = tempVelocity

18: tempVelocity = fuzzySpeed — fuzzyTurningAngle{RIGHT WHEEL }
19: tempVelocity = max(min(tempVelocity, 1.0),0.0)

20: rightWheelVelocity = tempVelocity

21:  else

22: if (targetPosition == LEFT_SIDE) then

23: tempVelocity = fuzzySpeed — fuzzyTurningAngle {LEFT WHEEL }
24: tempVelocity = max(min(tempVelocity, 1.0),0.0)

25: leftWheelVelocity = tempVelocity

26: tempVelocity = fuzzySpeed + fuzzyTurningAngle{RIGHT WHEEL}
27: tempVelocity = max(min(tempVelocity, 1.0), 0.0)

28: rightWheelVelocity = tempVelocity

29: end if

30:  endif

31: endif

32: if (angleFromTarget > min_spin_angle) then
33: if (targetPosition == RIGHT _SIDE) then

34 tempVelocity = (fuzzySpeed + fuzzyTurningAngle) 0.3
35: tempVelocity = max(min(tempVelocity, 0.35),0.0) {max. value is 0.35, min.value is 0.0}
36: leftWheelVelocity = tempVelocity

37. rightWheelVelocity = —1 * tempVelocity

38: else

39: if (targetPosition == LEFT_SIDE) then

40: tempVelocity = (fuzzySpeed + fuzzyTurningAngle) * 0.3
41: tempVelocity = max(min(tempVelocity, 0.35), 0.0)

42: rightWheelVelocity = tempVelocity

43: leftWheelVelocity = —1 * tempVelocity

44. end if

45:  endif

46: end if

Algorithm 2: Fuzzy Spin and Target Pursuit

37
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Fig. 2 Calibration maps for the combined target pursuit and spinning behaviours. The target is
the red ball. Shown from left to right, are the sequence of robot movements taken at different time
sequences

5.2 Hpybrid Fuzzy-D*lite in Action

The scenarios depicted in Fig.3 demonstrate how the hybrid algorithm performs
planning and re-planning as the robot navigates an unknown terrain. The top-left
of Fig. 3 shows the initial path-planning results, based on the free-space assumption
about the unknown areas. The robot is completely oblivious of the presence of obsta-
cles; therefore, the calculated shortest path (appearing as the connected red lines)
included the unknown blocked cells. The fop-right figure shows the cell connections
representing the initial knowledge of the world, with assumptions. The unknown
cells are yet to be discovered by the robot, and they are all assumed to be traversable.
In conjunction, the details of the initial planning results, relevant to D*lite (h,g and
rhs-values) can be viewed on the middle-left figure. Upon discovery that some of
the unknown cells are actually blocked cells, re-planning is performed. A snapshot
of one of the intermediary re-planning results can be viewed on the middle-right
figure. At this stage, it can be seen that more green cells appear due to cell expan-
sions. Finally, the two bottom figures depict the last stage of navigation. The com-
plete smooth trajectory of the robot is shown at the bottom-left figure, and all the
relevant details pertaining to D*lite is shown at the bottom-right.

Using a set of 47 gridworlds of varying sizes, from 35 cells to 10000 cells,
we measured the runtimes spent on D*lite calculations and the Fuzzy Logic con-
trollers (Fig.4). As can be viewed from Fig. 4, Fuzzy Logic’s runtime is very fast,
notching a maximum of only 921 us, and can be considered approximately linear
against the number of grid cells. On the other hand, D*lite’s runtime notched a max-
imum of 9196 us, and can be considered to be dependent on both the complexity
of the grid topology and the presence of unknown cells. In terms of the proportion
of time attributed to Al planning, the Fuzzy systems accounted for work between
0.64-11.30 %, while D*lite accounted for work between 88.70-99.36 %.
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Fig. 3 The Hybrid Fuzzy-D*lite (using Euclidean distance heuristic) in action (planning and re-
planning). The gridworld in the experiment contains unknown areas in the map, marked by peach-
coloured cells (these are actually blocked cells), known blocked areas as black cells, and known
traversable areas as grey cells. Green cells indicate the vertices expanded during search, red lines
indicate blocked connections, while yellow lines mean traversable connections. (S-start position,
G-goal position)
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Fig. 4 Comparison of runtimes between D*Lite and the Fuzzy Logic Controller

6 Conclusion

We have proposed a novel hybrid Fuzzy-D*lite algorithm that combines two comple-
mentary algorithms for fast and smooth near-optimal goal-directed robot navigation
in an unknown terrain, in real-time. The hybrid algorithm is capable of efficient re-
planning using the results of previous path-calculations, while the robot explores the
environment using on-board sensors for more details about its traversability. Fur-
ther, using a design architecture (for the cascade of fuzzy systems) that cuts down
the feature space into half (whenever symmetry is present), the fusion of algorithms
is capable of calculating the exact steering angle and absolute navigation speed for
every fraction of a second, by controlling the left and right wheel velocities of a
2-wheeled robot.
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Accurate Localization in Urban
Environments Using Fault Detection
of GPS and Multi-sensor Fusion

Taekjun Oh, Myung Jin Chung and Hyun Myung

Abstract In order to make robots perform tasks autonomously, it is necessary for
robots to know the surrounding environments. Therefore, a world modeling should
be made in advance or concurrently. It is important to know an accurate position for
the accurate world modeling. The aim of this paper is an accurate localization
method for the world modeling under the situation where the portion of signals
from global positioning system (GPS) satellites is blocked in urban environments.
In this paper, we propose a detection method for non-line-of-sight satellites and a
localization method using the GPS, the inertial measurement unit (IMU), the wheel
encoder, and the laser range finder (LRF). To decide whether the signal from the
satellite is blocked by the building, the local map that is made from the local sensors
and an LRF is exploited. Then the GPS reliability is established adaptively in a
non-line-of-sight situation. Through an extended Kalman filter (EKF) with the GPS
reliability the final robot pose is estimated. To evaluate the performance of the
proposed methods, the accuracy of the proposed method is analyzed using ground
truth from Google maps. Experimental results demonstrate that the proposed
method is suitable for the urban environments.
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1 Introduction

Localization is an essential technique for the robot autonomy. If the robot does not
know where it is, the robot cannot perform any task because of the lack of sur-
rounding environment information. In order to solve the robot localization problem,
various ways have been actively researched. Simultaneous localization and map-
ping (SLAM) [1-8] that makes the robot navigate in unknown environments has
been investigated as one way for the robot localization.

Localization approaches using the prior map data [9-12] have also received
much attention in recent years. For this approach, the map data that is made in
advance, for example Google maps, 3D point cloud maps, and image maps, are
required in order to determine the robot pose. Matching between the prior map data
and current sensor information enables the robot to estimate the final pose.
Although this approach relatively guarantees accurate robot pose estimation than
other robot approaches, this approach should have the prior map data and may
result in the localization failure due to the inaccurate map information. In efforts to
increase the rate of the robot pose estimation accuracy, the global positioning
system (GPS) is used for the robot localization. Obst et al. have proposed a
localization method using the GPS and a 3D map [13]. The 3D map consists of a
digital terrain model called Open Street Map and a digital elevation model. The
virtual ray from the robot to a satellite is generated and makes the robot know
whether the satellite signal is blocked by a building or not. By detecting
non-line-of-sight satellites, the GPS reliability can be determined to help the robot
estimate its pose. However, to make the 3D map, it is necessary to have the digital
elevation model and Open Street Map, but the reliability of Open Street Map is not
guaranteed because Open Street Map can be modified anonymously on the web.
The non-line-of-sight satellites detection algorithm using an omnidirectional camera
has been proposed by Meguro et al. [14]. Using the camera image, the
non-line-of-sight satellite signal of GPS is filtered and the accuracy of robot pose
estimation is increased. However, illumination changes cause errors for the robot
localization using the camera.

In this paper, we propose an accurate localization approach based on a detection
method for non-line-of-sight satellites and a pose estimation method using an
extended Kalman filter (EKF) algorithm for the world modeling in urban envi-
ronments. A local map enables the robot to discriminate the non-line-of-sight
satellites. Through results from non-line-of-sight satellite detection, the reliability of
a GPS is determined to estimate the final robot pose. The EKF corrects the GPS
error by fusing the multi-sensor data.

The remainder of this paper is organized as follows. In Sect. 2, the overall
algorithm for the accurate localization is described in detail. Section 3 introduces
the experimental setup and verifies the performance of the proposed method. In
Sect. 4, conclusion and future works are discussed.
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2 Localization Using Non-line-of-Sight Satellite Detection

In this section, EKF-based pose estimation for the world modeling through the
non-line-of-sight satellite detection algorithm is introduced. First, generating a local
map using local sensors in urban environments is presented. Then, the approach is
described how to detect the non-line-of-sight satellite using the local map and
determine a reliability of the GPS. Finally, EKF-based pose estimation by the
reliability of the GPS is presented.

2.1 Local Map

It is possible to detect the non-line-of-sight satellite backward direction of the robot
using the map that is generated through the robot moving. However, the robot
cannot detect the non-line-of-sight satellite forward robot direction because of the
lack of map information. Therefore, a local map helps the robot detect the
non-line-of-sight satellite in this situation. The local map is generated by local
sensors. Although local sensors accumulate the error, local sensors are relatively
accurate for short distance robot moving. The process of generating the local map
and an example scene of the local map are shown in Figs. 1 and 2, respectively. The

(3) Building (b) Building
~ '

L
Direction 0}\ L " e
movement Ground Lo(al':jow\ oot

uilding (d)

Direction :f"n

maovement

Fig. 1 The process of generating local map. a before generating local map; b calculation local
pose using the local sensors; ¢ generating local map using the local pose; d generation of local
map. Red dots indicate the local map
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Fig. 2 Local map generated using local sensors

robot discriminates building information of forward direction of the robot using the
local map.

2.2 Non-line-of-Sight Satellite Detection Algorithm

Although a building is located in forward robot direction, the robot can detect this
building from the results of the local map. Therefore, robot can detect the
non-line-of-sight satellite when the GPS data are acquired. Figure 4 illustrates the
concept of the non-line-of-sight satellite. Point Py = (xo, yo,20) means the robot
position from the GPS data and point Py = (x1,y1,21) is the point cloud data on the
local map from the depth information r acquired by the laser range finder (LRF).

Vector A= (a, b, ¢) is direction vector from the robot to the satellite from GPS data.
A virtual ray from the robot to the satellite is defined by a line equation and point
P =(x2,y2,22) is derived by a perpendicular foot from P; to the virtual ray. The
shortest distance d from P; to P, is used to check whether the virtual ray from the
robot to the satellite is blocked by building or not. A signal from the satellite is
determined as non-line-of-sight signal, if shortest distance d is smaller than a
threshold value dy; and a height value z, of point P, is smaller than the height value
71 of point P;. The results of the non-line-of-sight satellite detection algorithm are
shown Fig. 3. The gray line is the signal that is not acquired from the GPS or that is
not used for calculating of pose data, although that signal is acquired from the GPS.
The red and green line is exploited for calculating of pose data. The red line means
the non-line-of-sight satellite signal that is determined by our detection algorithm
and the green line indicate the direct satellite signal.
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Fig. 3 The results of the non-line-of-sight satellite detection using the local map. The results are
acquired from Fig. 2

If(d < dgp) and (23 < 2;)
- E§; Non-line-of-sight signal
s N Else
7] ] direct signal
N

Py: Vehicle Pose
Py: Point from LRF
Py: Perpendicular Foot

B s A: Direction Vector
A= (ab,c)

Py = (X0, Y0 20)

Fig. 4 The concept of the non-line-of-sight satellite detection using the local map

2.3 GPS Reliability

If the non-line-of-sight satellite is detected, the GPS data should not be used
directly. It is not possible to trust the GPS data in the non-line-of-sight situation. It
is necessary correcting algorithm for the GPS information. In this subsection, the
generation of the GPS reliability is described.
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Fig. 5 GPS reliability (K, =2, K, =4)

The number of available satellite $* that is acquired from the GPS data means
the number of satellite for calculating the pose. The number of non-line-of-sight
satellite SV is obtained from the results of our detection algorithm in previous
Sect. 2.2. The number of total reliable satellite S” is defined as follows:

ST =545V, (1)

The reliability of GPS is written as a modified sigmoid function as follows:

1
GPS __
R = e x =) @)

where K, and K| are user parameters for the GPS reliability. The user parameter K;
is usually set 4, because to acquire pose data from the GPS, four satellites are
required at a minimum. The other user parameter K, is set bigger than 2. K,
changes the slope of sigmoid function. If value of K, is smaller than 2, the relia-
bility of GPS is not reflected rapidly. The GPS reliability when K, and K; are 2 and
4, respectively, is shown in Fig. 5.

2.4 EKF-Based Pose Estimation

In this subsection, the EKF-based pose estimation approach using the GPS relia-
bility is presented. The system modeling of the EKF is defined as follows:
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xe=f(—1) +wk—1, wi—1~N(0,0) (3)
ze=h(xg_1)+w-1, w-1~N(0,R) (4)

where state vector x=[X,Y,V,0, w]T and measurement z=[XCPS, yOPS yWO,

698, @™Y)" The components of state vector X, ¥, V, 6, and w are latitudinal
position, longitudinal position, velocity, rotation angle, and angular rate of robot,

XOPs yWo, 0°FS are data from

respectively. The component of measurement and
the GPS, VWO from wheel odometry (WO), and »™V from inertial measurement
unit (IMU). The process noise w;_; and measurement noise v;_; are denoted
Gaussian noise that is zero mean and covariance Q and R, respectively. The process

model f and the measurement model % is defined as follows:

X + Vi Aticos(6y)
Y. + VkAtksin(Gk)
fla) = Vi (5)
O + wi Aty
(3

Xy
Y
h(x)= | Vi |. (6)
O
()3

Although the covariance R is determined by the sensor specification, in this
paper adaptive technique using the weight through the GPS reliability is proposed
as follows:

R=W‘diag((rX,5Y,6V,69, cr“’) (7)

where 6%, 6", 6", ¢, and ¢ indicate standard deviation of latitudinal position
from GPS, longitudinal position from GPS, velocity from WO, rotation angle from
GPS, and angular rate from IMU, respectively. The weight matrix W is defined as
follows:

W =diag(w*,w", 1,w’, 1) (8)

where the components of weight matrix is written using the GPS reliability in
Eq. (2) as follows:

wX =w¥ = =2 — ROPS, 9)
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3 Experiments

In this section, an experimental setup and the results of proposed method are
described in detail. To confirm the performance of our method, the sensor system,
the experimental environment, and the method for implementation are presented
below. The experiment results of the proposed method were compared another
method graphically and numerically to validate the effectiveness of our method.

3.1 Experimental Setup

The experimental environment and sensor system are illustrated in Fig. 6. The
system is composed of an electrical vehicle, three LRF, two wheel encoder, a GPS
and an IMU. In experiment, front LRF is not exploited. The experimental site is
Korea advanced institute of science and technology (KAIST) in Daejeon, South
Korea. The size of the experimental environment is about 250 m X 310 m, elapsed
time is 265 s, and a moving distance for the experiment is 1029 m. In the exper-
imental environment, there are some buildings to block the satellite signal.

3.2 Results

The graphical experimental results are shown in Figs. 7 and 8. In Fig. 7, the blue
circle indicates the pose from GPS, the green solid line WO, the yellow solid line
WO + IMU, the light blue dot GPS + WO + IMU, and the red solid line proposed
method. The results of WO, WO + IMU, GPS + WO + IMU diverge from the
road line. The result of GPS is discontinuous. This phenomenon is caused by the
non-line-of-sight satellite GPS. Discontinuous world modeling from the GPS data is

Fig. 6 Experimental setup. a Sensor system; b experimental environment
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O Ondgina GPS
WO
WO+MY
GPS+WO+MU

Fig. 7 Experiment results. The blue circle means the pose from GPS, the green solid line WO, the
yellow solid line WO + IMU, the light blue dot GPS + WO + IMU, and the red solid line
proposed method

Fig. 8 World modeling results. a GPS; b GPS + WO + IMU; ¢ proposed method
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Table 1 RMSE results RMSE (m)
GPS 5.174
GPS + WO + IMU 3.580
Proposed method 2.748

depicted in Fig. 6a. The graphical result of our proposed method is well matched to
the road line in Fig. 7 and shows the continuous world modeling in Fig. 8c. The
numerical results of root mean square error (RMSE) are described in Table 1. The
error our proposed method is smaller than the others.

4 Conclusions and Future Works

We proposed an approach for accurate localization for world modeling based on a
detection method for non-line-of-sight satellites and a pose estimation method using
the EKF algorithm in urban environments. A framework of building a local map,
detecting the non-line-of-sight satellite, pose correction and building the accurate
world modeling had been developed in this paper. We confirmed that the results of
our proposed method have better performance graphically and numerically.

Height data from the GPS in not considered and overall algorithm is conducted
offline in this paper. For future works, we will expand our method to a 3D and make
the real-time algorithm by modifying the sensor system.
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Simultaneous Localization and Mapping
with a Dynamic Switching Mechanism
(SLAM-DSM)

Chun-Hsiao Yeh, Herng-Hua Chang, Chen-Chien Hsu
and Wei-Yen Wang

Abstract In this paper, we propose a simultaneous localization and mapping
(SLAM) algorithm incorporating a dynamic switching mechanism to switch
between FastSLAM 1.0 and 2.0, based on a threshold of effective sample size
(ESS). By taking advantages of FastSLAM 1.0 and 2.0 through the proposed
dynamic switching mechanism, execution efficiency is significantly improved while
maintaining an acceptable accuracy of estimations. To show the effectiveness of our
proposed approach in comparison to FastSLAM 1.0 and 2.0, several simulations are
demonstrated in this paper.

Keywords FastSlam - Particle filter - Extended Kalman filter

1 Introduction

Simultaneous localization and mapping (SLAM) plays an important role in the field
of robot navigation in unknown environment, where the robot has to build a map
from its surroundings while localizing itself simultaneously [1]. The algorithm
builds the whole map of the environment and the robot’s position using landmark
measurements collected from robot information and the odometer. According to
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previous study, SLAM algorithms are divided into two categories known as,
EKF-SLAM [2] and FastSLAM [3]. EKF-SLAM is based on extended Kalman
filter, which puts robot’s odometer information and landmark measurements into
EKF’s covariance matrix, while repeating prediction and updating processes at the
same time. Several attempts have been made to improve EKF-SLAM’s perfor-
mance. For instance, a map management method [4] was proposed to increase robot
pose accuracy and landmark estimation by deleting suitable landmarks. Moreover,
several soft-computing approaches [5, 6] were presented to make EKF-SLAM
algorithms more robust. However, due to the computational complexity of
EKF-SLAM algorithms, data association easily fails when sensor update takes too
much time for computing a large number of landmarks.

To solve the problem of computational complex in EKF-SLAM, several Fas-
tSLAM algorithms were presented based on Rao-Blackwellized particle filter
(RBPF) [7]. Basically, FastSLAM solve part of localization by using particle filter
(PF), while solving part of mapping by using EKF. Different from EKF-SLAM,
FastSLAM calculates each landmark individually with EKF for, it eliminates
complex calculation of excessively large matrix. From previous research, the initial
FastSLAM version is named FastSLAM1.0, which estimates the robot position only
by using particle filter (PF). Unfortunately, the estimation accuracy is far from
satisfactory since only control inputs are used to predict the location of the robot.
Thus, a modified version called FastSLAM?2.0 was created to solve this problem.
FastSLAM?2.0 relied not only on motion estimate but also sensor measurement to
improve the estimation accuracy. Though, FastSLAM2.0 performs better than
FastSLAMI1.0, its runtime efficiency is compromised, especially when a huge
number of landmarks appear.

This paper proposes modified SLAM which improves the computational effi-
ciency to solve the burden of wasting a lot of runtime to run FastSLAM?2.0,

2 SLAM-DSM for Mobile Robots

In order to improve the computational efficiency, we design a switching mechanism
between FastSLAMI1.0 and 2.0 based on the effective sample size (ESS) as a
threshold. If the ESS value is smaller than a preset threshold, the difference between
each particle’s importance weights is large, and we run FastSLAM2.0 at that
iteration. However, if the ESS value is larger than the threshold, the difference
between each particle’s importance weights is small. Then we switch FastSLAM?2.0
to FastSLAM1.0 to reduce computation at that iteration. Figure 1 shows the
flowchart of the proposed SLAM (SLAM-DSM). Detailed descriptions are listed
below
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Fig. 1 Flowchart showing
the SLAM-DSM
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2.1 Generate a New Proposal

For particle m = 1, ..., M, a probabilistic guess about position of robot which
agrees with the control input at recent time t is generated:

AR ICTEANNTY (1)

Then, we use these particles and landmarks & in these particles to generate
estimated measurements

=g(3‘;”’ gzt—l) (2)

Calculate the landmarks by using the estimated measurements model of Jacobian
matrix

Hg, =0g (X", 6} ,_) 00, _, 3)

The innovation covariance matrix can be calculated as
© T
Sk =Hgk Z Hﬁk +R; (4)
ki—1

Since Hy is the Jacobian of measurement model with landmark pose. The
covariance and mean of the sampling distribution can now be obtained.

-t
§:= HI(S) ™ 'Hy, + (%)

X, 1 X5t

Z HT Sk ( Z zn) +um

X, t—1

Finally, the new sample is drawn in Gaussian approximation

Xt

X'~ N (u;:f’,, 2) (6)

2.2 Data Association

After estimating the position of the robot, we use particle’s state and landmarks
information £ = 1, ..., N in particle m to generate estimated measurements
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2;n=g(5"jrﬂ’ ekm,t—l) (7)

The likelihood between actual measurements z, and expected measurements Z2;"
is obtained by using following equations:

1

S is the innovation covariance matrix:

exp<— ;(Z;—ﬁk,t)T(Sk)_l(Zt—zk»t)) (8)

m
Sx=Hg, Y, Hj +R, )
k,t—1

If any likelihood is larger than the threshold, update the landmark with the
largest likelihood. However, we regard this landmark as a new one, and add it into
the particle.

2.3 Updating the Particle State and the Landmark Estimates

Each landmark has its own mean and covariance in FastSLAM2.0, which is the
same as FastSLAM]1.0. Landmark estimates can be updated by using EKF.

K=Y H,S;'
n,t—1
wy =i,y +K(z—2") (10)
m m
Y. =(I-KHy,) X

At =1
If there is no likelihood higher than the threshold, we add this new landmark into
the particle rather than updating its information
N'=N",+1

t t

u z=g_1(xjtn’2ﬁqf—1) (11)

>3

Mz

-1
- (Hgﬁ R,‘ngﬁ)

t

d
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2.4 Calculating Importance Weight and Effective Sample
Size

We use the following equations to calculate importance weight for each particle:

m] _ target distribution

"~ proposal distribution
prop (12)

_ p(xt,m|zt’ ut,nt)

- p(xt—l,m|zt—1’ul—l’nt—l)p(x;n‘xl—l,m’zt’ut’ni)

Then, we use importance weight to obtain the effective sample size (ESS).

M

ESS, = ——
! 1+cv?

(13)

In effective sample size equation, M is defined by the number of particles which
is used in SLAM, while ¢v? is defined by the importance weight’s coefficient of
variation.

1 M

o?= M (Mw(i)—1)* (14)

Basically, our algorithm use effective sample size (EES) which is related to the
value of difference between every importance weights. It is used to be a threshold at
beginning of next iteration for deciding to run FastSLAMI1.0 or FastSLAM?2.0. The
algorithm code is shown below.

begin

if ESS > = thershold do
FastSLAM1.0

else

FastSLAM2.0

end.

2.5 Resampling

A tournament selection mechanism is used for resampling after all particles being
assigned importance weight and ready to enter next iteration.
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3 Simulation Results

Basically, we compare FastSLAM1.0 and FastSLAM?2.0 with our proposed idea to
evaluate the performance. The software environment is to use Visual Studio 2012
with the OpenCV library, while the hardware environment is to use a laptop with
Intel Core 15-3230 M, 2.6 GHz CPU, 8 GB RAM. In our experiments, we use 16,
50, 70 landmarks to set each environment on a map that have 500 * 500 pixels in
dimension, and use 16 particles for SLAM algorithms. Each robot’s move is rep-
resented by 10 pixels, and each rotation is 15°. Gaussian noise is introduced into the
distance and rotation is obtained from odometer. The laser is called Virtual LRF
which has maximum distance range of about 100 pixels and scanning range of
180°. It has 181 measurements for each individual scanning. In each run, robot
needs to move 100 steps along the path. Therefore, we execute 20 runs in each
separate environment.

Figure 2 shows the simulation results of various SLAM algorithms, where the
path in pink is the robot’s trajectory, and the path in gray is the estimated path of
particle with the highest weight among those 16 particles. Particles of the proposed
approach are shown in small green circles, and a robot is represented by yellow
circle which is overlapped by the convergence of particles. Landmarks are marked
by black dot surrounded by a brown circle, while the estimation of landmark
location is represented by red circles. Virtual LRF scanning is shown by 181 blue
lines. From the simulation in Fig. 2, we find out that the robot’s localization and
landmark estimation by SLAM-DSM are more accurate than FastSLAMI1.0, and
similar to FastSLAM2.0.

In the experiments, we set the particle number as 16, so the value of effective
sample size (ESS) region is from O to 16. Figure 3 shows three charts set with 16,
50, 70 landmarks into three different environment. Also, x-axis is defined by run
time, while y-axis is defined by localization error. We run SLAM and set ESS to be
threshold from 3 to 16. For example, if we run SLAM in 70 landmarks situation and
set ESS as 8, we can obtain the localization error to be 1.01 and run time is 143 s.
So, we have this point on x-y coordinate system, which x value is 143, and y value
is 1.01. Finally, we obtain many points from each ESS’ threshold and analyze it.

(@) PR ) ©

Fig. 2 Simulation results of different SLAM algorithms. a FastSLAM1.0. b SLAM-DSM.
¢ FastSLAM2.0
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Fig. 3 Simulation results of (a) 35 4
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Then, we choose optimal ESS’s threshold which is on the left side of the black
line, to represent smaller value of localization error and run time. Apparently, we
find that the value of optimal ESS is near half of its particle number in three
different situations.

Moreover, we use different environment to do experiment to prove that our result
is correct. As shown in the simulation of Fig. 4, we keep number of landmark same
(70 landmarks), and change particle number from 16 to 20, 30. Finally, we can
prove that the ideal ESS is close to half of its particle number.

Table 1 represents results of different SLAM algorithms by running each 20
times individually. The ‘Localization error’ stands for the mean error between the
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Fig. 4 Simulation results of (a) 14+
20, 30 particle numbers under
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number = 20, b particle
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true landmark locations and those estimated by best particle after simulations is
completed. To demonstrate computational efficiency, we also show the average
runtime of various FastSLAM algorithms under different number of landmarks. In
the experiment, we run the SLAM under 16 landmarks represented in Table 1, 50
landmarks in Table 2, 70 landmarks in Table 3. All three Tables have shown that

Table 1. Localiz.ation error SLAM Localization error Runtime
ar.ld runtime efﬁcwncy‘ of Algorithm (pixel) )
different SLAM algorithms

under 16 landmarks FastSLAM 1.0 2.93 42.94
(Choosing optimal ESS =7 FastSLAM 2.0 1.41 86.90

in SLAM-DSM) SLAM-DSM 1.83 54.10
Table 2 .Localiza.tion error SLAM Localization error Runtime
ar'ld Runtime efﬁcwncy of Algorithm (pixel) )
different SLAM algorithms

under 50 landmarks FastSLAM 1.0 1.20 98.38
(Choosing optimal ESS = 8 FastSLAM 2.0 0.69 187.60
in SLAM-DSM) SLAM-DSM 0.79 133.50
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Table 3 .Localiza.tion error SLAM Localization error Runtime
apd Runtime efﬁmency of Algorithm (pixel) (s)
different SLAM algorithms

under 70 landmarks FastSLAM 1.0 1.29 109.47
(Choosing optimal ESS = 9 FastSLAM 2.0 0.79 198.38
in SLAM-DSM) SLAM-DSM 0.88 146.30

SLAM-DSM reduces a lot of runtime compared to FastSLAM 2.0, but localization
error increases just a little. In summary, SLAM-DSM improves the computational
efficiency of FastSLAM 2.0.

4 Conclusion

In this paper, we propose a dynamic switching mechanism to improve the runtime
efficiency of FastSLAM?2.0 and estimate accuracy of FastSLAM1.0. The main idea
of this paper is to design a mechanism to switch FastSLAMI1.0 and FastSLAM?2.0.
In the algorithm, we use the effective sample size (ESS) to be threshold for
switching, which is related to the value of difference between all the importance
weights. Through conducting the experiment in different situations, we can choose
an ideal effective sample size (ESS) to be a threshold for reducing maximum
runtime and localization error in those situations. As a result, our algorithm uses the
advantage of FastSLAMI1.0 and FastSLAM?2.0 to demonstrate better runtime effi-
ciency and estimation accuracy.
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ROSLAM—A Faster Algorithm
for Simultaneous Localization
and Mapping (SLAM)

Teng-Wei Huang, Chen-Chien Hsu, Wei-Yen Wang and Jacky Baltes

Abstract Computationally efficient SLAM (CESLAM) has been proposed to solve
simultaneous localization and mapping problem in real-time design. CESLAM first
uses the landmark measurement with the maximum likelihood to update the particle
states and then update their associated landmarks later. This improves the accuracy
of localization and mapping by avoiding unnecessary comparisons. This paper
describes a modified version of CESLAM called rapidly operations SLAM
(ROSLAM) which improves the runtime even further. We present an empirical
evaluation of ROSLAM in a simulated environment which shows that it speeds up
previous well known algorithms by 100 %.

Keywords FastSLAM . CESLAM - Particle filter - Extended Kalman filter

1 Introduction

Simultaneous localization and mapping (SLAM) is a crucial technique for robot
navigation in unknown environments. SLAM is the problem where an intelligent
robot moves and estimates a map of its environment as well as its pose relative to
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the map simultaneously [1]. Using landmark measurements obtained from the
robot’s sensors and odometry, we can determine the robot’s position within a
map. After localization we add unknown landmarks to complete the map.

2 Related Work

Since SLAM is a fundamental problem in robot navigation, there has been a lot of
research in this field. There are two major SLAM algorithms: EKF-SLAM [2] and
FastSLAM [3]. Both will be described in the following subsection.

2.1 EKF-SLAM

The EKF-SLLAM is based on extended Kalman filter (EKF) that uses odometry and
landmark measurements to calculate the required information to update the esti-
mates for the position of the robot and the landmarks using an EKF. In addition, this
method estimates a complete map with the robot adjusting every step of its cal-
culated position. Ideally, EKF will rapidly converge when the system is linear.
However, in real-world applications, most systems are nonlinear which lead to slow
Or no convergence.

Several solutions were proposed to improve EKF-SLAM. Focusing on map
management, Dissanayake et al. proposed a method to delete unreliable landmarks
to enhance the accuracy of map generation and robot’s position [4]. Many
soft-computing methods [5-7] are also proposed in order to improve EKF-SLAM.
However, when the quantity of landmarks becomes larger, it may place a heavy
load on the operating system due to the quadratic size—with respect to the number
of landmarks—of the covariance matrix [3].

2.2 FastSLAM

To improve the runtime of EKF-SLAM, many FastSLAM algorithms were pre-
sented based on Rao-Blackwellized particle filters (RBPF) [8]. The FastSLAM
algorithm subdivides the SLAM problems into two phases: mapping and local-
ization. In mapping, FastSLAM uses EKFs to estimate; while for localization, the
method uses particle filter (PF). The heavy burden from possible large matrix can be
dismissed, as FastSLAM calculates every landmark for each EKF only.

There are two versions of FastSLAM, FastSLAM 1.0 [3] and FastSLAM 2.0 [1].
FastSLAM 1.0 only uses the control signal to localize the robot, while FastSLAM
2.0 uses the sensor measurements as well to improve localization and mapping
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result. FastSLAM 2.0 is more accurate than FastSLAM 1.0. As a trade-off, Fas-
tSLAM 2.0 runs slower than FastSLAM 1.0, especially with a large number of
landmarks.

2.3 CESLAM

Therefore, CESLAM [9] was proposed to overcome all of the above problems.
CESLAM combines the strong points of both FastSLAM 1.0 and FastSLAM 2.0.
To predict a probabilistic position of the robot, CESLAM only uses the odometry,
which reduces the runtime. Then, CESLAM will update its position using the
maximum likelihood position of the sensor measurements and previous informa-
tion, so that accuracy can be improved and runtime decreased.

However, there are some shortcomings in CESLAM. This paper presents a
rapidly operating SLAM (ROSLAM) for mobile robot that can improve the runtime
of CESLAM.

3 Rapidly Operation SLAM for Mobile Robots

In order to improve the runtime, we propose ROSLAM which will use the number
of landmarks to compare with the previous one and decide whether to skip updating
the landmarks or not. Furthermore, in the data association phase, if the estimated
measurements exceed the actual range of the laser range finder, ROSLAM will skip
the step of calculating the likelihood. Then, the likelihood of these measurements
will be set to zero like CESLAM. At the same time, we also check the likelihood of
adding a new landmark or continue to the next step. The next step is updating the
landmark estimates. Using the estimated measurements we update the state of
particle first and then correct the landmarks. Figure 1 shows the flowchart of the
proposed approach.

3.1 General New Proposal

For particle m = 1, ..., M, considers the current measurements z' and control inputs
u' to produce a possible state of robot

[]

X Np(xt|x£n1]1» Lty Uy, nl> (1)
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Fig. 1 Flowchart showing
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3.2 Sensor Checking

By storing the number of landmark in current measurements

A= )

3.3 Data Association

Using previous landmarks information k=1, ..., N and the state of particle in
particle m to produce estimated measurements

=g (3, o)) (3)

We set zero to the likelihood of the estimated measurement without further
calculation, even when it is out of the LRF’s range. Relatively, we compare the
actual measurement Z, and estimated measurement Z; , with the likelihood via the
following equation

exp - 3 (=20 (50 =0 a

where S, is the innovation covariance matrix

Hy, =ag(x;n’9km,t—l)/agz1,t—l

[m] (5)
Sx=Hy, Y, Hj +R,
k,t—1

3.4 Updating the Landmark Estimates and Particle’s State

If the likelihood is higher than the threshold, then the measurement already exists
for the particle. Thus, we first complete updating the particle’s state and then correct
the landmark. Update the landmarks information using the estimated measurement
that has the largest likelihood
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This procedure is the same as the CESLAM. After executing the above process,

we can use the updated state of particle to produce new estimated measurement and
revise the landmark estimated by EKF

[m]
K= Y H;S;'
n,t—1 !
W =ul | +K(z =" (7)
[m] (]
2=(~-KHy,) ¥

n,t =1

when there is no likelihood higher than the threshold add this landmark information
into the particle instead of updating

m) [m]
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3.5 Calculating Importance Weight

The importance weight is assigned by the following:

n _targetdistribution
! ™ proposal distribution
p(x” [m] |Zt’ u, nt) (9)

p(xz—l,[m] |Zt—1’uz—l’nt—1)p(x[m] \x""[m],z’,u’, nt)
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3.6 Resampling

After every particle is assigned an importance weight, we calculate effective sample
size (ESS) to decide whether to do the resampling or not [10]

M
ESS/ = ——
T l+oe? (10)
o= Ly (Mw(i)—1)*
M5

A tournament selection [11] mechanism is adopted for resampling while the ESS
is lower than the threshold.

4 Simulation Results

For performance assessment, we compare FastSLAM 1.0 and FastSLAM 2.0 with
the proposed approach. The experiments used a PC with an Intel Core 17-920
2.67 GHz CPU, 3 GB RAM, and the simulation platform was Visual Studio 2010
Express with the OpenCV library. The size of the map was 500 X 500 pixels.
There were seventy landmarks on the map. The robot moved 5 pixels or rotated 15°
in each step. We introduced Gaussian noise into the measurements obtained from
the LRF and odometry. The maximum distance of the LRF is a hundred pixels and
it has 180° scanning range, so it has 181 measurements for each scan. We calcu-
lated the mean robot pose error in localization result, and the robot moved along a
prespecified path. Ten independent runs are executed in the simulation and each run
requires 166 steps to complete the SLAM task.

Figures 2, 3 and 4, shows the simulation results of several SLAM algorithms,
where the green point path is the localization results of the best particle, and black
point path is the real trajectory of robot. The pink circles are the particles which
overlap or are near the dark yellow circle. A dark yellow circle is the robot current
position. The estimations on landmark position are the red hollow circles, and the
black dots with the brown circle scattered on the map represent the landmark. The
space within the blue painted sector is the range of simulation LRF, and the blue
dots in this space represent the present measurements of the robot. As demonstrated
in Figs. 2, 3 and 4, the accuracy of estimating landmarks and robot localization
result in the proposed approach are better than the ones created by FastSLAM 1.0
and FastSLAM 2.0.
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4.1 Runtime Efficiency and Localization Error

Table 1 shows the simulation results of 10 independent runs. The ‘average local-
ization error’ means the error between the true and estimated robot’s pose; ‘Path
RMSE’ represents the RMSE between the true and estimated robot’s pose. Table 2
shows the average runtime of various SLAM algorithms. When landmarks become
larger, the advantage of the proposed approach can be clearly demonstrated.
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Fig. 4 Simulation results of ROSLAM

Table 1 Simulation localization result of several SLAM algorithms
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SLAM algorithm Average localization error (pixel) Path RMSE (pixel)
FastSLAM1.0 4.17 2.563
FastSLAM2.0 2.37 1.398
ROSLAM 2.12 1.266

Table 2 Runtime comparison chart of several SLAM algorithms

SLAM algorithm

FastSLAM1.0

Runtime (s)
(24 landmarks)

Runtime (s)
(50 landmarks)

Runtime (s)
(70 landmarks)

127.5

221.80

365.55
FastSLAM2.0 171.55 375.18 631.26
ROSLAM 46.95 54.52 69.17

5 Conclusion

In this paper, we modified the CESLAM to a new version that greatly improves its
runtime. There ideas in this paper is to ignore the same landmarks while the robot
stays in the same place so as to prevent obtaining additional measurements that add
little information. As a result, wasted comparisons of measurements with all

landmarks information in particles can be avoided to improve runtime performance
in real-time applications.
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Adaptive Computation Algorithm
for Simultaneous Localization
and Mapping (SLAM)

Da-Wei Kung, Chen-Chien Hsu, Wei-Yen Wang and Jacky Baltes

Abstract Computationally Efficient SLAM (CESLAM) was proposed to improve
the accuracy and runtime efficiency of FastSLAM 1.0 and FastSLAM 2.0. This
method adopts the landmark measurement with the maximum likelihood, where the
particle state is updated before updating the landmark estimate. Also, CESLAM
solves the problem of real-time performance. In this paper, a modified version of
CESLAM, called adaptive computation SLAM (ACSLAM), as an adaptive SLAM
enhances the localization and mapping accuracy along with better runtime perfor-
mance. In an empirical evaluation in a rich environment, we show that ACSLAM
runs about twice as fast as FastSLAM 2.0 and increases the accuracy of the location
estimate by a factor of two.

Keywords Fastslam . CESLAM . Particle filter - Extended kalman filter

1 Introduction

Simultaneous localization and mapping (SLAM) is a crucial part of robot naviga-
tion in unknown environments. It is necessary, whenever a robot needs to locate
itself and build a map of the environment simultaneously [1]. Using the landmark
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measurements and odometry of the robot, we can calculate the robot’s position and
build a map of the environment. There are two popular approaches to SLAM:
EKF-SLAM [2] and FastSLAM [3]. The EKF-SLAM is based on extended Kalman
filter (EKF), using landmark measurement and odometry information to calculate
the EKF’s covariance matrix, and then conducts the prediction and correction to
finish the localization and mapping. But EKF-SLAM can only converge at a fast
speed when the robot system is linear. Several attempts were proposed to address
this problem for nonlinear systems. For example, Dissanayake et al. describe a
strategy for deleting unsuitable landmarks to improve the accuracy of robot’s
position and landmark estimation [4]. There are some soft-computing approaches
[5-7] that also enhance the EKF-SLAM algorithm. Due to computational com-
plexity, increasing the number of landmarks results in squaring the size of the
covariance matrix.

Section 2 presents an overview of related work. Section 3 presents a detailed
description of the ACSLAM algorithm. Empirical results of several realistic
environments are shown in Sect. 4. The paper concludes with Sect. 5.

2 Related Work

In order to speed up EKF-SLAM, some FastSLLAM algorithms are proposed that
use Rao-Blackwell normalization on particle filters (RBPF) [8]. The FastSLAM
algorithm separates the SLAM problem into localization and mapping phases,
where localization uses particle filters (PF) and the mapping uses EKF. Unlike
EKF-SLAM, FastSLAM allows each landmark to be calculated by a single EKF,
respectively. This can avoid the cost of dealing with large matrices. FastSLAM has
two versions, FastSLAM 1.0 [3] and FastSLAM 2.0 [1]. FastSLAM 1.0 only uses
odometry to estimate the robot’s position, while FastSLAM 2.0 adds the recent
sensor measurements to improve estimation accuracy. Though FastSLAM 2.0
seems better than FastSLAM 1.0, the run-time of FastSLAM 2.0 can increase
dramatically when the number of landmarks increases.

CESLAM [9] is proposed to solve this problem. Taking advantage of FastSLAM
1.0, and FastSLAM 2.0, CESLAM improves the estimation accuracy and compu-
tational efficiency. In the beginning, CESLAM only uses odometry information to
estimate the robot’s position and updates the particle state and landmark informa-
tion when a measurement has a maximum likelihood. This paper proposes a
modified SLAM algorithm derived from CESLAM, called adaptive computation
SLAM (ACSLAM) which improves runtime performance of the algorithm.
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3 ACSLAM for Mobile Robots

The number of particles is a crucial parameter in FastSLAM 1.0, FastSLAM 2.0,
and CESLAM. Too few particles will result in poor localization accuracy or
aliasing problems, but too many particles will result in poor runtime, since the
runtime grows linearly with the number of particles.

The proposed ACSLAM generates a probabilistic guess of the robot’s position
similar to CESLAM. The main difference between the new ACSLAM algorithm
and CESLAM is that ACSLAM tries to reduce the runtime of the algorithm by
dynamically changing the number of particles.

To improve the runtime, ACSLAM uses the effective sample size (ESS) [10] to
decide the next generation’s particle number. If the value of ESS is small, it means
the difference between each particle’s importance weight is large. Then, we will
increase the particle number. If the value of ESS is large, it means the differences
between each particle’s importance weight is small. Next, we decrease the particle
number. Figure 1 shows the flowchart of the proposed ACSLAM. Detailed
descriptions are listed below:

3.1 Generate a New Proposal

For particle m = 1, ..., M, consider the control input u, to generate a probabilistic
guess of the robot’s position

){VLNP(){[Pdrn_],Mt) (1)

t

3.2 Data Association

Use the robot’s position and the information of landmarks k =1 ..., N in particle
m to generate estimated measurement.

2ltn=g(5‘}tﬂ’9km,t—1) (2)

If the estimated measurement is out of the laser range, then we will set the estimated
measurement’s likelihood as zero and skip further calculation. Otherwise, we use
the estimated measurement to compute the likelihood by using the following
equation.

1 1 _ .
P s -3 @=2) (50 @ =) (3)
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Fig. 1 Flowchart showing
the ACSLAM
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Where z, is an actual measurement gathered by a sensor, Zi , is the estimated
measurement, and S; is the innovation covariance matrix:

—ag(xm ercnt—l)/aek t—1
Sk =Hgk22'ft_ ngk +R,

4)

If any of the estimated measurement’s likelihood is larger than the threshold, then
the largest one will be used to update the landmark. If not, that means the landmark
was not detected before, then we add it as a new landmark to the particle.

3.3 Updating the Particle State and the Landmark Estimates

As CESLAM, if the likelihood is larger than the threshold, this means the landmark
has been recorded. Before updating the landmark, we have to use the value to
correct the particle’s state first. This is to make sure that our particle would not be
updated to the wrong position.

1, =080, )
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Next, we use the particle’s state to calculate the new estimated measurement to
update the landmark estimation by EKF.

unm,t_unz 1+K(Zf ) (6)

We add the new landmark to the particle if there is no likelihood larger than the
threshold.
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3.4 Calculating Importance Weight and Effective
Sample Size

We calculate the importance weight by the following equation:

n _target distribution

wit = —
! proposal distribution

(8)

_ p(xt’m|zt,ut,nt)

- p(x’_1”"|Zt_1,ut_l,n’_l)p(x;”‘x’_l"”,zt,u’,nt)

Then, we use the importance weight to calculate the effective sample size (ESS).
ESS=——— ©)

M is the particle number, cv,2 is the importance weight’s coefficient of variation.

o’ = %é (Mw(i)—1)* (10)

According to the value of ESS, we decrease resampling particle number if ESS is
large, and we increase the resampling particle number if ESS is small.

3.5 Resampling

After each particle is assigned an importance weight and we have the next gener-
ation’s particle number, a tournament selection [11] mechanism is adopted for
resampling.

4 Simulation Results

To evaluate the performance, we compare FastSLAM 1.0 and FastSLAM 2.0 with
the proposed method. The software environment uses Visual Studio 2010 with the
OpenCV library. The map can separate in sparse and compressed block, while the
dimension is 500 * 500 pixels. A robot can move 10 pixels or rotate 15° per
step. Since real world application of the odometry consists of errors, therefore, the
Gaussian noise is introduced with distance and rotation. The simulation of laser
range is 180°. The lasers and each landmark in the particle will generate 181
measurements. The maximum distance of the laser range finder is 100 pixels.
A robot will need to move 100 steps along the path in each run.
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In the proposed method, the maximum particle number we set is 20, and the
minimum particle number we set is 10. Once we run the process, the average
particle number is 16, then we set the other algorithm’s particle number as 16.

Figure 2 depicts the simulation results of the three different SLAM algorithms.
The pink points are the true path of the robot trajectory, and gray points are the
localization from the best particle. The green circles are the particle, and the yellow
circle which is overlapped with the convergent green particles is the robot. The
black dots with brown circle are the landmarks, and the red circles are estimations
of landmarks. The laser range scanning is shown by blue lines. As the simulation
shown in Fig. 2, the robot’s localization and landmark estimation in the ACSLAM
are more accurate than FastSLAM 1.0 and FastSLAM 2.0. Figure 3 shows the
relation between each step and the localization error. Apparently, the compressed
block, three algorithms’ localization errors are small before counting to the forty
fifth step. But after the forty fifth step, the proposed method can adjust the particle
number according to the environment as the landmark becomes sparse. As a result,
the proposed method outperforms others.

Table 1 shows the localization results of the simulation in different SLAM
algorithms. The ‘localization error’ represents the error between estimated and true
robot’s position; ‘localization RMSE’ means the RMSE between estimated and true
robot’s position. In the table, the performance of ACSLAM in localization is better
than FastSLAM 1.0 and FastSLAM 2.0.

(a) (b) (c)

Fig. 2 Simulation results of different SLAM algorithms. a FastSLAM 1.0. b FastSLAM 2.0.
¢ ACSLAM

Fig. 3 Simulation’s Localization error
localization error
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Tabl.e 1. Simulation ) SLAM Localization Localization
localization rfesults of different algorithms error (pixel) RMSE (pixel)
SLAM algorithms
FastSLAM 1.0 4.17 3.26
FastSLAM 2.0 1.51 1.16
ACSLAM 1.09 0.59

Table 2 Runtime efficiency SLAM algorithms Runtime (s)
of different SLAM algorithms
FastSLAM 1.0 62.32
FastSLAM 2.0 100.67
ACSLAM 58.84

Table 2 shows the runtime efficiency in different SLAM algorithms. Since the
computational time can be reduced, the proposed method performs better than
FastSLAM 1.0 and FastSLAM 2.0.

5 Conclusion

In this paper, we propose an extension of CESLAM. The goal is to improve the
accuracy, when the particle’s measurement has a maximum likelihood in the known
landmark. We update the particle state before updating landmark estimation. The
proposed algorithm also uses the effective sample size to adjust the particle
calculation number so that we can improve the runtime efficiency. As a result, the
proposed ACSLAM adopts the advantages of FastSLAM 1.0, FastSLAM 2.0, and
CESLAM to ensure better estimation accuracy and runtime in the simulations.
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Interactive Markerless Augmented Reality
System Based on Visual SLAM Algorithm

Luybov Shuvalova, Alexander Petrov, Vsevolod Khithov
and Igor Tishchenko

Abstract The problem of development a sustainable efficient and accurate aug-
mented reality system possessing the interactivity property and basically imple-
menting markerless approach for supplementing the real scene is addressed in this
paper. Custom implementation is based on applying of feature-based SLAM algo-
rithm, which is resistant to change light conditions, able to track both textured and
non-textured objects in real-time mode achieved by introducing a once-performed
offline system teaching step. The proposed solution is universal because of the
system’s configurability in accordance with the desirable result.

Keywords AR - Augmented reality + SLAM -« ROS - Marker detection -
Lua script - Intelligent system - Automatic initialization + 3D model -
Interactivity - Real-time - Monocular camera

1 Introduction

Augmented reality is one of the most promising modern IT-technology’s devel-
opment directions. The technology of augmented reality is a technology of
real-world scene’s supplement with virtual models by integrating them in the

L. Shuvalova - A. Petrov
NPP SATEK Plus, Rybinsk, Russia
e-mail: lifedetermined @mail.ru

A. Petrov
e-mail: gmdidro@gmail.com

V. Khithov
Soloviev Rybinsk State Aviation Technical University, Rybinsk, Russia
e-mail: vskhitkov@gmail.com

1. Tishchenko (=)

Program System Institute of Russian Academy of Sciences,
Pereslavl-Zalessky, Russia

e-mail: igor.p.tishchenko@gmail.com

© Springer International Publishing Switzerland 2017 85
J.-H. Kim et al. (eds.), Robot Intelligence Technology and Applications 4,

Advances in Intelligent Systems and Computing 447,

DOI 10.1007/978-3-319-31293-4_8



86 L. Shuvalova et al.

Real wor

Action

-~ z
Perception

Virtual world
Computer i
system

Fig. 1 The structure of augmented reality system

physical environment in real time with the help of computer devices and related
software [1].

The Augmented reality (AR) System is the intermediary between a man and the
perceived world and should produce a signal for one or more senses as a result of its
functioning (see Fig. 1). They point out a visual, audio, and audio-visual AR-systems
by the criteria of information representation type [2]. Depending on the generated
system’s output it is focused on the visual, auditory perception, or its combination.

The principle of virtual objects in the real scene formation is realized by system’s
obtaining the information about the environment with help of different sensors as
the devices which are capable of recording various physical quantities.

Depending on the user’s ability to influence the behavior of virtual objects and
their response, and the degree of user’s involvement in the interaction, virtual
elements can be passive and interactive. Interactive systems allow the user to
modify the virtual environment in an active way: to manipulate virtual objects at the
structure level, to change their model properties, behavior and position in the scene.

The efforts of specialists in the field of computer vision and augmented reality
nowadays are focused on the development of an efficient algorithm implementation
of a mobile optical augmented reality system as one of the most promising direction
of IT—technology’s development with broad prospects for further applications.

We offer a possible approach to markerless implementation of an interactive
augmented reality system in this article. Its purpose is the video stream supplement
with the pre-prepared visual effects in real-time mode. The supplemented scene or
object of interest in view of the specifics of the alleged application is represented by
the architectural layout or someone else with the known 3D-model.

It is assumed that the system should be composed of the following components:
a software tool for building scenarios and 3D-models preparation for future
applying in the system and a demo application that detects and tracks the supple-
mented object of the interest in the video stream and integrate the virtual objects
using the calculated absolute camera pose in each frame.

The proposed approach is supported by ROS implementation.

The interactive augmented reality system can be used in area of marketing
communications and sales (for example, to increase the demand for products or for
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awakening the interest of potential buyers, investors, and so on), training and
after-sales service (to demonstrate the flow of a complicated process such as the
palpation of the femoral artery or aerodynamic processes in a vehicle, airplane, the
movement of electrons in conductors, etc.).

1.1 Related Works

There are a number of systems that functional or technical specifications close to the
proposed system, which found a successful application in the previously mentioned
areas.

Works [3-6] offer solutions based on placed in the real environment marker’s
spatial position tracking. The article [7] is devoted to the development of a fast and
efficient method of finding a marker in the video stream. Marker approach is
considered to be the most studied and well known. There are even books [8]
devoted to theoretical and applied aspects of augmented reality systems. However,
apart from the obvious advantages of presented in these papers marker approach,
such as the reliability, ease of implementation, the effectiveness of the solution,
there are significant drawbacks. Placing a marker in the workspace of the user can
be intrusive, the virtual objects are visible only in case of marker visibility and the
markers can from time to time need recalibration. Also in the case of overlapping a
part of a marker the virtual object is not displayed. There are also restrictions on the
system working distance.

In article [9] an algorithm for textured or non-textured 3D geometric primitives
(cubes, cylinders) recognizing and tracking in real-time mode is described. The BLORT
[9] library does not require markers and is focused on its application in robot navigating
tasks. The restriction of its application involves “complex” cases of working with
objects, which can change their size, shape, color. There is a stage of online learning,
which is an object sequential rotation (for the edges detection and tracking) in the
monocular camera field of vision. The advantages of an approach consist in capability of
both textured (is preferred) and non-textured objects recognition, moreover, the pos-
sibility of target loss for nondurable time. However, the object of an interest can be
presented only by static 3D geometric primitive. Another one disadvantage is that it has
online learning phase, which is required for each session.

There are solutions [10] in area of augmented reality based on markerless
approach by applying a PTAM (Parallel Tracking and Mapping) algorithm as a
basis. PTAM is a well-known method of mapping by tracking the position of the
camera in observed point features space. The advantage of the approach is the
absence of a priori knowledge about the environment and lack of the phase of data
preprocessing. Disadvantages are the low accuracy of recognition and tracking for
non-textured objects, dense calculation of the optical flow, excessive number of
map feature points, and the lack of topological structure of the map. Also, the
presence of repetitive textures and angular features in a field of camera view leads
to gross localization errors, including mutual localization one.
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Work [11] contains an algorithm which is not based on finding points to navigate,
but on the depth map building. The algorithm shows improved resistance to occlu-
sion due to the use of weighing, and the presence of a buffer to maintain a constant
number of keyframes. As disadvantages we note that due to the inverse relation of
depth and displacement, resolution of stereo vision systems operating on the basis of
this method is better at close range, and worse at far. Also the whole system operation
is not performed in real time at 15 fps frequency and high-density map.

The result of a partnership of French company Diotasoft, specializing in aug-
mented reality, and the French research institute CEA (Commissariat a 1’énergie
atomique) is an effective algorithm for 3D markerless CAD data-based tracking,
which is successfully used in industry sphere to demonstrate the industrial complex
objects with virtual supplement. The implementation of markerless tracking tech-
nology is organized on the basis of constraint SLAM (Simultaneous Location and
Mapping) algorithm. constraint SLAM is an efficient real-time algorithm for precise
camera localization having a priori information about the environment (3D model
of supplemented scene) [12]. The authors provide nonlinear refinement of structure
from motion reconstruction by taking advantage of a partial knowledge of the
environment [13]. The main disadvantage of the approach is that the first camera
pose is defined by the user. It must be close to the real camera pose, so that the
registration of the generated line model can be successful [14].

2 System’s Organization

The proposed system’s implementation is a feature-based one. Feature is a charac-
teristic image attribute, the local neighborhood of which makes it possible to dis-
tinguish it from any other feature of the image. The features of the image as part of
our implementation are FAST-angles with correspondingly associated descriptors.
Descriptor here is a vector of numerical characteristics of the feature’s local area.

We use DIRD (bit) descriptors [15], the main advantage of which is that they can
be quickly evaluated and compared. Moreover, these descriptors are more invariant
to light changing conditions than gray 256, BRIEF, USURF [15]. Since each of
these descriptors is a bit vector, the measurement of the distance between the two
vectors can be done by counting the number of different bits (Hamming distance),
which may in practice be implemented using XOR operations.

Being extracted from a set of images, features are placed to the recognition
database. Each extracted feature vector represents a point in the space of high
dimension (256 for DIRD descriptors). Points characterized by close proximity to
each other (small value of Hamming distance), determine the similarity of the
images. It is rather useful to organize the recognition database using a hierarchical
structure for fast and efficient search for similar objects in it.

We resort to the use building of a visual words vocabulary at the preparatory
stage of system’s functioning in order to achieve efficiency of images searching by
criterion of semantic similarity. Visual words vocabulary [16] is a hierarchically
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structured tree consisting of nodes, each of which is a visual word—a numerical
representation of certain image key fragment obtained by the DIRD descriptor
quantization. Quantization is carried out by clustering the space of features using
hierarchical k-means method. Visual words vocabulary of our system is constructed
in the form of a tree with 6 tiers and 10 branches per each tier. Visual words
vocabulary formation can be a prolonged process, so it takes place at the
preparatory stage (offline learning stage) of the system’s functioning.

We use the algorithm for simultaneous localization and mapping with the
absence of prior knowledge about the environment—ORB-SLAM in order to know
at any given time the camera pose relatively to supplemented scene (and vice versa,
for future augmented reality building), to ensure the system’s ability to relocal-
ization, to carry out high-quality tracking of features. ORB-SLAM is a versatile and
fairly accurate algorithm for simultaneous navigation and map building with the
open-source implementation, presented by Raul Mur-Artal, JMM Montiel, and
Juan D. Tardos in early 2015 [17].

The main advantage of the algorithm we see in the use of covisibility graph
appear in systems such as SLAM. That gives an indication of the keyframes cor-
relation level, permits frames, and their characteristics comparing, promotes the
possibility of local tracking regardless of the global map, thereby speeding up the
search. The structure was proposed by the British researcher in area of computer
vision—Strasdat [18]. Covisibility graph is undirected weighted graph, each node
of which is the keyframe. An edge between two nodes exists if keyframes share
map points observations. The weight of the edge is the number of points in com-
mon. We use the recognition database as proposed by ORB-SLAM authors. This
allows to perform images comparison only in that case when they have common
words with the query image. It speeds up the processing of the search operation
significantly.

The proposed approach to the implementation of an interactive markerless
augmented reality system system’s functioning is carried out in two stages:
preparatory stage (offline learning stage) and the main stage of the functioning.

The block diagram of the system and its components is shown in Fig. 2.

The complete cycle system’s functioning involves a single execution of the
preparatory stage for the structured data on supplemented scene creating and the
main stage, which is responsible for camera pose estimating and in augmented
reality rendering in real-time mode. Real-time performance is achieved by the
presence of a priori analyzed data about the environment (at the preparatory stage)
and active their using at the main stage of functioning.

The preparatory stage involves the following steps:

1. the obtaining of internal camera calibration parameters and distortion coefficients;

2. manual creating of configuration file with augmented reality system’s settings
(script file that contains information about a supplemented object, handlers of
user actions and paths to corresponding lua-scripts (.Iua), which allow to modify
the model) and the organization of virtual storage facilities;
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Fig. 2 The block diagram of the system’s structure

3. the visual words vocabulary formation using the sample images of supple-
mented scene with help of tools developed by us;
4. the offline system’s learning stage.

During the preparatory stage system processes the incoming video stream, using
the generated previously visual words vocabulary and settings, detects features,
place them in an internal representation, full-fills and improves the map of the scene
and estimates the camera pose relatively supplemented scene in each moment of
time. We shall have already got everything to calculate the absolute camera pose by
the time the main stage of functioning is active. This becomes possible due to
temporary (only on offline learning stage) involving the marker into the scene and
setting its accurate position relatively to the scene in the configuration file.

Key stages of the system’s running on both stages are the following.

1. Tracking. It is a process of finding a solution to the problem of determining the
location of the tracked objects at each time moment. At this stage features of the
image are also are found, the estimation of objects position by analyzing their
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previous pose and motion model is performed, system initialization and relo-
calization (the tracked objects are out of camera scope or an insufficient number
of key features) take place in order to provide a quality tracking.

2. Local mapping. It is the mapping and maintaining it optimal in terms of memory
allocation under the structures and points’ statistical significance process. The
system’s functioning at this stage involves adding keyframes, organization of
statistically significant samples of points, adding points to the map, the imple-
mentation of the local bundle adjustment and the exclusion of keyframes with
the redundant information.

3. Loop closing (reducing additive error). System identifies the situation when it
has already analyzed the current conditions and is able to execute the correct
handling, having the aim of keeping the additive error accumulated over the
cycle. The detection of frame candidates for processing the loop closing, the
calculation of the similarity transformation between the current frame and the
frame candidate, loop closing and removal of duplicated points of the map,
optimization of keyframes graph are performed at this stage.

4. Refined camera pose. It is the final estimate of camera absolute position relative
to the object of the interest estimated from the established 3D points corre-
spondences in the global coordinate system and 2D image points for stream of
images. The task of camera pose estimation is reduced to the search for external
calibration parameters (rotation matrix and transfer vector) which describe the
data matching in a best way.

Rendering is performed only at the stage of main functioning. At this stage the
integration of objects from the virtual effects storage in the real environment takes
place taking into account the geometric parameters of the model, estimated camera
pose, orientation of the image and the user’s actions aimed at the interactive
elements.

The result of the preparatory stage is a serialized state of the system—the saving
of the internal representation of camera movement and observed objects history.
Saving includes the constructed map of the area, covisibility graph and other
structures which by the system’s booting at the main stage (in the absence of the
marker) would help to avoid time-consuming system’s initialization. This became
possible by obtaining the correction matrix calculated at the preparatory stage. The
correction matrix is a matrix of transition from the SLAM coordinate system to the
object of interest (scene) coordinate system.

Thus, if the preparatory stage aims SLAM functioning (environment observing,
“memorizing” and analysis), receipt of the correction matrix, at the stage of the
main functioning SLAM subsystem gives the exact position of the scene relatively
to the camera pose. So that knowing the relative data about virtual content pose in
the scene, we can carry out augmented reality rendering, having its calculated
absolute position.

Iterative result of the main stage in normal conditions is a 2D image of the scene
with correctly integrated augmented reality observed by the user on the computing
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device screen. Full result of the main stage can be considered as monocular camera
optical flow supplement in real-time mode and interactive virtual objects’ behavior
according to wanted output.

3 System’s Components

Our interactive augmented reality system can be divided into two main subsystems:
a SLAM-subsystem and rendering augmented reality subsystem. The purpose of
using SLAM-subsystem is to obtain an absolute camera position in object of
interest coordinate system at each moment. SLAM-subsystem functioning is a
parallel implementation of three streams: tracking, mapping, and loop closing.
Rendering subsystem is designed to integrate predefined computer graphics objects
into the real scene.

Figures 3 and 4 show the components of the system (the schema of the
preparatory stage and the main stage’s schema, respectively) and the relationship
between them.

Let us consider the algorithm of obtaining the correction matrix at the
preparatory stage. Correction matrix refers to the transition matrix from the SLAM
coordinate system to the object of interest coordinate system.
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The system is considered to have already been initialized, i.e., we know camera
rotation matrix Ry, and transfer vector Ty, relatively to the center of SLAM
coordinate system at any time. And by receiving a video sequence of a certain
length and its analysis the scale of the map in the internal representation of SLAM
has already become permanent (it scales with the size of the map, since pose and
structure estimation are decoupled).

Denote that “m” is a designation of the marker coordinate system, “cam”™—
camera coordinate system, “slam”—SLAM coordinate system, “obj’—supple-
mented scene coordinate system. The notation of the type “objl_in_obj2” should be
interpreted as spatial position (rotation, translation, rotation and translation) of the
object “objl” in the coordinate system of the object “obj2.”

When a next frame coming in it is analyzed (using ArUco library [19]) in order
to detect a special marker with the specified identifier.

If the process is successful (i.e., rotation matrix Ry, i, cam and transfer vector
Ti_in_cam are obtained) the system will solve the problem of providing a more
accurate measurement of the marker position in the camera coordinate system. We
apply second-order Kalman filter to reduce the impact of noise and to obtain a more
accurate assessment of the present position Ty, in cam’ having a number of inac-
curate measurements. The expected value and standard deviation are calculated
experimentally. Thus, Fig. 4 shows how the standard deviation of measurements
depends on the Euclidean distance between the centers of the camera and the
marker coordinate systems.

It is necessary to obtain a matrix defining an unambiguous marker position in the
coordinate system of the camera (it is already calculated), and the matrix defining
uniquely the position of the marker in the object of interest coordinate system
(quaternion RTy, in obj) to determine the position of the object of interest in the
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camera coordinate system. The position Ty, in_obj is defined by the user depending
on the placement of the marker relatively to the center of the model coordinate
system. The rotation matrix Ry, in_obj is set by three Euler angles, depending on the
orientation of the marker relatively to the center of the model coordinate system.

Then the matrix that defines camera position in the scene (object of interest)
coordinate system is calculated as follows:

-1
Rcam_in_obj Tcam_in_obj — Rm_in_obj Tm_in_obj * Rm_in_cam Tm_in_cam
0 1 0 1 0 1

(D)

Then we fix two trajectories: the camera trajectory in SLAM coordinate system
(transfer vector in RT¢,m in_siam» calculated by SLAM subsystem) and the camera
trajectory in scene coordinate system (the transfer vector in RTum in_obj)- The
resulting correction matrix dRT (as the transition from SLAM coordinate system to
scene coordinate system) is found by using the OpenCV implementation of affine
transformation between two corresponding clouds of 3D points estimating—esti-
mateAffine3D(). We also tried to find a rigid transformation using the method based
on SVD decomposition of the covariance matrix, but the results obtained were less
accurate.

ModelView matrix which is necessary on the main stage of system’s functioning
for augmented reality rendering is calculated as follows:

ModelView = RT.am in_siam * dRT ~ ! (2)

4 System Application Component

Figure 2 shows a block diagram of the system’s components interaction at the main
stage of system’s functioning. SLAM subsystem reports the rendering subsystem
camera position in the SLAM coordinate system for each analyzed frame. Ren-
dering subsystem using data (from the configuration files) of the relative mutual
position of the real scene and virtual objects (3D models, possibly animated)
processes the supplementing 3D models rotating them at the desired angle, placing
in a desired position relatively to the scene and calculating the scope using a stencil
buffer method. After that rendering subsystem imposes obtained in the internal
memory image of a supplementing object with alpha mask on the analyzed by
SLAM subsystem frame. Augmented reality rendering subsystem performs loading
models in MD5 format, their placement in the internal system’s representation,
provides configuration files parsing, and executes lua-scripts (Fig. 5).

System supports MD5 3D data import at current stage of developing. MD5
allows you to save an animated three-dimensional objects in two files: a file with the
extension .md5mesh, storing data about vertices, polygons, vertices’ weight
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Fig. 5 The schema of the main stage of AR system’s functioning

coefficients, determining the geometric properties of polyhedral object, vertices, and
textures (TGA, DDS) relations, the name of the shader, and file with the extension .
mdSanim, which contains information about the skeletal animation for model in .
md5Smesh. File .mdSanim stores data about the hierarchy of the model’s skeleton
with the flags of states for the nodal points for animation, data about the limiting
cube for each frame of animation, the basic skeleton of the main frame, which is
necessary to calculate the position of skeleton’s nodes for individual animation
frames, etc. Skeletal animation with weighted bones of 3D-models is implemented
by rendering into the vertex buffer. Each model’s vertex can be linked with multiple
bones in accordance with the concept of skeletal animation (as opposed to the
concept of normal skeletal animation). Each bone is associated with some weight as
the degree of its influence on vertice’s movement. Thus, the greater weight of bone
causes the greater translation value for related vertices. Skeletal animation with
weighted bones allows you to animate even the smooth surfaces curves.

Rendering into the vertex buffer is a method according to which constructing a
texture using a fragment shader and copying the resulting data to the vertex buffer
becomes possible. We use this method in order to minimize the number of data
transfers (from the CPU to the GPU), that is quite an expensive operation, and be
able to build vertex arrays directly on GPU.

For providing its functioning system needs the script files which contain the
handling code, written in Lua language, for supplementing virtual models
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Fig. 6 The main idea of system’s functioning

processing. At this stage of development lua-scripts provide functionality of
changing the color of supplementing MD5-model (see Fig. 6), changing its size,
setting the starting point of the animation, if any, and setting a text label relatively
to the object.

5 Experiments

The experiments for ROS implemetation of interactive markerless AR system were
performed on a personal computer with the X 86 processor Pentium (R) Dual-Core
CPU with 2.00 GHz frequency and a performance index of 3.3. The amount of
installed RAM is 3.00 GB. Monocular camera Microsoft LifeCam Studio with HD
video quality is used for taking pictures with 640 X 480 pixels a resolution at frame
rate of 30 frames per sec.

We provide (as part of the experiments) in terms of natural light in office room
the yellow non-textured box supplement with a computer graphics object—ani-
mated three-dimensional model of the forester (“Bob with lamp” model), located
inside the box. The experiments have proved that the proposed system works in
real-time mode under the certain conditions and catries out fairly realistic rendering
of three-dimensional virtual objects into the scene. The system successfully fulfills
relocalization with serialized data volume of about 15 MB.

The system has a robust localization, however, based on the number of tests it
can be concluded that the camera localization accuracy with one marker (2 cm *
2 cm) and estimateAffine3D-method is not sufficient to sustain the correct display
of supplementing elements of the scene. Distance error is up to 1.5 cm.

The Fig. 7 below shows the camera trajectories for one of the test cases: blue
line shows the camera trajectory in SLAM coordinate system, red—in yellow box
coordinate system, green shows the reconstructed trajectory in SLAM coordinate
system.
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Fig. 7 Three camera trajectories, estimated by system: red—camera’s movement in yellow box
coordinate system (CS), blue—in SLAM CS, green—in SLAM CS (reconstructed one)

Fig. 8 Interactive markerless AR system’s results

The following illustration (see Fig. 8) shows the output of the application for
that test case and calculated correction matrix—frames from the video sequence
with integrated into the real scene virtual object.

6 Mobile Phone Implementation

We assume that system’s functioning in real-time mode could be achieved on a
mobile device, taking into account the following implementation moments.

1. Features (FAST-angles) should satisfy Shi-Tomasi criterion of good features to
track on first three levels of the image pyramid. Angles as the image features
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according to Harris are fragments, for which the second derivatives of the
autocorrelation matrix have two sufficiently large eigenvalues. According to
Shi-Tomasi criterion, feature tracking is appropriate while the smaller of the two
eigenvalues is greater than a preset threshold [20].

2. Each keyframe should be represented in five different spatial scales in contrast to
the algorithm for PC with more processing power and 8-levels image pyramid.

3. When the camera rapidly changes its spatial position even the first-level image
of the pyramid may be too vague. Then, the search is performed only on the
second level, and the error threshold for a successful pattern matching is
reduced. This strategy allows the system to keep track of a moderately quick
turns, but frames tracked in this way are inaccurate and are never used as the
keyframes.

4. Ttis essential to reduce the upper limit of the adaptive threshold variation, which
determines the number of the key features extracted from the cell grid, super-
imposed on the image for a sustainable tracking of objects in the scene.

7 Conclusion

The development of an interactive augmented reality system based on markerless
technology is the result of the related sources studying affecting the theoretical and
applicating aspects of modern technology of augmented reality systems’ imple-
mentation. The existing computer vision algorithms were analyzed, and a review of
existing analogues of the proposed system was made including the assessment of
their capacity in comparison with each other and our system based on economic,
technical, mathematical criteria. The developed system’s prototype has such
advantages as a combination of marker technology’s precision and reliability of the
localization and markerless principle of building an augmented reality in the
end-use, resistance to occlusion (partial or complete visibility overlap of one object
by another), the ability to detect and track both textured and non-textured objects, to
work in real-time mode.

As a future directions of project development it is possible to eliminate the use of
a marker at the stage of preprocessing by comparing 3D points’ clouds generated by
analyzing the model in the computer memory and streaming video from the
monocular camera. We are going to use the provided three-dimensional model of
the scene as much as it is possible, including the bundle adjustment’s algorithm. We
also plan the use of edge-based method and particles filter for detection and
tracking. Also it is expected to increase the number of supported 3D-data formats in
order to enhance user experience.
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Control Strategy Design for Throw-in
Challenge in a Humanoid Robot Soccer
Game

Ya-Fang Ho, Ping-Huan Kuo, Kiah-Yang Chong
and Tzuu-Hseng S. Li

Abstract In this paper, a control strategy of RoboCup throw-in technical challenge
for small-sized humanoid robot is proposed. Throw-in is one of the technical chal-
lenges of RoboCup competition, which is a well-known robot competition held
annually in different countries. To complete this challenge, the robot must possess
object detection ability, stable walking ability, ball-holding ability, and ball-throwing
ability. Hence, a small-sized humanoid robot, aiRobots-V, is presented to accomplish
the throw-in challenge. Moreover, the control strategy and the abilities mentioned
above are introduced. The experiment results demonstrate the performance of the
proposed method. Furthermore, aiRobots-V won the second place in this technical
challenge of RoboCup soccer game.

Keywords Ball-throwing - Humanoid robot soccer game - Throw-in challenge

1 Introduction

Bill Gates, the leader of the PC revolution, predicted that robotics will be the next
hot field in the world in Scientific American January 2007, and it is evident that
robotics is one of the most researchable fields in present days. In fact, robotics has
been developed and functioned well in the industry for decades, but it gets more
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and more related to our life time recently. Moreover, there are many kinds of robots
that have been developed, and one of the most exciting types of robots is humanoid
robots, because they have similar structure as human beings and have the potential
to adapt to the human environment as human beings. Many small humanoid robot
kits such as KHR, Robonova, Bioloid, and Nao can be purchased in the market
easily, and are used for entertaining and educating.

To stimulate the development of multifunction humanoid robot, there are two
well-known robot competitions held annually in the world, namely FIRA Robo-
World Cup [1] and RoboCup [2]. Both of them contain several challenge events to
encourage research in practical such as stable walk pattern generation [3-7],
real-time image processing, intelligent decision making system, and fully autono-
mous ability.

Throw-in is one of the technical challenges in RoboCup competition. In this
challenge, not only a stable walking ability is required, but the robot must be able to
manipulate a ball with both hands. Through this challenge, the multifunction of the
robot can be clearly demonstrated and validated. Hence, this paper presents the
implementation and a control strategy for the throw-in technical challenge.

2 A Brief Review of Basic Image Processing

2.1 Color Space

There are many color spaces that can be used for image processing. Users choose the
most suitable color space depending on different circumstances. In this paper,
continuous image data is captured and sent in a format of Motion Joint Photographic
Experts Group (MJPEG), and then each single frame is transformed into Bitmap
(BMP) format, which is a typical image data format in Windows OS. Image data of
BMP is represented by RGB color space. However, RGB space is easily influenced
by variation of brightness. On the game field, lighting condition is not guaranteed
and the shadow of robots may also affect the brightness of objects. Hence, the data is
transformed again into YUV color space which is more robust for the illumination
changing. The resolution of each image input is 320 X 240. A fast transformation
method without any floating computation is used and shown in (1) [8].

Y = (9798R + 19235G + 3736B) > 15
U=18514(B—Y)>15+128 (1)
V=713(R-Y)>15+128

where “> " is a shift-right operator. It replaces the division operation.
The objects on the game field have their distinguish organization of colors. It is a
fast way to segment them via the difference of colors. All the color ranges are set
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via the human-machine interface as shown in Fig. 1. The definition of the color

range of Y, U, and V is done by [8]

Ymax = Y + Y_range_num
Ymin = Y — Y_range_num

Umax = U + U_range_num
Umin = U — U_range_num

Vmax = V + V_range_num
Vmin = V — V_range_num

4)

where these color ranges are all bounded to [0-255]. The six values: Ymax, Ymin,
Umax, Umin, Vmax, Vmin, are the color regions of each channel in YUV color space
of the target object. It is also the regions that we are interested in. Y_range_num,
U_range_num, V_range_num are the number of range that can be determined by
users. So, the next step is to segment the object whose YUV range is in that region.

2.2 Image Segmentation

In order to segment the color in the specified regions, a YUV look-up table [8—10] is
built. The captured image data are compared with the look-up table only using
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logical calculations and then the object segmentation by color will be finished. The
diagram of building YUV look-up table is shown in Figs. 2, 3 and 4, respectively,
and the logical computation used to identify the object is shown in Fig. 5.

In this way, the required objects of the right color can be segmented by scanning
each frame of image data pixel by pixel. Figure 6 shows an illustration of seg-
mentation method. The segmentation result is shown in Fig. 7.

Bit 7 Bit 0
#define Col_Ball 0x01
#define Col_Goal 0x02 | [ 1] 1]
#define Col_Enemy 0x04
#define Col_Line 0x08 Col_Ball

: : Col_Goal

#define Col_Ficld 0x80 -

Col_Field Col_Enemy

Fig. 2 Defining color IDs

for (i=0 ; i<256 ; i++)
L}
if( (i >= Col_Ball_Ymin) && (i <= Col_Ball_Ymax) )
Y LUT[i] | =Col_Ball:
if( (i == Col_Ball_Umin) && (i <= Col_Ball_Umax) )
U_LUT[i] | = Col Ball;
if{ (i >= Col_Ball_Vmin) && (i <= Col_Ball_Vmax) )
V_ LUT[i] |=Col Ball;

/f+++ repeat for other color 1Ds

Fig. 3 Building the look-up table with object color IDs
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Col_Ball_Y [ | Y_LUT 1]
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Col_Enemy Y [ :
103 168 .
Col_Field_Y| | |
: 255 Y_LUT [254]
Y_LUT [255]
Y_LUT

Fig. 4 An illustration of the LUT information
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For (i=0;i<=ImageSize ; i +=3)

Y = (9798R +19235G + 3736B) >> 15;
If(Y_LUT[Y] & Col_Ball)
U= 18514 (B-Y) >>15 + 128;
if (U_LUT [U] & Col_Ball)
¥ =23364 (R-Y) >>15+ 128;
if( V_LUT [V] & Col_Ball)
This pixel belongs to the object ...

Fig. 5 An example of object color segmentation using YUV look-up table
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Fig. 6 An illustration of the segmentation method

Fig. 7 An example of filtering out the color of the object with YUV look-up table. a The original
image. b The result of segmentation
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3 Control Strategy of Throw-in Technical Challenge

In a throw-in technical challenge, a humanoid robot should participate as a human
soccer player that can walk and pick up the ball which is out of the field, and then
throw the ball into the field to continue the game. In this challenge, the robot starts
in the center standing on the center point and facing one of the two goals. The ball
is placed 1.5 times the ball’s diameter outside the field around one of the end points
of the halfway line. The ball is placed at least 30 cm away from the nearest pole.
Then, the robot must go to the ball, move with it towards the touch line, pick it up
with its hands, and throw it back from there into the field. The thrower must face the
field of play and has part of each foot either on the touch line or on the ground
outside the touch line while it is throwing. The thrower must use one or both hands
and delivers the ball from behind and over its head. The robots are ranked by the
distance the ball has been thrown into the field. It is measured on the line con-
necting the robot position at throw-in and the final position of the ball. This distance
is taken from the intersection of this line with the center of the touch line.

An example trajectory of the robot and the ball in a throw-in technical challenge
is shown in Fig. 8. A possible motion of the ball is indicated by a gray, dash-dotted
line, and the line with double arrows shows the distance that is representing the
result of this throw-in.

The flow chart of the strategy is shown in Fig. 9. First of all, aiRobots-V is
searching the ball while standing in the center of the field. If ball is not found, the
robot turns left and searches the ball again until it finds out the ball. When the ball is
found, aiRobots-V checks the pole near the ball to determine the direction of turn
around the ball to face the goal in the following motion. Then, the robot walks to
the ball and turns around it to face to the opponent goal. After turning, aiRobots-V
looks down and makes sure the ball is in the proper position. Then, the direction of
the opponent goal is checked again before picking up the ball. When the ball is in
the proper position and the goal is in the proper direction, aiRobots-V picks up the

Fig. 8 An example trajectory
of the robot and the ball in a
throw-in technical

challenge [11]
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Fig. 9 The flow chart of strategy in a throw-in technical challenge

ball and throws it into the field. In order to make sure the task can be completely
done, the robot restarts the strategy with searching the ball to check if the ball has
been thrown into the field.

4 Experimental Results

4.1 Robot Specification

The robot used in the experiments, aiRobots-V, is the fifth generation humanoid
robot developed in aiRobots laboratory [12]. aiRobots-V weighs 3.6 kg and is
55 cm tall, and consists of 21 DOF. Moreover, aiRobots-V is equipped with two
different controllers. One is PICO 820 Series All-In-One PICO ITX Board with
Windows XP OS, and it is responsible for image processing and decision-making.
The other is Arduino MEGA 2560 microcontroller, and it is responsible for motion
control and sensor measurement. The appearance of aiRobots-V is shown in
Fig. 10, and its specification is listed in Table 1. The walking pattern of aiRobots-V
is generated by Fuzzy Policy Gradient Gait Learning (FPGL) method [12, 13], and
the walking speed can achieve 162.27 mm/s.
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Fig. 10 The appearance of aiRobots-V. a Front view. b Rear view

Table 1 The specification of aiRobots-V

Height 55 cm
Width 24 cm
Depth 15 cm
Weight 3.6 kg

Size of Foot

11.6 cm X 7.6 cm

Sensors

Accelerometer/CMOS vision sensor

Degree of freedom

21 DOF

Material of structure

A6061 aluminum-magnesium alloy

Actuators Dynamixel AX-12/RX-28/RX-64
Controller PICO820 Series All-In-One PICO ITX Board/Arduino MEGA
Battery Li-Po battery, 1300 mah, 11.1 V/14.8 V

4.2 Throw-in Experiments in Laboratory

Figure 11 is the trajectories of the robot in a throw-in technical challenge that is
tested in laboratory. The best trial of aiRobots-V in the trials of throw-in technical
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Fig. 11 The snapshots of throw-in technical challenge in laboratory
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© )

Fig. 12 The trajectories of robot in a throw-in technical challenge in RoboCup 2010
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challenge in laboratory is done in about 1.5 min and throws over 215 cm.
aiRobots-V starts searching the ball, and then the robot is looking at the ball and
checking the pole in Fig. 11a. The robot walks to the ball in Fig. 11b, c then it
looks to the goal in Fig. 11d and turns around the ball to face the goal in Fig. 11e.
The position of the ball is checked in Fig. 11f and the robot moves to a proper
position in Fig. 11g. In Fig. 11h, the robot checks the direction of the opponent
goal again. The robot picks up the ball in Fig. 111, holds it over the head in Fig. 11j
and throws it into the field in Fig. 11k. The final position of the ball in the field is
shown in Fig. 111.

4.3 Throw-in Technical Challenge in RoboCup 2010

Figure 12 is the trajectories of the robot in a throw-in technical challenge in
RoboCup 2010. In the competition, the best trial of aiRobots-V is done in about
2.5 min and throws over 190 cm. aiRobots-V starts searching the ball and checks
the pole in Fig. 12a. The robot walks to the ball in Fig. 12b, c then it looks to the
goal in Fig. 12d and turns around the ball to face the goal in Fig. 12e. After
checking the position of the ball, the robot checks the direction of the opponent goal
in Fig. 12f. The robot picks up the ball in Fig. 12g but it fails and moves the ball a
bit forward. The robot looks to the ball again and walks to it in Fig. 12h. The ball is
picked up in Fig. 12i and held over the head in Fig. 12j. aiRobots-V throws the ball
into the field in Fig. 12k. The final position of the ball in the field is shown in
Fig. 121. This performance of aiRobots-V in the game made the team win the
second place in this technical challenge of RoboCup 2010.

5 Conclusions

In this paper, the implementation of RoboCup throw-in technical challenge is
proposed. First, the basic concept of real-time object detection based on color
information is introduced. Then, the control strategy of the whole process is
described. Eventually, the experiment results demonstrate the performance of the
proposed method.

Furthermore, the robot threw the ball up to 190 cm away in the best trial of the
competition. This task took about 2.5 min to be done, and this result made the robot
win the second place of the technical challenge of RoboCup 2010.
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Study on a Two-Staged Control
of a Lower-Limb Exoskeleton Performing
Standing-Up Motion from a Chair

Sergey Jatsun, Sergei Savin, Andrey Yatsun and Igor Gaponov

Abstract The paper is concerned with control over a lower-limb exoskeleton
device when it performs a sit-to-stand motion from a chair. A mathematical model
describing full dynamics of the device is derived, and the strategies to facilitate the
desired motion are outlined. A control system based on a modified Jacobian
transpose is proposed, and its performance is evaluated in a series of numerical
experiments. The simulations proved that the proposed control method can be
successfully used to provide stable sit-to-stand motion from a chair.

1 Introduction

A significant amount of research efforts was directed in recent years into devel-
opment of devices which augment human capabilities. Exoskeletons are among
such devices. Two principal applications of exoskeletons include augmentation of
human capabilities to boost their performance, and compensation for motoric
functions of people who suffer from certain locomotion disabilities or require
rehabilitation.

In case of exoskeletons for lower-limb assistance, the devices should support
execution of such basic movements as walking, standing up, tilting, and others,
regardless of the areas of exoskeleton application. Various researchers have studied

S. Jatsun - S. Savin (=) - A. Yatsun

Department of Mechanics, Mechatronics and Robotics, Southwest State University,
305040 Kursk, Russia

e-mail: sergey89mtkgtu@mail.ru

S. Jatsun
e-mail: teormeh@inbox.ru

1. Gaponov

School of Mechanical Engineering, Korea University of Technology and Education,
Cheonan 31253, Republic of Korea

e-mail: igor@koreatech.ac.kr

© Springer International Publishing Switzerland 2017 113
J.-H. Kim et al. (eds.), Robot Intelligence Technology and Applications 4,

Advances in Intelligent Systems and Computing 447,

DOI 10.1007/978-3-319-31293-4_10



114 S. Jatsun et al.

in details control of bipedal robots during walking [1-6], generation of correct gait,
and walking patterns [1-3, 5, 7], gait stabilization [2, 4], and obstacle avoidance [8,
9], while another study was concerned with dynamic weight lifting by robot’s body
[10]. Several research works are dedicated to study of the use of exoskeletons to
assist people during sit-to-stand motion [11-17]. Another work considers standing
up from crouching position and proposes an exoskeleton control system to support
such motion [18].

At the same time, relatively few studies were dedicated to the problem of
exoskeleton control when standing up from a chair. This paper is concerned with
the ways to realize such motion by dividing it into two stages. This work also
investigates the problem of control system design that ensures static stabilization of
the mechanism.

2 The Object of Study

This work considers an exoskeleton to be moving in a sagittal plane. Assuming that
both thighs are moving synchronously, we can describe their orientation by a single
generalized coordinate. The same assumption holds for both shins and feet. Under
these assumptions, the exoskeleton can be modeled as a 4-link mechanism.

Figure 1 presents a schematic diagram of the exoskeleton when ‘sitting’ on a
chair.

In Fig. 1, (p,-(i:ﬂ) denote generalized joint coordinates, O; are rotational
joints connecting the links, C,-(i:l,_4) denote the respective centers of masses,
Ny, N2, N4 represent normal reaction forces, and Ff(, F4 denote friction forces.

We distinguish two stages of motion when standing up from a chair. The first
stage lasts while the reaction force N, remains positive. At the end of this phase, the
force N4 becomes zero, and the second stage of motion starts. Such distinction is
motivated by the fact that, during the second stage it is much more difficult to

Fig. 1 A principal force
diagram of an exoskeleton
‘sitting’ on a chair: 1-4
denote the links of the device
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ensure stabilization of the exoskeleton. One way to provide such stabilization is to
use the zero moment point (ZMP) control [19, 20]. However, depending on the
configuration of the mechanism at the start of the second motion stage, its stabi-
lization may require substantial accelerations, which may cause discomfort to the
wearer. In order to avoid this issue, during the first motion stage the exoskeleton
should be brought into a configuration that will simplify its stabilization when
standing up. This can be achieved by moving the center of mass of the mechanism
and the foot (the first link) so that the following inequality holds:

X01>Xc > X02 (1)

where x¢ denotes the projection of radius-vector connecting the origin to the center
of mass of the mechanism on the x-axis, while the variables xp1,xp, denote the
locations of the points O; and O, on the horizontal axis.

We can derive three strategies of exoskeleton control during the first motion
stage that lead to desired result. The first strategy lies in moving the foot hori-
zontally in the direction of the current location of the center of mass (CM). Here,
the foot may slide along the base surface or move without any contact with it, thus
making a step-like motion. The second strategy requires tilting the body (the fourth
joint of the mechanism) so that its center of mass moves towards the foot, thus
translating the CM of the whole mechanism in that direction. Finally, the third
strategy requires the point O, to slide toward the foot, which also shifts to the CM
of the whole mechanism in that direction. Figure 2 shows a series of photographs of
a human subject standing up from a chair while wearing the exoskeleton. These
pictures were taken during the experimental study of the exoskeleton with the help
of the “ExoMeasurer” measurement system developed at the SWSU [21].

The first of the above-mentioned strategies cannot be implemented if the
geometry of the chair does not allow the foot to move sufficiently close to
the current CM location (for instance, if the wearer is sitting in an armchair). The
second strategy may also violate condition (1) in some cases, e.g., if the foot is
extended far ahead. Therefore, in this work we are concerned with the realization of
the third control strategy.

Fig. 2 Configurations of the exoskeleton under combined second and third control strategies
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3 Mathematical Model

The main difficulty in the realization of the third control strategy is the need to
overcome the friction force Fp, in the first motion stage. We assume that the
exoskeleton is equipped with rollers that allow eliminating tangential force acting at
point O,4. Under this assumption, motion of the mechanism can be described by two
differential equations, which can be written in the following form:

L3 + psp3 + Moz — Myz +0.25¢35m3 + 35my +0.513m38 cos ¢
+ lymyg cos @3 —0.5¢3L1ms sin(p, — @3) — @5lalsmy sin(@, — @)
+ 0.5¢33lamy sin(ps — @) +0.5¢2blsms cos(py = ¢3)
+ @3lhlzamy cos(@, — @3) + 0.5¢4l31amy cos(p; — @4) — Ny cos @513 =0,

(2)

0.5l3myg cos(py) —0.5¢3L1umy sin(gy — @y) +0.5¢311my cos(ps — @4)
— 0.5¢514my sin(p; — @) +0.25¢sl3ms + G3blzms cos(p, — ¢3) 3)
+ 0.5¢21lymy cos(@y — @4) + 1 + pypa + M4 =0,

where I; denotes the moment of inertia of an i-th link, terms /; represents the lengths
of the links, variables y; denotes the viscous friction coefficients of the i-th joint,
and g corresponds to the gravity constant.

These two differential equations contain three unknown variables, namely,
@2, @3, 4. Two of these variables (¢, and ¢3) can be found from the
above-mentioned equations, given the third variable ¢, is calculated from the
constraint equation of the point Oy:

Yoo + sin @, - lp + sin @3- l3=h, (4)

where h corresponds to the height of the chair, and yp, is a constant which
determines the location of the joint O; in projection on the vertical axis.
In order to find the reaction force N4, one can use the following equation:

Ny c08 9yl = s + pypa +0.5¢alalamy cos(py — @) +0.25¢:55my

+ GoB3ms + Galomy +0.5¢3 L 1ms sin(, — @3) + @3hlmy sin(g, — @5) )
+ 0.5lhmyg cos @, + lhmsg cos @y + My — M3y + lhmag cos @,

+ 0.5¢3Lblamy sin(p; — @4) + 1.5G3blms cos(p; — @3).

Using the Egs. (2)—(5), we can model the dynamics of the system during the first
motion stage for various values of the input torques M;;. The equations of motion of
the device during the second stage of motion are presented in [22].
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4 Control System

This study employs an automatic control system for control over the exoskeleton,
with the regulators proposed in [23]. This approach to generate control torques is
known as the Jacobian transpose control. The structure of the control system is
presented in Fig. 3.

The control system uses the error of the position of the mechanism’s CM. The
error e, is fed into the regulator, and the control input is generated according to

axos\ T My — M3,
(W) kiex=| My —Mus |, (6)
M3y
where g=[@, @3 @] is the generalized coordinate vector, xj,(r) denotes
desired position of point O, in projection onto the x-axis at time #, e, =X, () — X0,
and the term k; denotes the regulator’s gain.
The desired position can be described as a polynomial function

o= 3 apt )

where a, denotes a constant polynomial coefficient.
As a result, the following expressions for the motors’ torques can be derived:

3 3
M{2=k1 | X @t —xo2— X ljcos @; | (=1L sin @, — 13 sin @)
=2

p=0 j=
) ; ; | (s)
My =ki- | X apt’ —xpo— X Ij cos ¢; | (=15 sin ¢3)
p=0 j=2

M3, =0,

where M{,, M3;, M3, denote the input torques generated by the Jacobian transpose
controller.

M) @2
Modified [~ o - ”
Jacobian “ |Controlled | P3 Forward
transpose | M, object | g, | kinematics
controller

Fig. 3 Control system architecture with a Jacobian transpose controller
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One may notice that, with such configuration, the fourth link is not controlled.
This allows implementation of a different control system for the fourth link which
will realize the second control strategy—tilting the body before standing up. Taking
into account this modification, one may rewrite expressions (8) for the torques
M{,, M,, M3, in the following final form:

3 3
M, =k - <Zoapﬂ’ —Xoo — 'Zz lj cos (pj> (=1 sin @, — I3 sin ¢3)
= j=
; 3 3 . )
My =ki- | X apt’ —xoo— X lj cos ¢; | (=15 sin ¢3)
r=0 j=2

M=k (4’:(’) - 404),

where k, is the regulator’s constant, ¢, (1) = E,S;:obptp denotes desired value of
angle ¢, at time ¢, and b, represents constant polynomial coefficients.

As a result, the proposed modified control system combines two control
strategies of motion of the exoskeleton in the first motion stage. Control over the
device during the second motion phase, when the point O, loses contact with the
chair, can be defined by using the methods proposed in [18]. This controller is
based on a multichannel PI regulator and a linear compensation unit. The results
obtained in [18] are directly applicable to the case studies in this paper.

5 Numerical Results

Using the derived dynamic model of the device and control system architecture
described in the previous section, we performed numerical modeling of the
exoskeleton system. Below is the table of parameter values used in the numerical
simulation Table 1.

Table 1 Numerical values
for parameters used in the
numerical simulation

Parameter Value # Parameter Value
m 1.6 kg 10 ©4(0) /3

#

1

2 my 5.8 kg 11 a -2.27
3 ms 12.6 kg 12 a 1.7

4 my 39.6 kg 13 as 0

5 I 0.28 m 14 as 0.058
6 I3 045 m 15 by 4.94
7 I3 041 m 16 by -2.46
8 Iy 0.72 m 17 b, 0

9

#5(0) /3 18 | bs 5.18
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Fig. 4 Numerical simulation results of the motion of the device during the first phase: a angles,
b angular velocities. Captions 1-3 correspond to ¢, — ¢4, while 4-6 denote ¢, — ¢4

Simulation was performed in Mathcad software, numeric approximation for the
solution of the differential Egs. (2)—(3) was obtained with a constant step iterative
method. Figure 4 depicts the time plots of the generalized coordinates and veloc-
ities of the mechanism in the first motion phase.

It can be noted that trunk and shins move synchronously throughout most of the
first motion phase. Similar pattern was observed during the experiment shown in
Fig. 2.

To assess the performance of the developed control system, we can compare the
error between the desired and simulated positions of the center of mass. Both curves
are presented in Fig. 5, and the RMS error was measured to be 9.567 mm.

It can be noticed that the center of mass does not reach the desired position at the
end of the motion stage, with positioning error being approximately 7.5 %. In
addition, the simulated curve exhibits a local maximum that is not present in the
desired curve. However, the CM’s projection on the horizontal axis lies within that
of the foot throughout the whole simulation, as it was required by the proposed
control strategy.

The motion of the exoskeleton can be also modeled in the second motion phase.
Figure 6 depicts time plots of the generalized coordinates and velocities.

One may notice that the control law employed during the second phase leads to
increased oscillations in the system, which becomes especially evident after

Fig. 5 Motion of the center
of mass of the mechanism
along the horizontal axis 0.2
during the first stage:

[—actual motion; 2—desired

motion 0.15

0251
X . m

0.1

0.05

0 0.1 0.2 0.3 0.4

05 ts
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Fig. 6 Numerical simulation results of the exoskeleton’s motion during the second phase:
a generalized angles, b angular velocities

btest

Fig. 7 Exoskeleton configurations during the sit-to-stand motion

examining the velocity plots. In order to mitigate these undesired effects, Jacobian
transpose control can be applied at the second motion phase, which is one of the
subjects of our future work.

Figure 7 denotes the sequence of simulated exoskeleton configurations during
standing up from a chair. The dashed line corresponds to the height of the chair.

6 Conclusion

This work studied the problems of modeling and control of a lower-limb
exoskeleton during the sit-to-stand motion. Three possible control approaches
capable of solving this problem are described, and a combination of two of these
strategies was investigated. The dynamic model of the device was derived, and the
numerical simulation results are presented. A modified Jacobian transpose con-
troller was designed, which allowed to implement the proposed combined control
strategy. We performed mathematical modeling of the system, and numerical



Study on a Two-Staged Control of a Lower-Limb Exoskeleton ... 121

results suggest that the proposed control system can be effectively applied to the
lower-limb exoskeleton to realize the sit-to-stand motion from a chair, with and
RMS error being approximately 1 cm. We are planning to verify these results
experimentally in the nearest future using developed practical exoskeleton system.

Acknowledgments Work is performed with RSF, Project Ne 14-39-00008 “The establishment of
the research laboratory of modern methods and robotic systems to improve the human
environment”.
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Adaptive Control for Directional Drilling
Systems with Delay and Parameter
Uncertainty

Arief B. Koesdwiady, Sami Elferik and Fakhri Karray

Abstract In this paper, an adaptive tracking control of a directional drilling
system subject to state delays and parameter uncertainties is investigated. The Explicit
Force, Finitely Sharp, Zero Mass (EFFSZM) system is used to represent a directional
drilling system. Invariance and Immersion (I&I) adaptive control approach is used
to ensure the EFFSZM system to follow a set of predefined path autonomously. The
performance of the proposed approach is compared to the one £, adaptive control
under the identical condition. To observe and validate the performance of the pro-
posed approach, several simulation scenarios are conducted. The results show that
both the controllers are able to stabilize the system in the presence of parameter
uncertainties while maintaining the trajectory tracking error minimum.

Keywords Adaptive control * Directional drilling + Uncertain systems

1 Introduction

In oil and gas industry, directional drilling systems play an important role in enhanc-
ing oil and gas reservoir production. The directional drilling systems are usually
implemented to get around a problem where vertical drilling systems are very dif-
ficult or impossible to implement, such as to extract the oil or gas that are located
under an urban or protected area. Directional drilling systems allow the drill bit to
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be directed towards a desired complex location in underground and to have a curved
trajectory. Therefore, the directional systems are also suitable for extracting uncon-
ventional gas, e.g. shale and tight gas, that is trapped in the source rock instead of
migrated into a reservoir. In addition, the directional drilling systems have the poten-
tial to extract 2-25 times more oil and gas than the conventional vertical drilling
systems have [1, 4, 7].

One of the major challenges in directional drilling systems is the tracking control
of the drill bit to follow a predefined trajectory designed by the drilling engineer. In
most cases, in order to design a proper control for the directional drilling system,
a model that represents the dynamics of the directional drilling system needs to be
formulated. In [5], a transfer function relating the centre line of the drilling hole to
the actuator stimuli is derived. A quasi-polynomial is used to approximate the space
curve of the centre line of the hole, with distance m instead of ¢ as the independent
variable. However, it is almost impossible to get 100 % accuracy in the modelling,
hence a robust controller that can handle wide uncertainties is needed.

In [8, 9], a recent adaptive control technique, i.e. £, adaptive control, is used for
tracking a specified trajectory of a directional drilling system, where some parame-
ters in the model are considered to be uncertain but bounded. An output-feedback
control strategy is developed in [10]. In this work, the curved wellbore generation is
formulated as a tracking problem that is stabilized using an output-feedback control
consisting of a model-based observer with integral action. In [3], a model predic-
tive control (MPC) algorithm using a linear state-space plant model augmented with
pure delays is investigated. The MPC is used to control the attitude of a drilling
tool while mitigating for the attitude limit cycles about the target attitude caused by
measurement feedback delays. Recently, control and optimization of a directional
drilling system with quad motor drilling heads is developed [6]. This work proposes
a real-time control and optimization of the quadbit drilling systems that combines
the conventional drilling parameters as well as the directional steering control.

In this paper, a relatively recent technique on adaptive control, namely Invari-
ance and Immersion (I&I) adaptive control, is applied to the Explicit Force, Finitely
Sharp, Zero Mass (EFFSZM) directional drilling model [5]. This technique was first
introduced in [2]. The idea of this technique is to shape the manifold in which the
adaptive system will be immersed. By assuming the existence of the controller, the
globally asymptotic stable system is used as the target dynamic. Due to the charac-
teristics of the EFFSZM system, the 1&I adaptive control is specifically designed
to a class of system with unknown parameters and uncertainty in the presence of
internal delay. The goal of the controller is to autonomously control the EFFSZM
to follow a set of predefined trajectory. Finally, the proposed controller will be val-
idated by simulations, and its performance will be compared to £, adaptive control
performance.
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2 Directional Drilling System

In [5], a directional drilling transfer function relating the centre line of the drilling
hole to the actuator stimuli is derived. The distance drilled is used as the independent
variable instead of time, which means the differential equation that represents the
directional drilling system is presented in distance drilled (). There are several types
of model derived in [5], one of them is EFFSZM model. In EFFSZM, from the known
geometry and action of actuators, the force at the drill bit are explicitly calculated.
The pipe work is assumed to be infinitely stiff with zero mass and the drill bit is
assumed to be finitely sharp. The EFFSZM drilling system is depicted in Fig. 1.
Consider EFFSZM drilling system differential equation given by the following:

+ G
b

(V(m) — H(m — b))

dH(m)_<1+Cf_Cf
\ b d

1
o —)H(m)+

C
f b—a
+LHm-d)+ ——2 _F
g =D+ gk Frad™
dH(m)
¥(m) — (1)
m
Force Bit p
actuator
- _ ‘”\\,\
Stabilizer
positions
| Lower
Hole centerline collar
H(m —a)
Him —c¢) y
Him -b)
Him -d)

Upper collar Tlex

Fig. 1 Flex-hinge directional drilling system [5]
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where
- K ex
Cf = c=b /i d R m £ the distance drilled,
. Kani.v - ? WOB ] b(d - )

H(m) 2 lateral displacement of the borehole
a £ distance between the force actuator and the bit
b & distance between the lower stabilizer and the bit

¢ £ the relative position of the flex joint to the bit

d £ the position of the upper stabilizer to the bit
Kiex £ angular spring rate of the flex joint
Kanis

V(m) £ the actuator displacement at the lower stabilizer

£ ration of rates of penetration along and across the bit

WOB £ the applied drilling load, F pad (M) £ the force actuator output

¥ (m) £ the angle of borehole propagation w.r.t the m—axis

In the directional drilling dynamics, some parameters such as a, b, ¢, d, and Kﬂex
are known, while WOB and K ;; are unknown but bounded. The values for these
unknown parameters vary in the following range:

1<K . <10, 5x10*<WOB<89x10* (2)

anis —

3 Adaptive Control Design

In this section, the design of two recent adaptive control techniques is proposed.
The first is the immersion and invariance (I&I) adaptive control and the second is
L, adaptive control, which is used for comparison. The performances of both the
techniques in the presence of unknown and uncertain parameters will be compared
using simulations. The following subsections provide a comprehensive derivation of
both the controllers and the stability analysis.

3.1 1&I Adaptive Control for Linearly Parameterized Plant

The 1&I adaptive control technique is first introduced in [2]. For systems than can
be constructed in a linear parameterized form, the dynamics can be written as

X = fox) + 100 + g(x)u 3)
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where x € R" is the state, u € R'™ is the input, and 8 € RY is the unknown or uncer-
tain parameters. The adaptive state feedback controller law of the system is given in
the following form:

w(x, 9)
v(x, é) 4

>-
Il

u

such that all the trajectories of the closed-loop system is bounded and satisfies
lim x(t) = x*. In the I&I adaptive control, the design of the control law is decou-

—>00

pled from that of the adaptation law, which leads to more flexible control scheme. If
the following assumption holds:

Assumption 1 Ju = v(x, ), such that the system
=110 = fx0) + gov(x, 0) )

has a global asymptotically stable equilibrium at x = x™*.
Then the following theorem can be used in the adaptive control design:

Theorem 1 [2] There exists a mapping f : R" — RY, such that all the trajectories
of the following system

. <%f1(X)>z

*=f1(0) + g, 0 +2) — v(x, 0)) (6)
are bounded and satisfy

tlilg(g(X)(V(x, 0+2z)—v(x,0)=0 @)

then the system 3 is adaptively 1&I stabilizable.
Proof see [2]. O

The EFFSZM system in (1) can be presented as a linearly parameterized plant in
the following form:

dH
—d;m) =fy + (), + fo(H)O, + fy(H)0; + GO,u(m) ®

where 6;, i = 1,2,3,4 are the unknown parameters, and

folH) & %H(mx Fi(H) & H(m),
Fo(H) & H(m — b), fy(H) 2 Hm - d),
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a_ b-a
" b WOBK

anis

u(m) £F 4 (m) )

for nominal K .. and WOB

anis

To satisfy Assumption 1, the following controller is derived:

u(m) = v(H,0)=— (G94)_1(fO(H) +fi(H)0, + f,(H)0, + f3(H)05 + KH(m)
e (10)

where K, > 0 is the feedforward gain, r is the bounded reference and for feed-
back gain K > 0, the following globally exponentially stable closed-loop system is
obtained

dH

dHim) _ —KH(m) + K, r (11)

dm

In order to apply I&I adaptive control on the EFFSZM system, the following implicit
manifold is considered:

P

z;=0,—0,+ p;(H) (12)

Based on Eq. 12, the dynamics of the given manifold is derived as follows:

ﬁ —w dﬂ (H) dH
dn ' dH dm
d
=w; + ﬁ( )(fo(H) +fi(H)0, + f,(H)0, + f53(H)0; + GO,u(m)) (13)

If the updating laws are selected to be

wy = dﬁl( )(fo(H) + £, (H)(, + B, (H)) + f(H)(0; + B(H) — 2,)
+f3(H)(93 + By(H) = 23) + G, + By — 24)u(m))

Wy = dﬁz( )(fo(H) +fi(H)O, + py(H) — 2,) + /,(H)(@, + ,(H))
+f3(H)(93 + B3(H) — 23) + G(B, + By — zy)u(m))

wy = dﬂ3( )(fo(H) +f,(H)O, + i (H) = 2)) + f(H)(6; + po(H) — 2,)
+f3(H)(93 + B3(H)) + G(B, + By — z4)u(m))

Wy = dﬁ4( )(fo(H) + 1, (H), + B (H) = z)) + f(H)(0, + B,(H) — 2,)

+f3(H)(93 + P3(H) — z3) + G(0, + By)u(m)) (14)
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the following error dynamic is obtained:

- f(H) z (forj=1,2,3)

am

d dp,(H

- —< ).

In the condition of dgi) = y;(H), and % = y,Gu(m) where y; > 0, the following

stabilization is achieved:

lim z;m) =0 = 6,=0,+ p,(H) (16)

m—oo

Finally, the 1&I adaptive controller is given as the following:

V(H, 0, + B) = — (G0, + B,) " (fy(H) + f,(H)(O, + p,(H)) + f>(H)(D, + p,(H))
+ f,(H)(05 + B5(H)) + KH(m) — K, r) (17)

The selection of f,(H) has to be done considering the possibility of the singularity
in the control law. If the following is selected

py(H) = ¢ + Gu(m)H(m) (18)

force R and g, # —94, then the singularity problem does not exist.

3.2 1&I Adaptive Control Stability Analysis

To investigate the condition in which the controller are able to guarantee its stabil-
ity, a stability analysis is necessary. First, consider the following Lyapunov function
candidate

V(z)=2z"Pz (19)

where PT = P > 0. The derivative of the Lyapunov function along the trajectories
of the (15) is given as

V() =7 (@'P + PD); (20)
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where

W0 0 0
0 nfZ 0 0
0 0 nf? O
0 0 0 y,(Gup

& =— 1)

Since @ is Hurwitz, the following Lyapunov equation is satisfied
®'P+PO=-0Q (22)
where Q7 = Q > 0; hence, the following is true
V()=—-2'0z<0 (23)

Based on the Lyapunov condition, the system (15) has a globally stable equi-
librium at zero, and the asymptotic stability is followed by the LaSalle’s Invari-
ance Principle. Since V(z) is a positive definite function and V(z) < 0, it implies
V(z) € L and z € L. Therefore, the off-manifold coordinates are bounded. By
integrating V(z) it follows that

V(c0) — V(0) = — / ) 7'Qzdt = z€L,NL, (24)
0

Note that the manifold coordinate is given by z = § — 6 + f(x), which implies 8, g €
L,. In conclusion, all the signals in the closed-loop system are bounded.

3.3 L, Adaptive Control

This section provides a brief derivation of £, adaptive control for EFFSZM, which
is presented in [9]. The performance of £, will be compared to that of I&I in the
simulations. First, consider the EFFSZM system dynamics presented in (1), which
can be rewritten in the form of

x(m) = A, x(m) + by(wu(m) + ) (m)x(m) + 6 (m)x(m — )
+ 0, (m)x(m — 1) + o(m))
x(m) =0 Vm e [-1,,0]
y(m) = cjx(m) (25)
In these dynamics, A,, € R is Hurwitz; 6,, 0,,6, € R are unknown; w is unknown

with known sign; by, ¢, are known; the delay 7,, 7, € R*, (r; < t,) are known; o(m)
is the input disturbance; and the following assumption holds:
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Assumption 2 ([9])

1. The parameters 6, 8,, 8, belong to given compact convex sets 0, O, ©,, respec-
tively, and continuously differentiable with uniformly bounded derivatives.

0,(m) €@y, O,(m)€O,, b6,(m)€BO,, Vm>0

A
max 1 —

A

A
0 maxae@[)”e”b 0 max2 —

max 0 —

160G < dyy. 16, < dg. 1026m)]| < dy.. 6| < 26)

maXpeg, ||9||1, 0 maxge@2II9II1,

The disturbance is upper bounded by |o(m)| < 4, Vm >0, where A> 0 is
a known conservative bound. The unknown parameter @ is lower and upper
bounded by

O<w <w, 27
Using Eq. 25, the predictor for £, adaptive control is selected as follows:

&(m) = A, 3(m) + by(du(m) + 0] (m)x(m) + 0] (m)x(m — =)
+ 0] (m)x(m — 7,) + 6(m))
X(m) =0 VYV m € [-71,,0]
$(m) = cj k(m) (28)
where %(m) € R is the predicted state; $(m) € R is the predicted output; and 0, &, &
are the estimated parameters. The projection-type adaptive laws for these estimated
parameters are given as follows:
6y(m) = T'Pr(6y(m), =% (m)Pbyx(m)), 6,(0) = by,
6,(m) = I'Pr(6,(m), —X (m)Pbyx(m — 7,)), 6,(0) = 6,
0,(m) = T'Pr(6,(m), =% (m)Pbyx(m — 1,)), 6,(0) = b,
&(m) = I'Pr(8(m), =X (m)Pby), 6,(0) = 6,
(m) = T'Pr(@(m), =% (m)Pbyu(m)), dy(0) = @, (29)

where I' > 0 is the adaptation law rate, and ¥(m) = X(m) — x(m). For Q = Q" > 0,
P = PT > 0 satisfies the Lyapunov equation

ATP+PA, =-Q (30)
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Subsequently, the control signal is defined as
u(s) = —kD(s)(7} — k,r(s)) (€29

where /£ du(m) + 0] (m)x(m) + 0] (m)x(m — 7,) + 6] (m)x(m — ) + 6(m) and

r(m) are the inverse Laplace transform of #(s) and r(s), respectively. The feedfor-

ward gain is selected as k, = —ﬁ, and the feedback gain satisfies k > 0. The
c,Am=1b,

strictly proper transfer function Do(s) is selected, which leads to a strictly proper sta-

ble C(s) as the following:

a  WkD(s)
Cs) = 1 + wkD(s) (32)

with DC gain C(0) = 1. The selection of D(s) = % yields first order strictly proper
transfer function

(33)

In addition, the following norm condition has to be satisfied for £, adaptive control
Gz, Ormax 0 + Omax 1 + Omax 2) <1 (34)

where
H(s) £ (s1=A,)"' by, G(s) £ H(s)(C(s) = 1) (33)

The detailed analysis of this £, adaptive control can be seen in [9].

4 Simulation

To investigate the performance of the proposed adaptive controllers under parame-
ter uncertainty, two scenarios of simulations are performed. In each scenario, the
adaptive controllers are tested with incorrect constant parameters and random time-
varying uncertain parameters. In the case of uncertain parameters, both of the con-
trollers are tested with smooth and non-smooth reference so that the ability of the
controllers in handling non-continuously differentiable reference can be analyzed.
The uncertain parameters K,,;; and WOB are bounded and belong to the following
ranges:

1<K,; <10, 5x10*<WOB<89x10* (36)

anis —
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Fig. 2 1&I adaptive control (K,,;, = 1 and WOB = 5 x 10%)
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The nominal values of the parameters are K ,;, = 10 and WOB = 8.9 X 10%, and

anis

a=0305m, b=0953m, c=1407m,
d=2m, Kg, =8577x10° N.m/rad (37)

are known parameters with exact values. The control input F), ,(m) is constrained as
follows:

|Fp(m)] < 107N (38)
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Fig. 3 1&I adaptive control (K,,;; and WOB are changing)

The first case of simulation for I&I adaptive control is conducted with reference
H,ef(m) = 0.1sin(0.05m) + (m/200), and the constant uncertain parameters are sim-
ulated as follows:

K =1 WOB=5x10* (39)

which are different from the nominal values. As depicted in Fig. 2, the proposed 1&I
adaptive control is able to stabilize the system and follow the predefined reference
as expected. The control signal produced by the controller is also still within the
constrained range and is smooth.



Adaptive Control for Directional Drilling Systems ... 135

8 T T T T T T T T T
6 - -]
=
2 4l i
T
H
2k Reference
0 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200
distance (m)
006 T T T T T T T T T
—~ 0.04 B
<
=
= L v i
002jfhr——— Reference
O 1 1 1 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160 180 200
distance (m)
x10°
5 T T T T T T T T T

-ijzd (N)
o
?
—
E———

0 20 40 60 80 100 120 140 160 180 200

distance (m)

Fig. 4 1&I adaptive control (K, and WOB are changing, and the reference is non-smooth)

In the second case of simulation, the reference is selected to be H,,.(m) =
0.1in(0.05m) + (:m/200), and the uncertain parameters K ,;, and WOB are varying
randomly with Gaussian distribution. The tracking performance of the controller is
presented in Fig. 3.

From Figs.2 and 3, it can be seen that in both cases the 1&I adaptive control is
able to produce excellent stabilization performance while maintaining small tracking
errors and acceptable control signals.
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The last case of the I&I adaptive control simulation uses a non-smooth refer-
ence for the angle of borehole propagation with respect to the m-axis ¥,,(rad)
and Gaussian distributed uncertain parameters K, and WOB. Figure 4 shows that
although the reference signal is non-smooth, the proposed controller is able to main-
tain its stability and performance in the presence of unknown and uncertain parame-
ters. The control signal produced by the controller is also still bounded and does not
exceed the constraint (Fig. 5).

Similar cases of simulations are conducted for £, adaptive control scenario. The
tuning parameters of the controller are selected according to the following norm
condition:

GOl , BOrmax 0 + Omax 1+ Omax 2) = 90181 x 10717 < 1 (40)
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The results of the proposed £, adaptive control can be seen in Figs. 6, 7 and 8.
The performances of this controller are acceptable. However, if the results of the
L, controller are compared to the ones of I&I controller, it can be observed that
the I&I control produces better performances than the £, control does. In terms of the
magnitude of the control signals, the I1&I controller produces smaller and smoother
signals than the £, controller does. Hence, the I&I adaptive controller consumes less
energy than £, adaptive control does.

In terms of the tuning and implementation of the controllers in the simulation,
for EFFSZM drilling system in particular, the I&I controller is better since it does
not require complicated parameter tuning. In the £, controller, even all the selec-
tion of the tuning parameters satisfy the £,-norm condition, several trials need to be
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done to obtain the suitable controller parameters. Overall, both the controllers pro-
duce acceptable tracking performances and are robust with respect to the parameter
uncertainty and non-smooth references.

5 Conclusions

This paper presents two recent techniques in adaptive control, i.e. I&I adaptive con-
trol and £, adaptive control, for the tracking stabilization of EFFSZM directional
drilling system. The EFFSZM directional drilling system belongs to a class of uncer-
tain systems with internal delays. Based on the simulations, both of the controllers
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Fig. 8 L, Adaptive Control (K,,;, and WOB are changing, and the reference is non-smooth)

show promising tracking results in the presence of parameter uncertainty and non-
smooth reference signal. However, the I&I adaptive control shows better performance
compared to £, adaptive control in terms of tracking error and energy consump-
tion of the system. It is also interesting to note that the implementation of the I&I
controller is simpler compared to that of £, controller in terms of number of tun-
ing parameters and their tuning process. In future work, more complex models of
directional drilling system with more realistic assumptions could be considered and
investigated.
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of a Fuzzy-PI Controller for Omnidirectional
Robot System

Mohamed Slim Masmoudi, Najla Krichen, Arief B. Koesdwiady,
Fakhri Karray and Mohamed Masmoudi

Abstract Fuzzy logic systems have been implemented successfully for the design of
a wide variety of control systems. They provide a powerful way for designing nonlin-
ear controllers using human expert knowledge. In this article, we present an approach
to design and implement a fuzzy logic proportional integral controller (Fuzzy-PI)
for omnidirectional robot navigation system, using a field-programmable gate array
(FPGA). First, we define the kinematic model of the robot system and then we design,
simulate, and optimize the controller navigation system using MATLAB and Robot-
ino Sim platforms. The main goal of this work is the design of the Fuzzy-PI con-
troller and the hardware implementation using FPGA resources. The controller can
be implemented on an FPGA using software or hardware approach. For the latter
approach, the Fuzzy-PI algorithm is implemented in VHDL language, synthesized,
optimized, placed and routed, and downloaded on an FPGA board.
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1 Introduction

Omnidirectional mobile robots offer a great agility and flexibility during autonomous
task due to their special structure. However, they are endowed with complex dynam-
ics that make the extraction of an analytical model difficult. Therefore, we are
motivated to propose the realization of a navigational task performed by an omni-
directional robot without deriving its mathematical model. This task is carried out
through the development of an algorithm using a fuzzy logic-based proportional
integral (PI) controller that controls the robot to navigate from an initial point to
a desired final point. In this work, we are implementing a Fuzzy-PI algorithm to a
robot, namely Robotino, which is developed by Festo Didactic.

Over the last few years, embedded systems are becoming more efficient and effec-
tive. They keep invading our daily lives in the means of communication and transport
as well as the industrial world. Mobile robotics in particular have attracted a lot of
attention in the recent studies done on certain branches of Artificial Intelligence (AI).
For instance, soft computing algorithms have proven their ability to learn thanks to
the their good performance for the approximation of nonlinear functions [4]. The
most used algorithms in soft computing are neural networks, fuzzy logic, and genetic
algorithm [1, 6, 8, 9]. Currently, academic and industrial researchers are trying to
equip their mobile navigation platforms with some intelligence to perform tasks oth-
erwise realized by human. This kind of robots provides some important faculties
during navigational tasks such as perception, data processing, recognition, learning,
reasoning, interpreting, decision-making, and action capacities [2]. Intelligent navi-
gation systems currently utilize encoders to compute the actual position and speeds
of the robot using kinematic model of omnidirectional robot. Several applications of
a fuzzy logic controller to control the navigation of Robotino were developed in [9—
11]. In addition, the most used algorithm to achieve mobile robot navigation task is
PI or Fuzzy-PI algorithm, which is developed in [3, 5, 7].

This paper presents the design of a soft computing-based control algorithm, which
is an ongoing project, intended to facilitate intelligent control of Robotino mobile
robot navigation. Itis in this context that this work involves the conceiving and testing
of a Fuzzy-PI controller that will allow us to drive the Robotino from a starting
point to a destination point. This choice stems from the need to avoid some of the
drawbacks faced using the conventional PI controller. For example, each coordinate
implicates a new operating point which means that a new set of PI parameters must
be adjusted. This work intends to present the different steps to design, simulate, and
experimentally test a Fuzzy-PI navigation controller of Robotino mobile robot.

The paper consists of three parts: first we started the navigation with a simple PI
controller, then we improve the performances using a Fuzzy-PI navigation system,
and finally we improve the implementation performances of this fuzzy controller
using a more suitable platform based on a field-programmable gate array (FPGA)
circuits. Furthermore, the paper is organized as follows: Sect. 2 introduces the kine-
matic model, PI controller, Fuzzy-PI architecture, and simulation results obtained
using MATLAB environment. Section 3 presents the hardware design steps of the
Fuzzy-PI controller. Finally, Sect. 4 draws the conclusion.



Design and FPGA Implementation of a Fuzzy-PI Controller ... 143

2 Fuzzy-PI Control for Robotino Navigation

2.1 Robotino Kinematics

Robotino is an omnidirectional navigation system with three coaxial driving wheels.
The wheels are independently driven by three DC motors to achieve desired motion
and orientation position, as shown in Fig. 1.

Robotino is equipped with three DC motors; nine GP2D120 sensors to measure
the distance; a webcam; three optical encoder to provide position and speeds; bumper
with integrated sensor; embedded PC-104 processor; and WLAN. The kinematic
model of the robot is given as follows: [3]
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Fig.1 Robotino schematic model and the image platform
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2.2 PI Controller

The main objective of this work is to design a controller for the Robotino nav-
igation. This controller determines the appropriate wheel speeds that enable the
robot to move from its initial position [x;, Yo, ¢y]" to a predefined desired position
[x;, ¥, ®41". The error equation between the actual and the desired position of the
robot is given as

X, X Xy
Ye |[= Y || Ya €))
b, | ¢ by

According to [3], the derivative of the error equation is given as follows:

X, X 17
Ve |=| 3 |=P @D Vs )
d)e | d) V3

For the position control of the mobile robot, we have to design a stabilizer and
find the controlled wheels velocity vector to navigate Robotino from any starting
position to any final destination. To stabilize the robot, the following control law is
proposed

Vl xe f xe
Vy | =P@)|-K,| y. |- K| [ . o)
V3 ¢3 / d)e

where K, and K; are symmetric and positive definite proportional and integral gains.
The robot speed according to the error position equation becomes

xe x VX xe / xe
).fe = y = Vy = _Kp Ye | = K; /ye (6)
¢ ] 4] |2 ¢, / ®.

The reference navigation error e is described in (1), and the PI discrete control law
u(k) is defined as follows:

k
u(k) = K,e,(k) + K, Z e,().T (7

=1
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where

i =1,2,3 % which wheel or omnidirectional speed is considered
k £ the current discrete time instant

T 2 the sampling period 3

To determine the appropriate K, and K; parameters of the PI navigation controller,
we use the successive approximation approach. This experimental method consists
of gradual change of the controller parameters and observes Robotino navigation
reaction to reach the optimal response. This method is simple and suitable for rapid
processes with negligible dead time. The experimental results show that the PI con-
troller has acceptable performance in all four quadrants navigations. However, this
controller requires an adjustment to its parameter for each navigation target. Fur-
thermore, the proposed Fuzzy-PI controller can be viewed as an improvement of the
conventional PI navigation system.

2.3 Fuzzy Adaptive PI Controller

To improve the Robotino navigation performances, we develop a fuzzy adaptive PI
controller that combines the advances of conventional PI with the fuzzy logic theory.
Figure 2 depicts the structure of the control loop.

The fuzzy logic adaptive tuner has two inputs, i.e., the reference navigation error
e and its variation de/dt; and two outputs AKP and AK;. The latter are the variations
of proportional and integral gains, respectively. The input and output variables of the
Sugeno fuzzy controller are defined by five membership functions NB, NS, Z, PS,
and PB, as shown in Figs. 3 and 4.

Relying on human expertise and different experimental tests, we define a set of 25
linguistic rules to describe the behavior of the PI-Fuzzy logic controller as presented
in Table 1.

Pl

Navigation
Y controller [ 2 1
-

H T ]

Fuzzy
adaptive

d
Tuner

Robotino >

A

L\%
;:I'I

h 4

Fig. 2 Fuzzy adaptive PI control loop
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Table 1 Rule-base and output weights of the Fuzzy adaptive PI

Error variation (de/dt)

NB2 NS2 72 PS2 PB2
AK, |AK; |AK, |4AK;, |AK, |AK; |AK AK, | AK AK,
Error (¢) |NB1 |PB NB PS NS PS NS PS NS V4 Z
NS1 |PS NB PS NS PS NS PS Z NS PS
Z1 PS NS PS NS Z zZ NS PS NS PS
PS1 | PS NS Z Z NS PS NS PS NS PB

PBl |Z z NS PS NS PS NS PS NB |PB

After the defuzzification task, the new PI controller parameters can be calculated
using the following equations:

K, =K, + 4K, )
K, =K, + AK, (10)

where K, and K}, are the PI controller original parameters.

To simulate Robotino PI navigation algorithm, we use MATLAB and Robotino
SIM environment tools. Subsequently, we validate the experimental step on Robot-
ino. Simulation tests have shown that every time we change the destination, the robot
reaches the final position and the desired angle (Fig. 5). The arrival to the destination
position depends on the errors position values. The Robotino has to move from the
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Fig. 5 Robotino SIM trajectory: target destination is (3500, 2000), and the final orientation angle
is 30°
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Iterations

Fig. 6 Trajectory for the target position (3500, 2000), and the final orientation angle is 15°
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Fig. 7 Speed values to reach the final destinations, and the final orientation angle is 10°

initial position [x,, yy, o] to the desired position [x,, y,, ¢,17. As can be seen in
Fig. 6, the Robotino can navigate in the four quadrants with different final positions.
Figure 7 presents the output velocities of the proposed fuzzy-PI controller to achieve
the stable trajectory tracking.

3 Hardware Implementation of the Fuzzy-PI Controller

Currently, our Robotino is controlled with a PC104 processor, which are clocked at
a frequency of 300 MHz with 1GB DDRRAM, 10/100 MBit Ethernet connection,
2 USB and used a real-time Linux operating system. Our future project aims at the
real-time control, navigation, and obstacle avoidance of Robotino using HD cameras
and the integration of an absolute location system. These applications require more
powerful processing platforms such as FPGAs. Part of this project is to validate the
VHDL description of the Fuzzy-PI controller navigation using Altera Quartus envi-
ronment. As detailed in the second part of this paper, the Sugeno Fuzzy-PI controller
uses two inputs (e and de/dr) and two outputs (4K, and AK;). The VHDL algorithm
is composed of three main components: the fuzzifier, the inference engine, and the
defuzzifier.
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Fig. 8 Fuzzifier simulation result

3.1 Fuzzifier Hardware Module

Two fuzzifiers are used to compute the membership degree of crisp inputs in each
membership function. The first input and the second input variables are fuzzified
with five membership functions. Two fuzzification blocks described by ten member-
ship functions (NB1, NB2, N1, N2, Z1, Z2, P1, P2, PB1, and PB2). In this work, tri-
angular membership functions are applied, as it can be easily implemented in VHDL.
To generate the hardware model of the FLC, the equation approach is used. FPGA
implementation is a complicated task, which requires the VHDL description of each
elementary computing operation for the description of the fuzzy controller. Figure 8
presents a screen shot associated with the functional simulation results of the fuzzi-
fier module for signed input.

3.2 Inference Engine and Defuzzifier Hardware Module

The defuzzifier module is used to generate the outputs AK,, and AK; according to
(11). The module needs twenty-five linguistic rules and uses arithmetic processing
units, e.g., minimum, multiplication, addition, and division blocks, in order to com-
pute the Fuzzy-PI tuning outputs.

25
Zj:l @7 1
5 (11
Zj:l ;

Figure 9 presents a screen shot associated with the simulation results of 4K, value
using the defuzzifier module for different values of membership functions. As illus-
trated in this figure, Fuzzy-Pl AK,, output of the defuzzifier block is generated five
clock cycles after changing the membership values. The Fuzzy-PI hardware imple-
mentation consumes 6015 logical elements (LE) and 80 DSP blocks (Fig. 10).

AK, =

X



150 M.S. Masmoudi et al.

1500 1600 17 s 1300rs 1500rs 2000ns 2100 200 200 24000 200
Name

Ighock L J L 1] L | ! J L J |
B reg Bmixt L] |
1B reg B2 /[ 0T f\, ] X 2] L
B regir! \ []
B reg_mix2 1 []
B pes B, L .| i) X L]
B pos B, LI 17i] X []
B pos i ] T
B posmtrt Fi (]
(o P Y i ] i T
Bawes [— 7 T 5

e i T i e
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To validate the FPGA implementation accuracy, we compare the VHDL Quar-
tus II design and MATLAB FIS code simulation results. Finally, for an input vec-
tor values (e = 512 and de/dt = 0), the fuzzification results are Z1 = 1023 and
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NB2 = 1023. In conclusion, both the implementation and simulation provide the
same output value (4K, = 50), as shown in Fig. 11.

4 Conclusion

In this paper, the design and hardware implementation of a Fuzzy-PI controller for
the mobile robot navigation system are presented. We start with the development
of Robotino kinematic model, which is followed by the design of a PI controller
for the navigation system. The PI controller has shown its inferiority in the accuracy.
Moreover, we are forced to continuously change the PI controller parameters to allow
the robot to reach the desired position and angle. To overcome these limitations, we
design a second fuzzy controller to adjust the PI controller parameters. The Fuzzy-PI
controller is able to perform navigation tracking with acceptable accuracy.

The second part of our work is an improvement of the Robotino control platform.
Indeed, the current platform lacks several interfaces; memory is limited; and the
processor is not fast and efficient enough to compute intelligent algorithms, which
require more speed, real-time and embedded aspects. FPGAs seems more promising
in our application. VHDL implementation and simulation results, using Quartus II
environment, confirm the performances of the preferred approach in terms of speed,
circuit resources, and the reliability of outputs variables. In addition, the results of
the implementation are compared with the one of the MATLAB simulations for val-
idation.
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Android-Based Mobile Robotic Platform
Performance Testing for Real-Time
Navigation

Peter Paszt6, Martin Smol’ak, FrantiSek Duchorn, Peter Hubinsky
and L’ubo$ Chovanec

Abstract This paper discusses the suitability of usage of smartphones running on
Android operating system in robot navigation tasks. These phones are equipped with
many sensors useful in robotics. Robot navigation tasks are often recommending
high-performance devices (computers) to work on. Nowadays smartphones are also
equipped with very powerful processors. Therefore a performance test of different
devices with Android operating system including their sensorial equipment has been
made to determine the usability of these devices for real-time robot navigation.

Keywords Android * Accelerometer + Gyroscope * Compass * Camera * Laser
scanner * Mobile robot * Image processing

1 Introduction

Robotics today relies on processing and fusion of data from many kinds of sensors.
It is possible because of the existence of high-performance devices and sensors. For
robot navigation and localization tasks GPS sensors, ultrasonic sensors, accelerome-
ters, gyroscopes, laser scanners, cameras and image processing algorithms and many
other sensors are often used.

Usually, it could be a time-consuming work to set up an application that is able to
read and process all the data from the used sensors. Every sensor has its own com-
munication protocol and can be connected to computer (or other supervisor device)
in different ways (USB, serial port, Bluetooth, Wi-Fi, etc.). It is a long work to cre-
ate a robotic platform, which is able to receive all data from all sensors used. Also a
high-performance device is usually needed to handle and process the received data.
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The onset of Android devices brought some new opportunities into robotics.
These devices are small-sized with a relatively high performance, but the most
important is their sensorial equipment. Most of these devices implement an
accelerometer, magnetometer, gyroscope, GPS, camera and many other sensors
usable in robotics [1-4]. However, the performance and the accuracy of these sensors
are often questioned [5].

The aim of this article is to test the performance of different Android devices in
terms of the time needed for retrieving and processing data from more sensors and
the possibility of further real-time navigation of a four-wheeled mobile robot based
on these data.

The mentioned test includes a design of a four-wheeled mobile robot [6] and an
Android application, which is reading the data from the sensors of the mobile device
and is communicating with the mobile robot (with servo motors and DC motors).
The Android application is also obtaining the data from an external laser scanner
(Hokuyo URG-04LX) and uses the OpenCV image processing library [7, 8].

The whole sensorial equipment processed is: camera (with OpenCV library),
GPS (including Google Maps visualisation), compass, accelerometer, gyroscope,
Hokuyou URG-04LX laser scanner connected over USB port, device’s orientation
computation and Bluetooth communication with the mobile robot’s Arduino board.

2 The Four-Wheeled Mobile Robotic Platform

2.1 Hardware of the Robotic Platform

The mobile robotic educational platform consists of a chassis of an electric RC off-
road four-wheeled car model with modified control using Arduino board. Arduino
is controlling two servo motors and two DC motors of the chassis on the base of
instructions coming from a supervisor mobile device running on Android operating
system.

The communication between the Arduino and the mobile device is established
over Bluetooth. Motors, external sensors and the Arduino board are powered with
two 6800 mAh, 12,6-10,8 VDC Li-ion batteries (Table 1).

The developed Android application is able to send control instructions to Arduino
in the terms of setting the turning angle of the mobile robot’s wheels and their rota-
tion speed. The application is also handling the communication with device’s inter-
nal and external sensors and their visualisation. Device’s external sensors monitoring
process is also running on another application thread and is monitoring and process-
ing the Hokuyo URG-04LX laser scanner data [9]. A short description of this laser
scanner is shown at Table 2. The scanner is connected to the device through USB
port (Fig. 1).
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Table 1 Description of internal sensors of Android devices

Sensor type Description Unit
Linear accelerometer | Acceleration forces along x, y and z axes excluding ;ﬁ
gravity
Gyroscope Rates of rotations around x, y and z axes %1
Orientation Azimuth, pitch and roll (angles around x, y and z axes) | Degrees
used for computation of the deviation from north
Accelerometer and Sensors used for device’s orientation computation by % uT; rad
Magnetometer obtaining a rotation matrix. Sensors are measuring the
acceleration forces and geomagnetic field strengths
around x, y and z axes
Camera Used for real-time image processing with OpenCV
library for Android
Table 2 Hokuyo Property Description
URG-04LX parameters short -
description Detection 604095 mm
Accuracy Distance 20-1000 mm: +10 mm
Distance 1000-4000 mm: +1 % of
measurement
Resolution 1 mm
Scan angle 240°

Fig.1 Four-wheeled

mobile robotic platform

Angular resolution | 0.36° (360°/1024)

2.2 Android Application

The monitored internal sensors (types and descriptions) are shown at Table 1 fol-
lowing the Android developers guide [10]. The communication with mobile device’s
internal and external sensors and the visualisation processes are running on different
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application threads (Fig. 2), that means every sensor data is retrieved as soon as pos-
sible after sensor value change occurrence and is visualised also immediately on the
visualisation thread.

3 The Performance Test

The performance test is made on these devices: Samsung 19100 Galaxy S II, Asus
Google Nexus 7 and Sony Xperia Z3 compact. Their specifications are at Table 3.

[11-13].

The used devices are not rooted and during the performance test there are run-
ning all the pre-installed OS implemented background processes. Also the resolu-
tions shown at Table 3 are the default resolutions when programmatically opening

Table 3 Description of devices parameters used in the performance test

Device API level CPU RAM (GB) Processed image
resolution

Samsung 19100 | Android 4.0.4 Dual-core 1.2 1 352 x 288

Galaxy S II API level 15 GHz Cortex-A9

Asus Google Android 4.4.4 Quad-core 1.2 1 1024 x 768

Nexus 7 API level 19 GHz Cortex-A9

Sony XperiaZ3 | Android 4.4.4 Quad-core 2.5 2 720 x 480

compact API level 19 GHz Krait 400
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the device’s camera. The aim of the performance test is not to compare these devices,
but to decide the suitability of different devices with Android OS for robot navigation
tasks in real time.

The test is based on the previously described Android application running on
the devices. This application is monitoring all the sensors of the devices—on every
value change the application writes the actual timestamp into a text file on the SD
card. A unique text file is created for every sensor. The test is made twice—while all
the sensors actual values visualisation is turned on and off. Every device is fixed to
the mobile robot which is driving in an indoor environment during the timestamps
recording process. Therefore the measurement on the GPS sensor is excluded from
this test.

3.1 Real-Time Navigation Suitability Criterion

The criterion for the suitability of the devices for mobile robot navigation in real
time is coming from the needed ability of the mobile robot to react to any obstacle
in its way in any time and case. It means that the mobile robot with a given speed
must travel a shorter distance between obtaining two samples from sensors than the
minimal measuring value of these sensors.

The camera and/or the laser scanner can be used for obstacle detection in our
case. The minimal distance of an obstacle that laser scanner can measure (Table 2) is
60 mm. We will use this figure because the minimal measurable distance of obstacle
with the camera depends on the size of the obstacle and anyway, the image processing
algorithms increase the sampling time of the camera. Also we consider a normal
speed of the mobile robot about 1 km " while its maximal speed is about 3 km,

The above results in the criterion that the sampling time of every sensor of the
used mobile devices must be under approx. 215 ms.

4 Measurement

Measurements were made to determine the average, maximal and minimal sample
time of every sensor on every device during the visualisation turned on and off. The
sample time is plotted to a figure for every sensor measured on three devices. The
effect of turned off visualisation process on the sampling time for each sensor and
each device has been also verified. These results are shown on the following figures.

Measurements are shown in histograms, those count the number of occurrences of
each measured sampling time value of the sensors. Such histogram allows calculating
the maximal and minimal sampling time that occurred during the measurement (and
number of their occurrences) as well as the average sampling time and the most
recurrent sampling time.
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Internal sensors of the devices those data are acquired and visualised without the
need of processing (accelerometer, compass and gyroscope - further called “internal
sensors”) were measured with 9000 samples. The rotation of the device is computed
by using the gravity and the geomagnetic field sensor by obtaining a rotation and an
inclination matrix [10, 14] (further called “software sensor” or “rotation sensor’).
The measurement was made by obtaining 3000 samples. Measurements on devices
cameras were made by obtaining 500 samples and on the external laser scanner by
obtaining 200 samples.

Results are shown from Figs. 3, 4, 5, 6, 7, 8,9, 10, 11, 12, 13 and 14 and from
Tables 4, 5 and 6.
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Fig.5 Sampling time
histogram of compass when
visualisation is turned on

Fig. 6 Sampling time
histogram of compass when
visualisation is turned off

Fig. 7 Sampling time of
gyroscope when
visualisation is turned on

Number of occurences Number of occurences

Number of occurences

Compass visualisation ON

159

3500 _
3000} —Samsung Galaxy S ||
2500 S R e e .......... -=--Asus Nexus 7
2000 |~ Sony Xperia Z3
CLTa[o] | R ——— | CYSNOS e | M J—.
1000
500 fH{}-s
[\ : i
0 L&- R
0 20 40 60 80 100
Sampling time (ms)
Compass visualisation OFF
3000 : : :
2500 I?’ms ------------------5—Samsung Galaxy S Il
2000 .E:', .|==-Asus Nexus 7
H
1500 :Ié ms Sony Xperia Z3 compact |
i

1000 i

500

T

3000

20

40 60 80

Sampling time (ms)

2500

Gyroscope visualisation ON

3ms
i1 ms

e

1ms
|

1]
1

—-Samsl,ung Gala>‘<y Sl

---Asus Nexus 7

2000

= Sony Xperia Z3 compact

20

40

60 80 100

Sampling time (ms)



160

Fig. 8 Sampling time of
gyroscope when
visualisation is turned off

Fig. 9 Sampling time
histogram of rotation
calculation when
visualisation is turned on

Fig. 10 Sampling time
histogram of rotation
calculation when
visualisation is turned off
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Fig. 11 Sampling time
histogram of image
processing when
visualisation is turned on

Fig. 12 Sampling time
histogram of image
processing when
visualisation is turned off

Fig. 13 Sampling time
histogram of laser scanner
data processing when
visualisation is turned on
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Fig. 14 Sampling time
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Table 4 Performance test measurement results for Samsung Galaxy S 11
Sensor Samsung Galaxy S II
Sampling time (ms)
Number of | Visualisation | Average Min Max Most
samples recurrent
Accelerometer | 9000 On 10.1432 0 90 2
Off 10.2653 0 71 2
Compass 9000 On 10.2173 0 89 1
Off 10.2869 1 78 2
Gyroscope 9000 On 9.0041 0 80 1
Off 9.0453 0 70 2
Rotation 3000 On 9.897 1 89 2
Off 9.6893 1 57 2
Camera 500 On 48.598 4 93 34
Off 42.046 12 85 32
Laser scanner | 200 On 97.63 48 129 98
oft 98.935 55 134 102

The next figures show the impact of turned off visualisation on the sampling time
of each sensor and for each device. These data come from the data measured before,
but are shown in groups for each sensor when visualisation is turned on and off.
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Table 5 Performance test measurement results for Asus Nexus 7

Sensor Asus Nexus 7
Sampling time (ms)
Number of | Visualisation | Average Min Max Most
samples recurrent
Accelerometer | 9000 On 5.9411 0 73 3
Off 5.1178 0 46 3
Compass 9000 On 5.9438 0 69 3
Off 5.1503 1 49 3
Gyroscope 9000 On 5.9297 0 73 3
Off 5.1380 0 58 3
Rotation 3000 On 24.7420 0 105 11
Off 20.6227 1 73 15
Camera 500 On 143.004 24 267 127
Off 123.914 55 226 119
Laser scanner | 200 On 96.3950 |23 153 104
Off 98.6617 |55 151 96

Table 6 Performance test measurement results for Sony Xperia Z3 compact

Sensor Sony Xperia Z3 compact
Sampling Time (ms)
Number of | Visualisation | Average | Min Max Most
samples recurrent
Accelerometer | 9000 On 8.0679 0 90 3
Off 8.1522 0 62 3
Compass 9000 On 8.1007 0 93 3
oft 8.1764 0 67 2
Gyroscope 9000 On 4.8882 0 88 1
Off 4.9247 0 55 2
Rotation 3000 On 19.5890 3 106 6
Off 19.6677 4 73 10
Camera 500 On 91.9800 13 197 88
off 61.6960 7 139 57
Laser scanner | 200 On 95.4550 3 186 73
Off 98.4000 |49 175 98

5 Results

The figures show that the most recurrent sampling time of internal sensors is about
1-3 ms depending on the device. But from the view of real-time navigation the most
recurrent sampling time is not the most important quantifier, because a real-time
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system has to guarantee a response within a strict time constrain (deadline). Real-
time systems are further classified by the consequence of missing a deadline into
hard, firm and soft real-time systems [15].

If a real-time system must not miss a deadline, the maximal time response to an
event should be considered. In this case the maximal measured sampling time of the
internal sensors (accelerometer, compass and gyroscope) was 93 ms (Fig. 5 compass
of Sony Xperia Z3 compact, with visualisation turned on).

For the rotation sensor, the maximal measured time response is 106 ms (Fig.9
Sony Xperia Z3 compact with visualisation turned on), for camera 267 ms (Fig. 11
Asus Nexus 7 with visualisation turned on) and for the laser scanner 186 ms (Fig. 13
Sony Xperia Z3 compact with visualisation turned on).

It may be confusing that turned off visualisation on Figs. 15, 16, 17, 18, 19 and
20 often leads to increasing the most recurrent sampling times of the sensors. But
the overall performance of the devices is important—the maximal time responses
are almost always noticeably decreased (the proof could also be seen higher—all
the maximal measured time responses were with the visualisation turned on). With
visualisation off, the maximal time response of internal sensors was 78 ms, rotation
sensor 73 ms, camera 226 ms and laser scanner 175 ms.

Another confusion could come from the illusion of higher performance of Sam-
sung Galaxy S II with dual core processor in comparison with other quad-core
processors. This effect is caused by the significantly lower camera resolution that
this device has to process. Image processing is usually the most processor demand-
ing task and therefore this device has more performance available to process data for
other sensors than the devices processing a higher resolution image.

The aim of this paper is to determine the suitability of devices running on Android
operating system for mobile robot navigation tasks. This can be done by computing
the distance travelled by the mobile robotic platform with its maximal speed during
the longest sampling time measured (Table 7).
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visualisation turned on/off on
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The measured maximal speed of the mobile robotic platform is approximately

Vmax

= 0.9 =. If we consider a laser scanner usage for avoiding the collision with an

obstacle, the maximal distance that robot can travel during the maximal sampling

time of this scanner is:

Stravelled =

Stravelled = 0.9 % -0.186's

-1

vmax

2
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Fig. 20 The impact of
visualisation turned on/off
on sampling time of laser
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Table 7 The theoretical distance that mobile robot could travel during the sampling time of each
sensor

Sensor Travelled distance Travelled distance
visualisation on (m) visualisation off (m)
Internal sensors 0.0837 0.0702
Rotation 0.0954 0.0657
Camera 0.2403 0.2034
Laser scanner 0.1674 0.1575
Spavetied = 0.1674 m 3)

The following table shows the theoretical distance that robot travels during the sam-
ple time of each sensor with visualisation turned on and off what is computed the
same way as for laser scanner.

6 Conclusions

The experiments and results show that usual devices running on Android operat-
ing system with their sensorial equipment and the Android operating system itself
is usable in mobile robot navigation tasks. The results show that the experimen-
tal mobile robot navigated with visual system travels approximately 24 cm during
frame sample obtaining and visualisation process of the camera. However, this dis-
tance should increase if more sophisticated image processing algorithms would be
used (for example objects and obstacles detection), but on the other side a normal
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camera can sense larger distances (couple of meters) where the obstacles could be
recognised. Therefore the distance of about 20-30 cm from the mobile robot could
be a safety distance where mobile robot could stop in one sample before an obstacle
to avoid collision. Also a relatively high maximal speed of mobile robot could be
reduced to meet the safety distance criteria of the camera’s sampling time.

In addition to camera a laser scanner can also be used for obstacle detection. The
approximately 17 cm travelled distance during a sample time is also enough to stop
the mobile robot in front of an obstacle, because the measuring range of the laser
scanner is 4095 mm. The travelled distance of other sensors during their sampling
time is in range between 7 and 10 cm. These sensors can be used for example on
dangerous tilts detection, collision detection, azimuth computation, etc.

From the point of view of the defined criterion in Sect. 3.1 all the sensors except
the camera meet the condition for the suitability of mobile devices for real-time
mobile robot navigation. It means that ordinary devices with Android OS can be
used for real-time robot navigation tasks with the mentioned sensors and also the
camera and image processing algorithms can be implemented to assist during the
navigation process in an different application thread. The change in sampling time
of the camera by implementation of different image processing algorithms will not
rapidly affect the sampling time of other sensors.
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Implementation and Control of a Bistable
Two-Wheeled Inverted Pendulum-Type
Mobile Robot

Kwangyik Jung, Byung Kook Kim and Hyun Myung

Abstract In the past decade, there have been a lot of researches on various models
and controllers for two-wheeled inverted pendulum-type mobile robots.
Two-wheeled inverted pendulum-type mobile robots are suitable for the service
robots working both in the indoor and outdoor environments. In this paper, a
bistable two-wheeled mobile robot which can tilt up and down (B-TMR) is
designed and implemented. The B-TMR remedies the weak points of two-wheeled
inverted pendulum-type mobile robots. The robot body is designed to maintain
balancing state and tilted state. Cost efficiency is improved by using a single
accelerometer with a Butterworth filter in order to measure inclined angle. To
control five motion modes (Mode 1—Balancing; Mode 2—Tilt Up; Mode 3—Tilt
Down; Mode 4—Tilted Move; Mode 5 - Balancing Move), a mode-selective
controller is proposed. Through various experiments, the proposed hardware and
controller are validated.

Keywords Inverted pendulum - Accelerometer - Butterworth filter - PID control

1 Introduction

A service robot is defined as a robot which operates automatically to provide useful
services to humans and facilities, excluding manufacturing operations. According to
the World Robotics 2013: Service Robots [1] published by IFR (International
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Federation of Robotics), the global robotics market grew from US$4.4 billion in 2003
to US$9.4 billion in 2010. The service robot’s market share has gone up from 14.3 %
(US$63.4 million) in 2003 t0 39.3 % (US$369.6 million) in 2010. They expected that
the scale of the service robot’s market grows fairly within the next 20 years.

As a service robot which is closely related with daily life, the two-wheeled
inverted pendulum-type mobile robot has many advantages. Because the control of
the two-wheeled inverted pendulum-type mobile robot is much easier than that of
the legged robot, it can be adapted to various purposes. The robot can spin in place
using two wheels and drive stably at the ramp or in an uneven bumpy ground. Also,
the two-wheeled inverted pendulum-type mobile robot is suitable for indoor
environments because it can pass narrow corridor and corner without hesitation.

The general two-wheeled inverted pendulum-type mobile robot simultaneously
drives and steers using only two motors. Because of that it persistently consumes
energy to maintain tilt angle. There are many studies about how to improve weak
points by learning the robot’s body or changing hardware. A method uses four
different sized wheels to keep sitting status and pulls the wheels to be in balancing
status [2]. The other method attaches the two additional arms for rest [3].

The research direction for the control of the two-wheeled inverted pendulum-type
mobile robot is divided into linear and nonlinear controllers. The study began in
1965 and lots of methods are proposed such as a bang-bang controller, an LQR
controller [4], a 3DOF dynamic equation-based controller [5], and so on.

In this paper, we propose a novel two-wheeled inverted pendulum-type mobile
robot called ‘B-TMR’ which is cost effective and energy efficient. The robot body is
designed to be 23° inclined underside and only one accelerometer is used to cal-
culate tilt angle. Due to the B-TMR’s unique hardware, it has 2 states: tilted state
and balancing state. A mode-selective controller is designed to change states and a
variety of experiments are performed to evaluate overall systems and controller.

The remainder of this paper is organized as follows: Section 2 explains details
on how to design the robot’s hardware. In Sect. 3, according to the shape of robot,
the robot’s movements are separated and a novel controller is suggested to take
each action. Experimental results are described to confirm our method in Sect. 4
and conclusion and future work are discussed in Sect. 5.

2 Design of the B-TMR Hardware

2.1 Robot Body

The B-TMR is a more practical and simple robot compared with the existing shapes
[2, 3, 6] which are proposed to reduce the power consumption while the two-wheeled
inverted pendulum-type robot maintains balancing. Robot body which has a tilted
state is designed to minimize a battery loss and maximize the robot speed. Because the
23° inclined underneath robot frame is made by 3D printer, it is light and sturdy.
Figure 1 represents a real hardware and Fig. 2 shows details of the structure.
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Fig. 1 B-TMR actual hardware and developed interface board
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Fig. 2 B-TMR overall structure

2.2 Embedded Board BeagleBone

A BeagleBone which has Texas Instrument’s AM3359 microcontroller unit is used
for B-TMR’s brain. The ARM processor is suitable for small systems like low
power-based mobile robots and it is easy to develop and debug. The BeagleBone is
a credit-card-sized Linux computer and it is an open source type board. The detailed
specifications are shown in Table 1. To make own device driver and user appli-
cation program in cross-development environment, lots of MCU registers are
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Table 1 BeagleBone
specification

K. Jung et al.
Feature
Processor AM3359 500 MHz USB-powered
700 MHz DC powered
Memory 256 DDR2 400 MHz
Ethernet 10/100 RJ45
SD/MMC Micro SD, 3.3V
connector

directly approached. And Wireless LAN card is used for communication between
PC and BeagleBone by considering B-TMR’s wide maneuverability.

2.3  Motor Driver and Accelerometer

For this paper own interface board was developed with lots of components. Motor
driver SN754410NE which has a built-in H-bridge circuit is used in order to supply
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Table 2 Filtering result analysis
Min [rad] Max [rad] Mean [rad] Median [rad] Std [rad]
Raw data —0.02769 0.0316 0.001225 0.0009 0.008402
(—1.5814°) (1.8105°) (0.0702°) (0.0516°) (0.4814°)
Filtered data —0.0033 0.0052 0.001256 0.00125 0.001855
(—0.1891°) (0.2979°) (0.0720°) (0.0718°) (0.1063°)
PWM to right-and-left GM-35BE motors and a 3-axis accelerometer

PO-AXA-12-01 is chosen to calculate the robot’s tilt angle. While the existing
two-wheeled inverted pendulum-type robots use expensive sensors, in this paper a
single accelerometer is used with a Butterworth filter [7] to improve the cost effi-
ciency. We observe the impulse noise at the accelerometer output signals and
confirm that high-frequency signals should be removed. Because the second-order
Butterworth filter has an even surface at pass-band and a slope of 20 dB/decade
degrees at each pole, it can remove above the cutoff frequency signals exactly. The
filtering results are represented at Fig. 3 and Table 2.

In comparison with the sensor filtering results of [3], we confirm that using an
accelerometer with the 4 Hz cutoff frequency second-order Butterworth filtering is
sufficient to get useful data.

3 Mode-Selective Controller and Gain Tuning

3.1 Mode-Selective Controller to Control Five Motion
Modes

According to the B-TMR’s hardware features, a new method for status changing is
needed between balancing state and tilted state. First of all, available actions are
broken down into five modes (Mode 1—Balancing; Mode 2—Tilt Up; Mode 3—
Tilt Down; Mode 4—Tilted Move; Mode 5—Balancing Move). Every action is
performed in a single program and each mode has own reference values and control
gains. The mode-selective controller is composed of three subcontrollers (Fig. 4).

3.2 PID Gain Tuning

There are many methods for tuning PID controller’s gain. In this paper, the Ziegler—
Nichols tuning method [8] is used. Determining the PID gain according to a simple
formula is the Ziegler—Nichols method’s storing point. Table 3 shows the PID gains
for five motion modes.
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Table 3 PID gains for experiments

Controlled variable

Mode Kp K; Kp

1—Balancing Tilt angle = 1.515 Tilt angle = 0.75 Tilt angle = 0.00075
2—Tilt Up Tilt angle = 2.35 Tilt angle = 0 Tilt angle = 0
3—Tilt Down Tilt angle = 2.35 Tilt angle = 0 Tilt angle = 0
4—Tilted Right motor = 14 Right motor = 2 Right motor = 0
Move Left motor = 15 Left motor = 2 Left motor = 0

5—Balancing
Move

Tilt angle = 1.515
Linear velocity = 14.5
Angular velocity = 38

Tilt angle = 0.75
Linear velocity = 2

Angular velocity = 12

Tilt angle = 0.00075
Linear velocity = 0
Angular velocity = 0

4 Experiments

4.1 Mode 1—Balancing

In Mode 1—Balancing, the B-TMR should retain zero tilt angle. The balancing
controller carries out PID control about tilt angle and Fig. 5 shows the actual
experimental tilt angle data. The line shows the accelerometer’s raw data and the
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Fig. 5 Balancing tilt angle (a), robot velocity and position (b)

dotted line represents the Butterworth filtering results. While the robot maintains
balancing, it keeps the initial position. Range values are smaller than the experi-
mental data from the compared paper.

4.1.1 Stop Balancing

One of the B-TMR’s objective is supposed to reduce the energy consumption while
the B-TMR maintains balancing. To calculate two motors’ power consumption,
current sensors are connected between a motor driver and a motor. The average
amount of power is 0.48 W at each motor in balancing state. From the data, we
ascertain that the B-TMR cuts down 0.48 W in tilted state without moving (Fig. 6
and Table 4).
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Fig. 6 Power consumption in right and left motor

Table 4 Comparison of experimental data

Regulated under Comparison 1 [9] Comparison 2 [3] Experiment
Tilt angle 1.1° 3° 1.914°
Position 0.04 m 0.35 m 0.0066 m

4.2 Mode 2—Tilt up and Mode 3—Tilt Down

From the initial-tilted stop status, the B-TMR uses tilt angle’s PID control to make
the robot body stand. After erecting, the robot maintains balancing. Even though tilt
angle oscillates about 15° at first, instantly attains stable balancing state (Fig. 7).

From the balancing initial status, the B-TMR uses tilt angle’s PID control for
direction selective tilt down. From the Fig. 8, the B-TMR maintains balancing
before 1.2 s and the robot performs tilt down for falling a rear ball caster to the
ground (minus tilt angle). After 1.2 s, the robot continues uniform motion in tilted
state.

4.3 Mode 4—Tilted Move

We make linear and angular velocity profiles to make the B-TMR drive as fast as
possible in 90° corner in tilted state. According to the B-TMR’s hardware, the robot
can use maximum speed of motor without considering Balancing. Figure 9 shows
the experimental results.
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4.4 Mode 5—Balancing Move

We produce tilt angle, linear/angular velocity profiles that are considered to
simultaneously tilt up and drive. The common two-wheeled inverted
pendulum-type mobile robot inclined its body to the opposite direction from driving
way for acceleration. However, the B-TMR does not need preprocessing for
acceleration, it can drive fast in an uncomplicated way. In other words, the B-TMR
stands up before driving from the initial tilted state and maintains ZMP dynamic
stability while balancing move. After the drive, the robot returns to tilted state by
tilt down controller (Fig. 10).
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5 Conclusion and Future Work

We proposed a new type of hardware to overcome existing two-wheeled inverted
pendulum-type mobile robot’s weak points like continuing energy loss while
maintaining balancing, limitation of two wheels’ velocity, and too much expensive
sensors. The B-TMR’s body considered the tilted state to save energy and fast
move. In spite of a single accelerometer with the Butterworth filter, we got
high-quality tilt angle data in comparison with the previous research. According to
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the B-TMR’s hardware features, the mode-selective controller was developed and
various experiments were conducted to validate overall systems. The result of
experiments showed that the robot followed reference values or trajectories prop-
erly, the mode-selective controller was in control of the robot hardware.
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For future works, we will improve the control method. In this work, we just used
PID controller, but the two-wheeled inverted pendulum-type mobile robot has very
narrow linearization area about tilt angle. Because of the reason, nonlinear con-
troller is much more proper than linear controller.
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Autonomous Control of a Drone
in the Context of Situated Robotics

Sofia Fasce, Diego E. Avila, Emiliano Lorusso, Gustavo Pereira
and Jorge Ierache

Abstract This article shows the advances on previous outcomes with a quadcopter
in the context of Situated Robotics. Thus, external vision is used to capture the
performance environment made up by four checkpoints over which the drone must
autonomously fly. The implementation is discussed and the outcomes of the trials
performed with the drone guided through two testing models—one external
vision-centered and the other one hybrid—are shown.

1 Introduction

The use of air vehicles for different tasks is of utmost importance for Robotics and
also for Autonomous Robotics. The number of parameters and variables to take into
consideration when moving through the environment is bigger than that of any
other type of vehicle, as well as its freedom degrees. A situated robotics environ-
ment is proposed to be developed using a drone from the Parrot company, called
AR.Drone2.0 [1], on the initial basis of previous works in which a minidrone [2]
was used. The AR.Drone2.0 has the necessary tools to develop and experiment as
well as for improvements in hardware compared with the previously used drone [2].
Within the parameters offered by the drone, the following can be found: pitch
angles, roll and yaw angles, altitude and speed on the “x” and “y” axes. The
development of the performed trials was done on language C++, using the SDK
provided by Parrot [3] to communicate with the robot, OpenCV [4] and Linux
environment (Ubuntu 12.04).
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2 Problem

In the field of situated robotics, different applications and competences can be
found, such as robot football which belongs to physical categories which perceive
the field environment from a suspended camera, for example, RoboCup F-180
category [5]. This paper proposes the creation of a situated robotics environment
using air vehicles, taking into account their autonomous control from environment
information obtained from the suspended camera and the use of different sensors
available in the robot. Our aim was to study the flight dynamics of a quadcopter
in situated robotics using the PID controller (proportional-integral-derivative)
algorithm and to analyze the possible options for improving its flight.

3 Proposed Solution

In this work, the initial experience with the vision algorithm developed in [2] was
taken; a suspended camera (Logitech C270, 3 Mpx, PAL) was used to determine
robot position and destination point or checkpoint. Moreover, an altitude control
was added so that the robot could fly at a constant height with necessary adaptations
and improvements for robot control using SDK to communicate with the AR.
Drone2.0 shown in Fig. 1. The red circle over the robot was used to identify it
during video frame analysis and allow its position detection.

During flight, the angle and distance the robot must cover to fly over the
checkpoint and stay suspended in the air for two seconds was estimated. Once these
variables are calculated, the tilt and roll parameters are adapted using the PID

Fig. 1 ARDrone2.0
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algorithm. We apply PID [6] to both robot pitch and roll to precisely determine the
angle and speed when reaching checkpoint. In our case, we achieved an optimal
flight using the following values for each gain: for proportional gain (Kp), the value
0.0005; for integral gain (Ki), the value 0.000000076; and for derivative gain (Kd),
the value 0.000425, which corresponds to the 85 % of the proportional gain value.
These values were empirically obtained so that they were adjusted with each test.
Eighty flights were done to obtain these outcomes. The value optimization allows
tilt reductions when reaching the checkpoints and arrival time reductions. The
algorithm estimates the error based on the real value of the variable to calculate, that
is, the difference between the desired and obtained value. Then, it estimates the
values for the derivative, proportional, and integral variables

change = error — last_error
P_value = Kp * error
I_value = Integrator * Ki
D_value = Kd * change

Lastly, it stores the last error, sums the integrator, and the sum among the
different values previously calculated

Integrator = Integrator + error
last_error = error
return P_value + I_value + D_value

These values are estimated for each processing cycle which corresponds to
each video frame (13 fps—frames per second). Thus, and since robot speed is
calculated from the video analysis, delay occurs, which should be considered in
flight dynamics, making the drone tilt according to video frames from the drone’s
flight. This delay is included in the algorithm mainly when calculating the
derivative gain. This derivative is especially important since it correlates to robot
speed and allows the robot to stop at the checkpoint without oscillations. To
compare drone behavior to vision-estimated speed, called vision-centered model,
we decided to perform the same tests using the speed provided by the robot and
not calculated through video analysis, forming a model we call hybrid, since these
data do not include delay from video frame and have a much higher precision.
Alternatively, a standardization of the resulting values for the integral gain was
made, allowing robot speed maximization in order to reach the checkpoint as soon
as possible. The method integratorIncrease allows the standardization of
the Integrator attribute outcome so as not to exceed the set maximum and
minimum values. The following shows the implementation of the mentioned
method in pseudocode:
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if distance < 0 and Integrator > 0:

Integrator =max (0, Integrator + 14 * distance)
else if distance > 0 and Integrator < 0:

Integrator =min (0, Integrator + 14 * distance)
else:

Integrator += distance

endif
if Integrator > Integrator_max:

Integrator = Integrator_max

else if Integrator < Integrator_min:
Integrator = Integrator_min

Endif

The distance variable shows the distance the robot needs to cover to reach
destination. The Integrator variable is the algorithm integral component, and it
is the one to be increased by the integratorIncrease function. This function
does not modify algorithm behavior and thus, no changes were made to it. The
software developed is in charge of controlling the drone and analyzing the video,
creates two execution strings which share part of the memory, making it possible to
send messages between them. Each has a different behavior: the first deals with
suspended camera video analysis, and the second interprets data obtained from the
first string and sends necessary signals to the drone to reach checkpoint. In Fig. 2 a
general diagram of the developed software is shown. Both execution strings, rep-
resenting Video Analyzer and ARDrone Control, and data shared, through which
information is sent, can be observed. It can also be seen how these strings
accordingly communicate with the video camera, the graphic interface and the
drone, and a block diagram explaining the general software functioning.

Alternatively, an interface was developed to visualize the camera video analysis
and the resulting values after applying PID algorithm to the robot’s pitch and roll
variables. Figure 3 shows the suspended camera video analysis carried out by the
developed software. (a) shows the values sent to the robot. In (b) the values for roll,
pitch, yaw, altitude, and desired rotation angle can be observed. In (c) the values for
speed in “x”, “y”, and “z” are shown. The square drawn (d) represents the camera
coverage area according to the robot flight altitude. Each cross drawn (e) represents
the identified checkpoints. Lastly (f) represents the robot and its current position.

Figure 4 shows the graphs of the values obtained using the PID algorithm. These
are divided into three groups: pitch, roll, and yaw values. The three variable groups
are observed. The first graph shows the values for proportional gain (red), integral
grain (green), and derivative gain (blue) for rolling. The second graph displays
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Fig. 3 Analysis of the video from the suspended camera
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proportional

derivate \

Fig. 4 Graphs of the values obtained by using the PID algorithm

pitch. The third graph indicates yaw. Lastly, the graph thick lines represent the pitch
and roll values sent (yellow) and received (light-blue).

4 Achieved Outcomes

Several tests were performed within a circuit with four color patches used as
checkpoints. The robot had to fly over all the checkpoints and stay suspended in the
air for 2 s at a 10-cm radius, following the A => B => C => D route. Figure 5
shows the robot following the pertinent route. The drone following the determined
route is observed. Figure 5a shows the upper view from the suspended camera;
Fig. 5b shows the lateral view. Checkpoint A is represented by the orange patch;
checkpoint B is represented by the green patch; checkpoint C is represented by the
blue patch; and checkpoint D is represented by the yellow patch. The drone starts
from the center of the figure, follows the route and lands over the yellow patch.
Two sets of trials were performed; each of them included four tests. The first set
of trials consisted in the basic implementation of the PID algorithm, using robot
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(a) (b)

.g-._

Fig. 5 Robot following the determined route. a View from the suspended camera. b Lateral view

Table 1 First set of trials for the route when using speed calculations from the video
(vision-centered model)

Set of Checkpoint A | Checkpoint B Checkpoint C | Checkpoint D | Overall
trials (s (s) O] (s (s)

la 10 7 10.9 10.7 38.6

1b 7.5 8.6 9.4 12 37.5

lc 74 6 10.3 10.9 34.6

1d 10.6 7.9 8.9 4.9 32.3
Mean 8.88 7.38 9.88 9.63 35.75
time

speed from the suspended camera video analysis, which we call vision-centered
trial model. Table 1 shows the outcomes of the first set of trials for the route when
using speed calculations from the video. Times for each checkpoint, overall time of
each route and mean time for each checkpoint are shown.

The second set of trials corresponds to the route followed using the PID algo-
rithm with integratorIncrease function and using the speed provided by the
robot sensors, which is more precise and does not show considerable delay; this is
the model we call hybrid Table 2 shows the outcomes of the second set of trials
corresponding to the same route when using speed data from drone sensors. Times
for each checkpoint, overall time of each route, and mean time for each checkpoint
are shown.

In Fig. 6 appears the comparison between the average for each checkpoint in
each set of trials. It shows the comparison between the vision-centered trial model
corresponding to the first set of trials based on speed calculations by means of video
analysis, and the second set of trials, corresponding to the hybrid model based on
using the speed provided by the drone and the position from the vision system. The
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Table 2 Second set of trials for the route when using speed data from drone sensors (hybrid

model)
Set of Checkpoint A | Checkpoint B | Checkpoint C | Checkpoint D | Overall
trials () O] () O] (s)
2a 5.7 4.6 8.3 4.7 233
2b 54 8 10.9 10 343
2c 7.1 53 12.2 11.9 36.5
2d 7.4 3.6 72 5.7 239
Mean time | 6.4 5.38 9.65 8.08 29.5
12,0
10,0
3,0
6,0
4,0
2,0
0,0 T
A _ B C _ D
+—Set 1 8,875 w3715 9,875 9,625
——Set 2 6,4 5,375 9,65 8,075

Fig. 6 Comparison between the average for each checkpoint in each set of trials

second set is noticeably better relating to time needed to reach the different
checkpoints. The depicted values represent seconds.

In data analysis, we can observe that the difference between the first set of trials,
with an overall mean time of 35.75 s, and the second set of trials, with an overall
mean time of 29.5 s is 20 %. We consider that the difference between sets is
acceptable given the trial conditions. Video analysis for robot speed calculation,
when compared to the data obtained from the quadcopter sensors, does not
noticeably affect the vehicle flight. Thus, as the second set of trials shows, an
improvement in flight time is achieved by combining data from the suspended
camera and speed date from drone sensors.

5 Conclusions

When using air vehicles in situated and autonomous robotics, it is imperative to use
(a) a flight dynamic allowing some fluidity when moving through the environment,
and (b) the largest quantity of data regarding vehicle and environment status. These
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two essential characteristics are obtained from both the suspended camera video
analysis and the use of all the sensors the robot has.

According to the experimental work, for the development of flight patterns an
average difference of twenty percent in the drone’s flight duration is shown between
a hybrid model when applying the drone’s speed and determining its position
through the vision system and a vision-centered model, from which not only the
position but also the speed are determined.

6 Future Research Lines

The intention here is to venture together with the situated robotics into the inter-
vention of the human being in the control by means of brain—machine interfaces
(BMI) [7, 8]. By having this connection, it is possible to control the vehicle through
biosignals and perform actions such as choosing the checkpoints to fly over,
supervising the robot flight, as well as controlling an independent flight.
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Fast MAV Control by Control/Status
00O-Messages on Shared-Memory
Middleware

Dimitri Joukoff, Vladimir Estivill-Castro, René Hexel and Carl Lusty

Abstract We describe how control/status OO-messages on shared-memory middle-
ware can provide better performing control of a micro-air vehicle (MAV). To illustrate
this, we provide a new hardware abstraction for a controller application that is com-
pletely analogous to the popular ardrone_autonomy (AA) package that enables
the Parrot AR Drone 2.0 quadcopter to be flown using commands over Wi-Fi. For
fairness of comparison, we use the OO-messages on shared-memory middleware
implementation gusimplewhiteboard in parallel with the ROS AA in the same
code-base. We demonstrate the performance improvements associated with using
gusimplewhiteboard messaging in place of ROSmessages and services.
We explain how further performance improvements can be achieved by fully imple-
menting the Time Triggered Architecture (77A) of the gusimplewhiteboard
and its associated tools (c1fsm & LLFSMs).

Keywords Robotic middleware * ROS messages and services * PULL versus
PusH Control/status messages * Time triggered architecture

1 Introduction

Software architectures for robotics provide levels of abstraction that enable the con-
struction of complex robotic systems in a modular ensemble of high-level struc-
tures. Moreover, there is the need to integrate components that capture and interpret
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information from several types of sensor as well as modules that integrate this infor-
mation. Since the hardware itself can integrate different elements and effectors, lay-
ers of abstraction are required for higher-level information processing modules and
decision making modules so they are decoupled from the specifics of the underly-
ing hardware. One clear illustration of this are micro-air vehicles (MAVs), where
a very rapid feedback loop control ensures stability in the air. To enable sophis-
ticated behaviour, several layers of abstraction interconnected through middleware
allow the creation of manoeuvres (rotate, hover, etc.) that form the building blocks
for intelligent capabilities (task-planning, reasoning, decision-making, negotiation)
at a higher level of abstraction. Based on this, even higher-level software layers then
carry out command and control of whole “missions”. The need for this abstrac-
tion and structure of the robotics architecture is so ubiquitous that several envi-
ronments exist to this end [4]. Perhaps the most popular at this stage is ROS [12],
which has been ranked more comprehensive than others [3]. It is important that
each layer shall provide the required interface and abstraction with minimum per-
formance penalty. Unfortunately, all the proposals mentioned above tend to follow
the PUSH-approach to message passing that creates significant coupling [6] between
the sender module and the receiver module [5]. The PUSH-approach consists of a
publisher/subscriber model where the receiver designates a call-back function to
the middleware, expecting to handle messages deposited by the publisher. How-
ever, the gusimplewhiteboard middleware [7] provides an alternative (under
the PULL—approach) to facilitate communication between software modules on a
single robot as well as to share information between groups of robots [5].

We demonstrate the advantages of the gusimplewhiteboard on platforms
where timely mission control can be critical. Flying robots such as MAVs are a chal-
lenging platform because of their need for fast and reliable execution of manoeu-
vres and mission control. Thus, in this paper, we use a quad-copter to assess and
analyse the contrast between these alternatives. We selected the Parrot AR Drone 2.0
as the test platform as it has constituted itself as a popular low cost, ready-to-fly
product, with an existing API that allows it to be controlled from a computer [1,
2, 11]. We will contrast the gusimplewhiteboard PULL-based approach with
the ROS PuSH-approach in exactly the same missions. In this context, the
gusimplewhiteboard outperforms ROS by three orders of magnitude when
it comes to response time. The remarkable difference in performance between the
PuLL} and the PUSH alternatives raises the question why the vast majority of
practitioners are still opting for the overly optimistic PUSH-approach. Therefore,
this paper also offers, a detailed explanation of the methodology used to gather
the data together with an analysis of the results. We believe that these success-
ful flights and data demonstrate the benefits of the paradigm represented by the
gusimplewhiteboard. Since many researchers are familiar with ROS, we will
explain the relevant steps so that the results here are reproducible.
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2 Preliminaries: The gusimplewhiteboard

The gusimplewhiteboard![7], is a middleware based on the principle of the
Time-Triggered Architecture (7TA) [9]. It is a scalable multi-platform framework
that enables lockless inter-process communication (IPC) through shared memory.
Usage examples include the Aldebaran Nao platform in different contexts including
the RoboCup competition, ROS, and the Gazebo simulator [8] for mobile robotic
manipulators like the Kuka. Further applications include Lego’s Mindstorm NXT for
teaching robotics, the Giraff robot for Human/Robot Interaction, and settings where
the controller is a Raspberry Pi.

The gusimplewhiteboard is the combination of a set of user defined white-
board classes that act as communication channels (analogous to ROS: topics)
and a static instance, in shared memory, of each of the channel classes in the
set. The same data structure can be used for two slots, constituting the status and
control channels. To allow lock-free atomic messaging and change tracking, the
gusimplewhiteboard is typically configured to store the last four generations
of each message in a ring buffer. The configuration of message-slots and sizes
here happens at compile time for improved performance. The dimensions of the
gusimplewhiteboard are defined such that the shared memory space is able
to be cached on many platforms.

Producers and consumers use local instances of whiteboard classes to commu-
nicate. When a producer wishes to send a message, they perform a copy operation
that updates the static instance of the object in the gusimplewhiteboard with
the contents of the producer’s local instance. When a consumer needs to retrieve
(PULL) a message, the reverse happens, i.e. copy the current instance of the object
in the gusimplewhiteboard into the consumer’s local memory (if required,
an older generation can be requested explicitly). When operating in a distributed
system, a UDP-based sharing algorithm that also makes use of the T7A is used to
broadcast data to other agents. There is no native equivalent to ROS: : Services
in the gusimplewhiteboard. Instead, synchronisation, the corner stone of the
TTA, is used to perform the necessary operations. The designer of the system can
structure the semantic organisation of the whiteboard classes that are used on the
gusimplewhiteboard. Thus, it can service a number of different agents and be
used to perform different tasks. Each whiteboard class is independent of the oth-
ers. Agents can also have more than one, independent gusimplewhiteboard
operating at the same time. For example, one gusimplewhiteboard can trans-
act higher-level messages between behaviours while another operates at a hardware
level reading sensors and controlling actuators.

As stated above, the gusimplewhiteboard embodies the principles of the
TTA. Thus, other than the physical limitations of the host system, there is no inher-
ent message rate limit, unlike the PUSH-approach where the receiver subscribes a
call-back-function and the sender is a publisher (hence, system resources must be

! Available at http://mipal.net.au/downloads.php.
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available to enact the call-back and synchronisation mechanisms must be used to
handle the threads generated for each invocation of the call-back).

2.1 Whiteboard Classes

Ataglance, gusimplewhiteboard messages appear similar to ROSmessages.
Both, gusimplewhiteboard and ROS transmit a data structure of a conceptual
abstraction or entity. Recall that in ROS, the data structure for a message is anal-
ogous to a struct that enumerates properties/fields as name and type. However,
because the gusimplewhiteboard is object-oriented, messages are objects
with methods. As with ROS, the data structure can have two semantic meanings:
control or status. For example, in ROS the AR Drone geometry_msgs/Twist
can be posted as the control command containing the velocities to aim for, or, in the
other direction (not used in ardrone_autonomy), as a status message containing the
drone’s position and altitude measurements. We use the ardrone_autonomy’s
Cmd_Vel hardware abstraction [10] as an example and show its analogous
gusimplewhiteboard implementation and illustrate how the same data struc-
ture could be both the payload of a control and a status message. Figures 1 and 2
show data structures analogous to ROS, but defined in C. The gu_util.h header
provides the definition for the PROPERTY macro so the getters and setters for
C++ are generated. Nesting and containment of data structures is simply nesting
of types: Fig.2 uses the type defined in Fig. 1. While it is not necessary to dis-
criminate between a status and a control message, we added the Boolean property,
requestCmd, for data recording in our later experiments.

For actual whiteboard objects, we create subclasses of the C base structs. Thus,
the class in Fig. 4 uses the payload from Fig. 3. While ROS requires a ardrone/
cmdvel topic for overloading geometry_msgs/Twist, the strong typing of
C++ allows association of the ARDrone_Cmd_Vel directly as a status or con-
trol message, and only requires that separate shared memory slots be used. All
gusimplewhiteboard slots are assigned in a Types List (TSL) file [6] that is

Fig.1 wb_ardrone_vector_31d #ifndef _WBARDRONEVECTOR31D_
defines a simple data #define _WBARDRONEVECTOR31D_
structure

#include <gu_util.h>

struct wb_ardrone_vector_31d {
PROPERTY (double, x)
PROPERTY (double, y)
PROPERTY (double, z)

}s

#endif
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Fig.2 An analogous data
structure to ROS’s
geometry_msgs/Twist

Fig.3 wb_ardrone_cmd_vel
is the next level nesting base
class

Fig.4 The
ARDrone_Cmd_Vel class

#ifndef _WBARDRONEGEOMETRYTWIST_
#define _WBARDRONEGEOMETRYTWIST_

#include "wb_ardrone_vector_31d.h"

#include <gu_util.h>

struct wb_ardrone_geometry_twist {
PROPERTY (wb_ardrone_vector_31d, linear)
PROPERTY (wb_ardrone_vector_31d, angular)

5

#endif

#ifndef _WBARDRONECMDVEL_
#define _WBARDRONECMDVEL_

#include "wb_ardrone_geometry_twist.h"
#include <gu_util.h>

struct wb_ardrone_cmd_vel {
PROPERTY (bool,requestCmd)
PROPERTY (wb_ardrone_geometry_twist, cmd)

I¥

#endif

#ifndef ARDrone_Cmd_Vel DEFINED
#define ARDrone_Cmd_Vel DEFINED

#include <cstdlib>

#include <stdlib.h>

#include <gu_util.h>

#include "gusimplewhiteboard.h"
#include "wb_ardrone_cmd_vel.h"

namespace guWhiteboard {
class ARDrone_Cmd_Vel: public wb_ardrone_cmd_vel {
public:
ARDrone_Cmd_Vel() : wb_ardrone_cmd_vel() {}
ARDrone_Cmd_Vel(const std::string &name)
: wb_ardrone_cmd_vel(std: :string(name)) {}
b
b

#endif

pre-processed to provide handler and access methods to the shared memory, pro-
ducing a standard API for posting and retrieving messages.

3 Design Improvements and the ARDrone_Whiteboard

To compare the PULL with the PUSH-approach in a fast-command control environ-
ment, we have implemented a hardware abstraction of the Parrot AR Drone 2.0
completely analogous to the original ROS version. ARDrone_Whiteboardimple-
ments the equivalent gusimplewhiteboard classes for all control and sta-
tus messages provided by ardrone_autonomy, including ‘legacy’ messages for
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version 1 as well as their version 1.4 replacements. Messages with very large pay-
loads (e.g. Odometry and IMU), are split into their components to fit within the
gusimplewhiteboard width of 512 bytes chosen for ARDrone_Whiteboard.
In fact, this replicates most version 1 to version 1.4 ardrone_autonomy perfor-
mance improvement changes. Note that while ROS offers ROS: : Params, which
enable some configuration at run-time, the configuration of message-slots and sizes
here happens at compile time for improved performance.

Since the gusimplewhiteboard does not provide a blocking handshaking
functionality like ROS: : Services, the ardrone_autonomy services needed
to be redesigned as status messages. That is, in an application on top of ROS that
uses ardrone_autonomy, if we want to obtain the value of a sensor, we invoke
a ROS: :Services and our program will be blocked there until the ROS mid-
dleware comes back with an answer. This introduces lots of issues of module cou-
pling and timing already discussed in the literature [6]. The explicit advantage of the
PULL-approach is that there are no blocking calls. To retrieve a sensor value, just
PULL the most recent status message (that the sensor posts at the sensors publishing
rate). Consumers of status messages can inspect the message generation counter if
they want to or need to check for updates; however, typically idempotent messages
are used. Thus, in ARDrone_Whiteboard no call-backs are used. Instead, the
teleop_twist update_teleop () function checks (PULLs) new messages
within its run loop. We will demonstrate that this has the effect of greatly reduc-
ing the latency between issuing commands and their enactment. This way, we are
creating a deterministic, predictable schedule (as opposed to the non-deterministic
enacting and resource consuming management of the same code, but encapsulated
in a call-back). We will see that this results in a much lower variance than ROS
when relaying messages. To ensure that all other aspects of the context remain
the same, ARDrone_Whiteboard builds under the same catkin workspace as
ardrone_autonomy with an analogous CMakeList . txt, linking to the exist-
ing ARDroneLib. This setting allows missions and higher layers of behaviour con-
trol on the drone to operate unchanged, and to interchangeably fly with the ROS PUSH
approach represented by ardrone_autonomy or the gusimplewhiteboard
PULL approach using ARDrone_Whiteboard. The only feature not included is
ardrone_autonomy’s video functions.

The advantages of PULL can be further illustrated by inspecting the architec-
ture of ardrone_autonomy. For example, the ROS ardrone/mag topic is
arguably redundant since the normalised data it posts can be derived from the data
already being sent via the ardrone/navdata topic. This creates overhead. The
object-oriented nature of gusimplewhiteboard messages enables a cleaner
design, by placing an instance method that handles navdata and encapsulates the
normalisation code only when required, rather than for each posting. Contrasting
ardrone_autonomy versions 1 and 1.4 shows the attempts to overcome some of
ROS’ inherent limitations; in particular the transmission delays resulting from large
messages. In version 1.4, clients have access to a collection of messages to choose
portions from the large ‘legacy’ topics. These new messages are generally shorter,
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and thus faster to transmit. However, producing smaller messages from the original
legacy blob has the same design issues as the ardrone/navdata topic exam-
ple above. From a TTA point of view, the ‘legacy’ messages are the most reliable
and efficient status messages as they only require the header to be computed a small
number of times and are sent as atomic units. The family of topics that are replacing
them in version 1.4 require more computational overhead to ensure packets being
used have the correct header details (particularly on non-real-time operating sys-
tems), due to transport time variances. With the gusimplewhiteboard, trans-
porting a large message such as ardrone/navdata does not incur a significant
performance penalty, eliminating the above ROS problems which is demonstrated in
the experiments we describe next.

4 Performance

4.1 First Experiment

In the first experiment, the high-level behaviour consists of a sequence of commands
sent to the drone to perform a dance routine that was originally manually chore-
ographed to background music. The routine is a dead-reckoning sequence, thus,
there is no feedback from sensors. As already explained, common elements are the
Wi-Fi relay at 30 Hz, the telop_twist update_teleop () method runs at
40 Hz, and the controlling application runs in a separate process. This first experi-
ment compares the PULL-approach with the PUSH-approach ensuring that measure-
ments are accurate across processes, while being completely equivalent between the
ROS or the gusimplewhiteboard implementations. Thus, the monitoring code
has exactly the same number of data collection points for each configuration, and
the same monitoring source code at each test point. Moreover, monitoring in this
first experiment introduces very little additional load. The tests were designed such
that timing variances would be consistent across tests (i.e. no other active applica-
tions would be running or launched during the tests) and performance calculations
would be based on relative values. The tests were implemented in a manner that
allowed them to be turned on and off when required through compiler directives.
Since the gusimplewhiteboard shared memory access time is significantly
faster than ROS and did not require additional threads, in this first experiment, the
timing data was collected in the gusimplewhiteboard itself. This enabled an
external process to collect the data and log it. The application issues three types
of control messages, Cmmd_Vel, Take-off, and Land. A sample point is a point
where we collect the absolute system time in microseconds using the POSIX get-
timeofday() function. Such sample points were chosen at analogous positions in the
processing paths of ROS and the gusimplewhiteboard. We designated the sam-
ple points at the following locations (as depicted in Figs. 5 and 6):
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The client applications issues the control message,

Time the command was received in AA? in the ROS callback or in
the new preamble section of update_teleop in the case of the
gusimplewhiteboard,

the command was actuated in AA; the message data was processed,
update_teleop received the command; the method proper,

the command is forwarded to ARDroneLib,

the update_teleop reaches its end, and

G the issuing of the command is completed in the client.

= >

=Eo 0

Figure 7 shows the sample points inside the callback CmdvelCallback for col-
lecting Cmd_ Vel data under ROS, corresponding to sample positions B and C. By
comparison, Fig. 8 shows the analogous gusimplewhiteboard implementation
within update_teleop (). Each collection has a sequence number incorporated
into the design of the wb_ardrone_performance class. Then, the frequency
of the gusimplewhiteboards publish/subscribe functionality (deprecated) was
increased to 1 kHz (far above what it normally operates at), to allow a data log-
ger to catch messages in a separate process. With the PUSH approach, subscribers
are not able to keep up with this data rate and sometimes the elapsed time between

Teleop_Twist

Fig. 5 Position of sample points in the PUSH-approach. represented by ROS

——
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# ~
)
COMMAND
COMPLETED
’I
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Fig. 6 gusimplewhiteboard sample point positions in the PULL-approach

2We used version 1.4 http://wiki.ros.org/ardrone_autonomy.
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void CmdVelCallback(const geometry_msgs::TwistConstPtr &msg)

{
#ifdef WHITEBOARD_PERFORMANCE_TEST
cmdVelCBSeq++;

guWhiteboard: : ARDrone_Performance_Cmd_Vel perfCmdVel;
perfCmdVel.set_eventStrB("CmdVelCallback") ;
perfCmdVel.set_bTime(get_utime());
perfCmdVel.set_bSeq(cmdVelCBSeq) ;
wbPerfCmdVel.set (perfCmdVel) ;

#endif

vp_os_mutex_lock(&twist_lock);

cmd_vel.linear.x
cmd_vel.linear.y
cmd_vel.linear.z
cmd_vel.angular.z

std: :max(std::min(-msg->1linear.x, 1.0), -1.0);
std: :max(std: :min(-msg->linear.y, 1.0), -1.0);
std: :max(std::min(msg->1linear.z, 1.0), -1.0);

std::max(std::min(-msg->angular.z, 1.0), -1.0);

cmd_vel.angular.x = msg->angular.x;
cmd_vel.angular.y = msg->angular.y;
vp_os_mutex_unlock(&twist_lock) ;

#ifdef WHITEBOARD_PERFORMANCE_TEST
has_cmdvel = true;

perfCmdVel = wbPerfCmdVel.get();
perfCmdVel.set_eventStrC("Callback_done") ;
perfCmdVel.set_cTime(get_utime());
perfCmdVel.set_cSeq(cmdVelCBSeq) ;
wbPerfCmdVel.set (perfCmdVel) ;

#endif

}

Fig.7 Cmd_Vel data collection under ROS

some sample points is very small, in particular, between B and C. Redundancy was
designed into data collection structures were by the time stamps were persistent
through the whole command execution cycle in ARDrone_Whiteboard. However,
this is to be expected as what really costs time is the enacting and returning from
such a call-back. The sequence number enabled us to track the overall start-to-end
(round trip) execution times as well as detect any message losses.

Data was collected from two flights of a Parrot AR Drone 2.0 that consisted of
152 Cmd_Vel commands each. The first flight used the PUSH-approach, while the
second flight used the PULL-approach. The computer used here for all experiments
was a standard 2014 Retina Macbook Pro 15, running Ubuntu 14.04.02, ROS Indigo
Desktop, and AA 1.4.0, and Wicd 1.7.2.4 Network Manager. All software used for
testing was compiled with debug symbols enabled (and used during performance
testing).
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cmdVel = wbCmdVel.get();
if (cmdVel.requestCmd()) {
#ifdef WHITEBOARD_PERFORMANCE_TEST

cmdVelSeq++;

guWhiteboard: : ARDrone_Performance_Cmd_Vel perfCmdVel;
perfCmdVel.set_eventStrB("WB_CmdVel_Received");
perfCmdVel.set_bTime(get_utime());
perfCmdVel.set_bSeq(cmdVelSeq) ;

wbPerfCmdVel.set (perfCmdVel) ;

has_cmdvel = true;
#endif

cmdVel.set_requestCmd (false) ;

std::max(std: :min(-cmdVel.cmd() .linear().x(), 1.0), -1.0);
std: :max(std::min(-cmdVel.cmd() .linear().y(), 1.0), -1.0);
std: :max(std::min(cmdVel.cmd() .linear () .z(), 1.0), -1.0);

std: :max(std::min(-cmdVel.cmd() .angular().z(), 1.0), -1.0);

cmd_vel.linear.x
cmd_vel.linear.y
cmd_vel.linear.z
cmd_vel.angular.z

cmd_vel.angular.x = cmdVel.cmd().angular().x();
cmd_vel.angular.y = cmdVel.cmd().angular().y();
wbCmdVel.set (cmdVel) ;

#ifdef WHITEBOARD_PERFORMANCE_TEST

perfCmdVel = wbPerfCmdVel.get();
perfCmdVel.set_eventStrC("WB_CmdVel_Actuated");
perfCmdVel.set_cTime(get_utime());
perfCmdVel.set_cSeq(cmdVelSeq) ;
wbPerfCmdVel.set (perfCmdvVel) ;

#endif

Fig. 8 Cmd_Vel data collection under gusimplewhiteboard

4.1.1 Data Analysis

For evaluation, we focused on the following measurements:

B to F : Total ARDrone_Whiteboard Message Processing Time.

D to F in the PUSH-approach (ROS) compared to B to F in the PULL-approach:
Additional Update_Teleop Processing Time Due to inclusion of Preamble
(but in the PULL-approach we are doing the work of the callback B to C.

A to G : Client-Side Message Processing Time (Command Request time)

A to E : Delay from Command Request (in Client) to it being sent to ARDroneLib

A to B : Command Request to ARDrone_Whiteboard commencing response.
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In this experiment, we do not have large volumes of data. Nevertheless, important
trends are clearly visible (refer to the histograms in Figs. 9 and 10). A summary of
the data collected for the Cmd_Vel command’s performance is shown in Table 1.
The overhead of the system call to retrieve the time at each data collection point
is included in the results. Therefore, in the “Total ardrone_whiteboard Mes-
sage processing time” measurement for the gusimplewhiteboard and “Client
Side Message processing time” for both systems, the reported times are affected
by more invocations that happen in between. Nevertheless, the data show that the
PuLL-approach outperforms the PUSH-approach throughout. The most important

Total ARDrone_Whiteboard Message Processing Time
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Table 1 Measurements (in uSec) of relay performance for the control Cmd_Vel message

ROS gusimplewhiteboard

Segment | Mean StdDev | Min Max Mean StdDev | Min Max
A-B 17,115 1,764 13,858 20,174 12,664 7,445 101 25,083
A-D 29,581 7,964 15,990 55,276 12,674 7,445 106 25,089
A-E 29,582 7,963 15,991 55,278 12,675 7,445 107 25,090
A-F 29,583 7,963 15,992 55,278 12,676 7,445 108 25,090
B-F 12,468 7,672 111 39,035 11 8 6 52
C-D 12,461 7,673 106 39,030 6 6 3 38
A-G 26.94 6.81 17 49 6.61 8.18 2 67
D-F 2.12 1.36 1 13 1.74 2.01 1 12
B-C 4.97 4.85 2 20 4.30 4.73 1 20
D-E 1.55 1.31 1 12 1.22 2.00 0 12
E-F 0.57 0.50 0 1 0.53 0.50 0 1
D-F/B-F |2.12 1.36 1 13 11.93 8.88 6 52

measure is the amount of time that ardrone_whiteboard takes to process a
received message (“Total ardrone_whiteboard Message processing time”), as it is a
direct comparison of the PUSH vs PULL paradigms. We note that the original design
explicitly sets the ROS : : Rate parameter in AA to S0Hz in an attempt to regulate
the timing of this interface. The gusimplewhiteboard does not have this prob-
lem, and the results demonstrate those advantages.

Another important result, though not as dramatic, is the comparison of the impact
this has on the client’s time, posting the command message (“Client Side Message
processing time”). Here, the gusimplewhiteboard is again considerably faster
(comparing the time it takes to for the gusimplewhiteboard handler to copy
the ARDrone_Cmd_Vel object into the shared memory with using ROS to pub-
lish the message and then call ROS spinOnce () ). This result could be critical
when considering postings of large numbers (or sizes) of messages or when the sys-
tem being controlled demands a high response frequency. The “Delay from issu-
ing the Command to it being sent to the drone” is very high for both systems, due
to the lack of synchronisation between the client and update_teleop (). Under
ROS, in several cases the delay exceeded the 25ms update_teleop () period and
under gusimplewhiteboard, several samples approached the 25ms barrier, but
never exceeded it. This kind of performance is expected in an ad hoc open loop sys-
tem. What is significant about this result, is the greater gusimplewhiteboard
improvement potential in a tuned feedback control loop scenario, only constrained
by the “Total ardrone_whiteboard Message processing time” when compared
to ROS.
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4.1.2 Reliability

As AA’s teleop_twist update_teleop () loop runs at 40 Hz, and the test
application was sending its message at intervals generally greater than one second,
it would be expected that all messages would be successfully delivered. But, even
at this slow posting rate, there were several occasions where update_teleop ()
did not pick up the message, using ROS, until its next iteration. Whilst not significant
in this use case, it shows that with systems that have a higher frequency response it
would be ROS that would falter first, and Table 1 supports this observation. A careful
analysis of the output shows that all the data in both systems was correctly received.
This was confirmed by matching the message counter in the samples. We observed
that the monitoring code of the gusimplewhiteboard although running at
1KHz, missed some time recordings indicating that the ARDroneDriver: :
Run () loop, which runs at 50 Hz, would miss even more messages, or deliver
them late when a queue was in place. This prompted our second experiment.

Table 2 List of commands used in an iteration

Seq # Command Seq # Command
1 hoverDrone(0.05,"P01"); 22 hoverDrone(0.05,"P38");
2 hoverDrone(0.05,"P11"); 23 moveDown(0.05,"P39");
3 moveUp(0.05,"P12"); 24 hoverDrone(0.05,"P3A");
4 hoverDrone(0.05,"P13"); 25 hoverDrone(0.06,"P3B");
5 moveDown(0.05,"P14"); 26 moveBackward(0.05,"P41");
6 hoverDrone(0.05,"P15"); 27 hoverDrone(0.06,"P42");
7 moveRight(0.05,"P21"); 28 hoverDrone(0.04,"P43");
8 hoverDrone(0.05,"P22"); 29 moveUp(0.05,"P44");
9 hoverDrone(0.05,"P23"); 30 hoverDrone(0.05,"P45");
10 moveUp(0.05,"P24"); 31 moveDown(0.05,"P46");
11 hoverDrone(0.05,"P25"); 32 hoverDrone(0.05,"P47");
12 moveDown(0.05,"P26"); 33 hoverDrone(0.06,"P48");
13 hoverDrone(0.04,"P27"); 34 moveBackward(0.05,"P51");
14 hoverDrone(0.04,"P28"); 35 hoverDrone(0.05,"P52");
15 moveForward(0.03,"P31"); 36 moveUp(0.05,"P53");
16 hoverDrone(0.05,"P32"); 37 hoverDrone(0.05,"P54");
17 hoverDrone(0.05,"P33"); 38 moveBackward(0.05,"P55");
18 moveLeft(0.04,"P34"); 39 hoverDrone(0.05,"P56");
19 hoverDrone(0.06,"P35"); 40 moveUp(0.05,"P57");
20 hoverDrone(0.05,"P36"); 41 hoverDrone(0.05,"P58");
21 moveUp(0.05,"P37"); 42 moveUp(0.05,"P61");
43 hoverDrone(0.06,"P62");

Command parameters are:
1st Delay in seconds using ros::Duration().sleep()
2nd Message to print (which was suppressed for the large dataset run)
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4.2 Second Experiment

To create larger datasets while accounting for the drone’s battery discharge rate dur-
ing flight, we increased the application command transmission rate in the second
experiment by an order of magnitude, from 300 ms down to 30 ms intervals. Table 2
lists the command sequence used over 5,046 iterations +(2.14 sec per iteration) for
an approximate flight time near to +(3) hours. A small number of commands were
within two times the update_teleop () polling time.

Another refinement of this experiment was to remove external probe effects
from the code, by using a pre-allocated C++ vector instead of the whiteboard
for recording measurements, thus leaving the gusimplewhiteboard code to
only perform control/status functions. ARDrone_Whiteboard and the applica-
tion were modified accordingly. In order to increase clock accuracy and reduce
overhead, we used clock_gettime (CLOCK_MONOTONIC_RAW) in place of
gettimeofday (). The data collection points are the same as in the first exper-
iment (time stamp and sequence number only, the latter in place of the unused
cmd_vel.angular . x parameter). Table 3 confirms the contrasting performance
of the gusimplewhiteboard over ROS but now with 216,978 samples, which
allows us to show 95 % confidence intervals. Moreover, to show the remarkable
difference in performance by the two architectures we summarise the data of the
216,439 common samples in box-plots in Fig. 11. All the values of B-F and C-D for
the gusimplewhiteboard are so small they basicly disappear from the figure.
While the performance results were in line with in experiment 1, (in fact, the A—
B mean for the sweep for the gusimplewhiteboard was 12.497 ms, extremely
close to the expected 12.5 ms), under ROS, messages were actually getting lost inside
ARDrone_Whiteboard (Table 4 on the next page), a situation that would require
extremely complex end-to-end handshaking to recover from.

Table 3 Summary of measurements of relay performance for the control Cmd_Vel message for
second experiment (216,978 samples)

ROS gusimplewhiteboard
segment | Mean 95 %c.i | StdDev | Min Max Mean 95 %c.i. | StdDev | Min Max
A-F 22,731+7 9,254 | 164 49,280 | 12,503 +7 7,251 |5 26,966
B-F 12,554 +14 | 7,240 3 27,550 | 6+0.005 3 1 476
C-D 12,461+15 |7,673 |106 39,030 | 6+0.011 6 |3 38
A-G 31+0.37 18.99 5 4,902 | 1+0.003 1 031 556
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s Boxplot for data in second experiment
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Fig. 11 The visual companions of the performance difference between ROS and
gusimplewhiteboard for the second experiment

Table 4 Summary of Lost End-to-End Messages (misses) in ROS. All misses occurred in the
segment between C and D

Command type Occurrences
12 9
13 4
14 522
17 5
27 8
Total misses 539

The total number of samples is 216,978. While the ROS callback is able to detect the missed message
it can not do so in time to be processed by Update_Teleop ()

5 Conclusion

We have successfully used the gusimplewhiteboard to reproduce the hard-
ware abstraction of the AA package in our ardrone_whiteboard implemen-
tation. The new abstraction introduces predictable performance. Experiment one
shows that a slow posting rate does not lose messages in the PUSH approach, but
introduces a significant delay. This latency may significantly decrease the stability
of a MAV. However, in our second experiment, we increase the frequency at which
commands are generated in the application, and in this case the PUSH approach loses
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messages, which means that, potentially critical command events are lost. We have
demonstrated that the PULL approach represented by the gusimplewhiteboard
is significantly faster, more reliable, and better suited for minimising overhead
by middleware than the PUSH approach represented by ROS: :Messages and
ROS: : Services, particularly in cases that require higher frequencies of oper-
ation. We hope this case study will contribute to the understanding of the PULL
approach (and its shared memory implementation in the gusimplewhiteboard)
and its importance when it comes to predictable, timing-critical messaging. In future
work we expect to show that even greater performance is possible as the PULL
approach could easily be synchronised with the 30 Hz WiFi relay cycle. We would
like to emphasise that we view the PULL approach as complementary to the PUSH
approach and expect that the results here inform the community to consider using
the PULL approach in critical systems rather than the current uniformity of using the
PuUSH approach in robotic middleware.

For further work we will apply this approach to micro-air vehicle real-time con-
trol.

Acknowledgments The authors wish to thank Dr. Jun Jo who made equipment and infrastructure
available.
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Framework and Modeling of a Multi-robot
Simulator for Hospital Logistics

Seohyun Jeon and Jaeyeon Lee

Abstract An autonomous mobile robot has opened a new era of hospital logistics.
Mobile robots will substitute human courier by transporting goods within the hos-
pital day and night. Multiple robots will be deployed at a hospital and coordinat-
ing these robots will increase the efficiency of delivery. This paper introduces the
framework of the simulator which enables testing coordination algorithms of mul-
tiple robots. The simulator models hospital environment with the hospital-specific
delivery demand as well as the specification of robots used for the delivery. The
outcome of the simulator is the performance of applied task allocation algorithms,
which includes overall delivery time and waiting time of delivery tasks.

1 Introduction

There are numerous materials and samples to transport in a hospital, such as blood,
laboratory samples, sterile goods, linens, medicine, or clinical wastes. They are
delivered from wards, operating room, clinical laboratory, pharmacy, laundry,
kitchen, and central storage. Conventionally, the transportation mostly relies on
human couriers. They work in a physically harsh environment since they frequently
turnaround nearly tens of kilometers a day pushing a heavy cart. The working hours
for these tasks are up to 195 h per week [1]. To reduce such human effort, systems
are developed, such as dumbwaiter, pneumatic tube, and auto track conveyor. How-
ever, these systems need to be considered from the beginning of the construction of
the building for implementation since they are not flexible to change the infrastruc-
ture. Also, the maintenance costs are expensive. On the other hand, a mobile robot
for hospital logistics has been developed by Aethon Inc. and Swisslog Inc [2]. It is
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able to travel anywhere inside a hospital without additional construction effort for
guiding robots since it autonomously generates the optimal path from sensory data
that saves time and avoids collision with the environment [3]. Delivery with a mobile
robot has advantage in a hospital environment since it does not require preinstalled
infrastructure, works 24 h a day and saves costs and human labor. A research shows
that 6 robots save 2.8 full-time equivalent employees [4, 5]. The delivery log can
be reported which helps tracking materials and managing the inventory. Nowadays,
more hospitals are opening their places for the robot courier such as UCSF medical
center in which 25 Tugs are already in service [6, 7]. When a fleet of mobile robots
are used in a place, a coordinator is needed to increase the productivity which assigns
a delivery task to an appropriate robot. To begin with, types of delivery tasks inside
the hospital are analyzed and the scheduling algorithm is introduced according to
the delivery type. The delivery type is preprogrammed in the simulator to develop
the scheduling algorithm. This paper will analyze the delivery type and discuss the
framework of the simulator to coordinate multiple robots in hospital logistics.

2 Types of Delivery Tasks and Robots for Hospital Logistics

2.1 Hospital Delivery

Many kinds of supplies are delivered inside a hospital. Samples for laboratory exam-
ination arrive frequently, drug medicines are delivered upon request, and sterilized
surgical instruments are distributed in the morning to the operating room. Meals are
delivered three times a day, linens are delivered to wards twice a day, at dawn and
in the afternoon, and medical wastes are collected from time to time. These logistics
can be categorized as follows:

Scheduled service There are prescheduled timely services for delivery. Cleaned
linens and prepared meals are included in this type. Punctuality is an important
matter in this type of service.

On-demand service Nurses and staffs frequently order on-demand delivery ser-
vice. Laboratory samples occur from everywhere in the hospital and are deliv-
ered to the clinical laboratory. Similarly, medicines are delivered from pharmacy
to wards upon request.

Roundabout service Used linens and finished food tray are collected when robots
are available. Also, medical wastes are collected in this manner. In this type of
service, punctuality is not important and the robot routes several positions peri-
odically.

The difference between scheduled and roundabout service is the punctuality. Sched-
uled service should meet on time, whereas roundabout service does not require strict
delivery time but transports whenever the robot is available. Scheduled and round-
about services are preprogrammed in the coordinating system, but on-demand ser-
vice is called by request.
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lelte 1 Type of a delivery Weight | Container | Security Contamination
robo
Heavy | Cart Open access Contaminated
Light Drawer Authorized access | Sterilized

2.2 Delivery Robot

The type of robot used for hospital delivery is not homogeneous. It can be catego-
rized into several types based on the purpose and the usage: Weight, container, secu-
rity, and contamination (Table 1). The weight can be divided into heavy and light.
A robot carrying meals and linens should be able to carry heavy load. Light and
agile robot is suitable for carrying small materials such as medicine, blood and other
laboratory samples. Also, the container type can be divided into cart and drawer. A
cart-type robot can pile materials upto its payload and tow additional cart behind.
This type usually carries heavy goods such as linen and meals. A drawer-type robot
is a robot mounted with multiple drawers and moves only itself without towing a
cart. This type of robot carries small goods or secured materials such as medicine.
Accordingly, some of the robot need security lock when delivering drugs and medi-
cine. Only authorized person is accessible to the contents. On the other hand, people
might not be interested in the contents that are carried by a robot, such as linens or
wastes which does not require security lock. Also, separated robots should be used
when delivering sterilized or contaminated goods. Since different types of robots are
used for dedicated purpose in hospital logistics, types of robot should be taken into
account when scheduling robots (Table 1).

3 Simulator

The simulator consists of three parts as in Fig. 1: Task scheduler, core, and reporter.
The task scheduler contains the user-defined scheduled and roundabout service, the
list of requesting time, material, and positions for delivery. For on-demand service,
the user enters the set of positions for pickup and drop-off at the simulator on-line,
and these are coordinated by task allocator. The user can implement several task
allocation algorithms in the task allocator and test on the simulator. The results of
tested allocation algorithms can be seen in the reporter.

Fig.1 The framework of Core
the hospital logistics

simulator Sehaiiker th e ant Reporter

Map POI
Elevator Path
modeling
Congestion Task

modeling allocator
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Fig. 2 The simulator layout
showing two floors

The hospital environment is modeled in the core. Based on the 2D binary map,
the position of frequently delivered spots is marked as the point of interest (POI) as
can be seen in Fig. 2. POIs can be nursing units, wards, storage, laboratory, kitchen,
and laundry. POIs are marked on the map and expressed as a topology that consists
of node and edges. Edge of the topology denotes the distance and the level of con-
gestion of the pathway which varies according to the time. A robot moves between
POIs along with the generated path considering the congestion level. Since there
exists multi-floor transportation, the location and status of the elevator are also simu-
lated considering the stochastic distribution. The task allocator monitors the position
and status of all robots, and decides which robot should be assigned for the requested
delivery task. The selected robot will regenerate the path corresponding to the newly
assigned task. The task allocator will consider the efficiency and appropriateness of
the allocation. This will be discussed in the next section, about the scheduling algo-
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rithm. The core runs and calls the delivery task from the rask scheduler and moves
and manages status of robots by simulating the 24 h of hospital logistics concisely.

After simulation is finished, the reporter shows the result of the applied task allo-
cation algorithm. It includes the actually triggered time of the delivery task, waiting
time, task completion time, and also, the operation rate of multiple robots. With the
same scheduling algorithm, different results can be derived when simulating with
different numbers of robot. Also, various scheduling algorithms can be tested in the
fixed environment and the performance can be compared.

4 Scheduling Algorithm

After types of delivery task and robot are defined, these properties should be consid-
ered in the scheduling algorithm. Coordinating such heterogeneous delivery robot
should follow the constraints that certain robot should not be cross used, i.e., ster-
ilized and contaminated goods, and that a robot should not receive more task when
the battery is low. To increase the delivery productivity of using multiple robots,
a robot can response to more than one task. Assume a robot is conducting a set of
task, that is, pickup (PU) from P1 position to drop-off (DO) at D1 position. If a new
delivery task is requested from P2 to D2, and all robots are out for delivery, the new
task should be added to current working robot. Then, the possible combination of
the added assignment for a robot can be seen as Fig. 3. Delivery is a matter of time:
how fast it picks the goods and delivers to the destination. The schedulingalgorithm

Adding new task to current status

New task

Robot

Charging
station

Combination candidates

R TR AF D

Path 1 Path 2 Path 3 Path 4 Path 5 Path &

Fig.3 Current task of a robot is P1(PU)—DI1(DO). If a new delivery task, P2—D2, is requested, 6
path candidates can be generated by the constraints that PU and DO cannot be reversed. Considering
the total delivery time and the waiting time at pickup position, the path with minimum cost will be
selected for a robot. Similarly, this selection will be performed by all available robots, and the robot
suggesting overall minimum cost will be selected for the task
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decides which robot should be assigned for the task to respond the requested delivery
as soon as possible while considering the total delivery time.

Allocating a task to multiple robots for hospital logistics is based on finding a
closest robot to the pickup positions that minimizes the waiting and delivery time,
and this problem is similar to the vehicle routing problem with multiple couriers
(mVRP) [8]. The difference is that couriers in the hospital logistics are heteroge-
neous. Also, the former has to respond to real-time dynamic delivery requests which
occur arbitrarily whereas the latter is about finding the optimal path off-line.

5 Conclusion and Future Work

Starting with a robot cleaner through warehouse logistics, an autonomous mobile
robot has found its new application for hospital logistics. Once the robotic technol-
ogy is mature enough to be deployed at a hospital, the management issue arises that
how many robots are needed to cover the hospital logistics and how to coordinate
these robots. The number of required robots varies according to the hospital spe-
cific environment such as the scale of the hospital, the amount and kinds of delivery
goods and their rates, and travel velocity and distance of a robot. Such parameters
are implemented in the proposed simulator and enable to measure the performance
regarding the number of robots and allocation algorithms. The performance is the
simulated result which includes the total delivery time, average waiting time, and
operation rate of robots. The user can decide the number of robots after reviewing
the result. Based on the developed hospital logistics simulator, the several allocation
algorithms will be tested and compared in the future work.
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Emotion in Robot Decision Making

Rony Novianto and Mary-Anne Williams

Abstract Social robots are expected to behave in a socially acceptable manner. They
have to accommodate emotions in their decision-makings when dealing with people
in social environments. In this paper, we present a novel emotion mechanism that
influences decision making and behaviors through attention. We describe its imple-
mentation in a cognitive architecture and demonstrate its capability in a robot com-
panion experiment. Results show that the robot can successfully bias its behaviors in
order to make users happy. Our proposed emotion mechanism can be used in social
robots to predict emotions and bias behaviors in order to improve their performances.

Keywords Emotion * Subjective bias * Decision making

1 Introduction

Social robots are required to behave in a socially acceptable manner. Behaving
socially means that the robots are required to make decisions or select actions not
only based on goals, objective functions, or performance functions, but also based
on subjective bias or social factors. In other words, these subjective bias or social
factors have to be incorporated as part of the goals. For example, social robots are
expected to wait for the right situation before delivering bad news or knock at a door
before entering a room. These additional actions of waiting and knocking may slow
the robots down and decrease their efficiency in achieving their goals of delivering
news or entering a room. However, these actions are necessary when dealing with
people in social environments. Therefore, social robots have to accommodate sub-
jective bias in their decision making.

R. Novianto () - M.-A. Williams

Centre for Quantum Computation & Intelligent Systems (QCIS),
University of Technology Sydney, Sydney, Australia

e-mail: rony @ronynovianto.com

M.-A. Williams
e-mail: mary-anne.williams @uts.edu.au

© Springer International Publishing Switzerland 2017 221
J.-H. Kim et al. (eds.), Robot Intelligence Technology and Applications 4,

Advances in Intelligent Systems and Computing 447,

DOI 10.1007/978-3-319-31293-4_18



222 R. Novianto and M.-A. Williams

Emotions are one of the major sources of subjective bias and social factors. They
have different influences on an individual’s behaviors. For example, some people
would undertake actions based on the pursuit of goals despite their emotions (e.g.,
do bungee jumping to receive money despite the fear of height), while others would
choose differently in the same situation based on their emotions despite their goals
(e.g., refuse bungee jumping because of fear of heights, despite the money offered).

The importance of emotion in decision-making has been supported by several
works in cognitive science and psychology [1, 6, 10, 17]. Anderson [1] argues that
decision-making incorporates rational evaluations and inferences along with antici-
pated emotions.

In the literature, various computational models of emotion have been proposed
and implemented in robots [2, 3, 7-9, 16]. However, majority of them focus on
emotion expressions and recognition (e.g., facial expression, body language, etc.).
Little work have been proposed to influence decision-making and behaviors.

In this paper, we propose a novel emotion mechanism that influences decision-
making and behaviors through attention. This mechanism is implemented in ASMO
cognitive architecture [11], thus we call it ASMO’s emotion mechanism. Section 2
first discusses existing computational models of emotion in robots and discusses how
they are different to the proposed emotion mechanism. Section 3 then describes the
design and implementation of the proposed emotion mechanism in ASMO cognitive
architecture. Section 4 describes the experiment of ASMO’s emotion mechanism in
arobot companion problem and shows that the robot’s decision-making and behavior
can be influenced to achieve a goal successfully. Finally, Sect. 5 summarizes the work
of ASMO’s emotion mechanism.

2 Related Work

A recent comparison and summary of computational models of emotions in
autonomous agents have been presented in the literature [4, 15]. Various compu-
tational models of emotion have also been proposed and implemented in robots [2,
3, 7-9, 16, 18]. However, majority of them focus on emotion expressions and recog-
nition (e.g., facial expression, body language, etc.). Little work have been proposed
to influence decision-making and behaviors. In the following, we discuss related
computational models of emotions that are used to influence decision-making and
behaviors.

Rosis et al. [14] proposed a formal model of fear based on Belief-Desire-Intention
(BDI) framework. They distinguish two kinds of evaluations that cause emotions,
namely cognitive evaluations and intuitive appraisals. A cognitive evaluation is a
rational judgment supported by reasons, whereas an intuitive appraisal is an uncon-
scious, automatic and fast nonrational judgment based on associative learning and
memory rather than justifiable reasons. Their model describes only fear emotions
and it is not implemented in robots.
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Conati and Maclaren [4] has proposed a probabilistic approach using Dynamic
Decision Networks (DDN). This model contains nodes to represent situations, such
as a student’s goal, an interaction pattern, an appraisal and an agent’s action. It can
handle uncertainty in emotions. It can also recognize emotions described by the OCC
cognitive appraisal theory [13]. However, it does not allow opposite emotions to
elicit simultaneously (e.g., happy and sad at the same time) and it is not implemented
in robots.

Sawada et al. [16] proposed a computational model of emotion in robot based
on the following internal biological needs: hunger, fullness, pain, comfort, fatigue,
and sleepiness. This model can generate six basic emotions (follows Ekman’s basic
emotion theory [5]) and one neutral emotion. However, it does not accommodate
the cognitive perspective of emotions. It does not allow opposite emotions to elicit
simultaneously and does not handle uncertainty in emotions.

Breazeal [3] proposed emotion mechanisms called emotive releasers, affective
appraisals, emotion elicitors, and emotion activation. Each emotive releaser can be
thought of as a simple “cognitive” evaluation with respect to the robot’s well-being
and its goals. It has an activation level that is determined by evaluating attributes in
the environment, such as the presence or absence of a stimulus (and for how long),
the context of the stimulus (e.g., toy-related or person-related), or whether the stim-
ulus is desired or not. Each releaser with activation above threshold will be tagged
by the affective appraisals based on three dimensions in order to create a somatic
marker, namely arousal, valence, and stance. These markers are mapped to some
distinct emotions (e.g., anger, fear, etc.) by filtering them through the emotion elic-
itors. Finally, these distinct emotions compete for activation and they are selected
by the emotion activation based on the winner-take-all scheme. In this model, acti-
vation levels, thresholds, releasers, and appraisals are designed by hand. Thus, this
model is difficult to be used for general tasks and changing environments. It does not
allow opposite emotions to elicit simultaneously and does not handle uncertainty in
emotions.

This paper presents our proposed emotion mechanism to influence decision-
making and behavior through attention. Our proposed emotion mechanism differs
from previous work in the following: (i) it allows opposite emotions to elicit simul-
taneously, (ii) it uses a probabilistic model to handle uncertainty in emotions, (iii)
it is a real-time model implemented in a physical robot and (iv) it is embedded in a
cognitive architecture that can be used to explain the relationship between attention,
emotions, and learning.

3 Proposed Approach

ASMO cognitive architecture is a theory and model that explain how humans make
decisions based on what caught their attention [11]. It consists of self-contained, con-
current, modular, and distributed processes (also called modules) that compete for
attention to gain access to their required resources. There are three types of processes
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which determine how they behave in the competition. For simplicity of this paper,
we only describe ordinary and supervisor nonreflex processes.

An ordinary nonreflex process is a process that competes for attention by explic-
itly specifying the required amount of attention measured as total attention level.
This total attention level is determined by the sum of two attributes in the process,
namely attention value and boost value (1). The attention value attribute captures the
degree of attention the process seeks based on the demand of the tasks. The boost
value attribute represents the boost or bias associated with the process as a result of
learning [12]. By convention, an ordinary process can only inspect and update its
own attention value and boost value.

A supervisor nonreflex process is like an ordinary nonreflex process, except that
it is allowed to inspect and modify attention values and/or boost values of other
nonreflex processes.

TAL(p) = BV,(p) + AV,(p) (1)

N~—— = N——
Total Learned Determined

where:

TAL (p) is the total attention level of process p at time ¢
BV,(p) is the boost value of process p at time ¢

AV,(p) is the attention value of process p at time ¢.
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Fig.1 Attention competition
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In every attention competition (see Fig. 1), nonreflex processes are first ranked
based on their total attention levels. The higher the total attention level, the higher
the ranking. They are then selected from the highest to the lowest ranking depending
on their required resources and available resources. Processes that require the same
resources at the same time (i.e., have conflict in using resources) will compete for
attention. Then, the process with the highest total attention level among them will
win, be selected, and gain access to their required resources. In contrast, processes
that have no conflict in using resources will eventually be selected despite their low
rankings.

Our ASMO’s emotion mechanism is proposed to influence decision-making and
behaviors by modifying the attention values of nonreflex processes. It is implemented
as a supervisor process in order to be allowed to inspect and modify these processes.
Modifying these processes’ attention values will change their total attention levels,
which will then change their chances of winning in an attention competition. As a
result, the selection of processes is effected.

ASMO’s emotion mechanism determines the attention value of nonreflex process
np based on the following two steps:

1. Predict Feeling
ASMO’s emotion mechanism uses multiple causal Bayesian networks to deter-
mine how likely feelings will be elicited given a situation and actions proposed
by np. The probability of a feeling will be elicited, is calculated based on the
conditional joint probability of the feeling using Bayes’ rule (2). The higher the
conditional joint probability, the more likely that the feeling will be elicited.

2. Determine Expected Desirability of Feelings
ASMO’s emotion mechanism then uses the predicted feelings to calculate their
expected desirability (3). This expected desirability is the subjective bias (called
subjective weight) that will be provided to modify the attention value of np.

Pe|h) x P(h)

Plhle) = =5 2)
| N, (np) Ny
S,(np) = N, ;0 FZOP(J;la,-(nm,e)Do;) 3)

where:

P(hle) is the posterior probability. It is the probability of hypothesis 4 given or after
evidence e is observed

P(e|h) is the likelihood. It indicates how likely evidence e is associated with hypoth-
esis h

P(h) is the prior probability. It is the probability of hypothesis & before any evidence
is observed

P(e) is the marginal likelihood. It indicates how likely evidence e is observed regard-
less of the hypothesis
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N: < Ny,

N; is thi number of feelings that developers want the system to experience

Ny, is the total number of feeling nodes

N, is the number of actions proposed by process np

S, is the subjective weight provided to process np at time ¢

a; is the ith action proposed by process np

e is the set of nodes that represents the situation (i.e., e < e}, e,...¢,)

P(fla, e) is the conditional joint probability of feeling f given action a and a set of
nodes e that represents the situation

D(f) is the desirability of experiencing feeling f.

The following example describes how ASMO’s emotion mechanism works. Imag-
ine that a robot is desired to have emotions in a soccer scenario. ASMO’s emotion
mechanism can represent and have a model of possible feelings that may occur in the
scenario, such as happy, sad, anger, and surprise. However, developers may consider
only happy and sad feelings to be relevant in playing soccer. Thus, they may want
the robot to have only these two feelings (i.e., N, = 2), rather than all the possible
feelings. Suppose that a nonreflex process called ‘chase_ball’ proposes an action to
run to a ball and an action to track the ball at the same time (i.e., N, = 2). A subjec-
tive weight of this process will then be determined based on the probability of each
feeling (i.e., happy and sad) will be elicited given each action (i.e., walk and track).

The casual Bayesian Networks used in ASMO’s emotion mechanism contains a
set of nodes that connect actions, factors, labels, and dimensions in order. Actions
performed by a robot are inferred by two kinds of factors, namely biological and
cognitive factors. These factors represent the biological and cognitive perspectives
of emotions, respectively. They can determine the reasons of why particular emo-
tions are elicited. Labels are the specific types of emotions such as happy, sad, and
fear. Finally, dimensions are the general representations of emotions, such as positive
valence, negative valence, and arousal.

The dimension nodes are represented in bivariate dimensions rather than bipolar
dimensions. A bivariate dimension suggests that two opposite qualities can occur at
the same time. For example, people can feel both happy and sad at the same time
during graduation. In this case, a positive valence is not the opposite of a negative
valence. Instead, they are represented in separate nodes. Thus, positive valence and
negative valence can be independent.

4 Evaluation and Discussion

ASMO’s emotion mechanism is experimented in a robot companion problem using
a bear-like physical robot called Smokey. The goal of this problem is to effectively
accompany or entertain a person (i.e., target user) while simultaneously regulating
the user’s rest (see Fig. 2). Smokey can go to sleep to encourage the user to rest (since
it will not interact with the user when it is sleeping). It can also play either a red ball
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Fig.2 Smokey robot
companion experiment

game or drums to accompany the user. When playing, it will pay attention to any
motion in the environment from people other than the user.

In addition, Smokey is also desired to behave socially in order to accompany the
user in a way that will make him or her happy. It can receive a request from the
user through a graphical user interface to either play the ball, play the drums, or
go to sleep. It will consider this request, but does not necessarily have to perform
this request. As a companion robot, Smokey is designed to have an emotion towards
red color and to like being praised. The more frequent Smokey receives the same
request from a user, the more the user wants to see Smokey performing the request,
the higher Smokey will believe that it will be praised for performing that request.

There are five processes created to handle Smokey’s desired behaviors

1. The attend_motion Ordinary Process
The attend_motion process proposes an action when Smokey is not sleeping to
look at the fastest motion in the environment. Its attention value is set to the
average speed of the motion scaled between 0.0 and 100.0. The faster the motion,
the more attention demanded by the process to look at the motion.

2. The play_ball Ordinary Process
The play_ball process proposes an action when Smokey is not sleeping to either
track or search for the ball depending on whether the location of the ball is known
or not respectively. Its attention value is set to a constant value of either 60.0 when
the user preferred Smokey to play the ball more than to do other tasks, or 50.0
when the user preferred Smokey to do other tasks more than to play the ball.

3. The play_drums Ordinary Process
The play_drums process proposes an action when Smokey is not sleeping to
either play, track, or search for the drums depending on whether the location of
the drums is known and within reach, known but not within reach or unknown,
respectively. Similar to the play_ball process, the attention value of the play_
drums process is set to a constant value of either 60.0 when the user preferred
Smokey to play the drums more than to do other tasks, or 50.0 when the user
preferred Smokey to do other tasks more than to play the drums.
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4. The go_sleep Ordinary Process
The go_sleep process proposes an action to go to sleep and wake up in every
defined period. Its attention value is linearly increased. It maintains its attention
value when either its attention value reaches 100.0 or it wins an attention compe-
tition. It then resets back its attention value to 0.0 after Smokey has enough sleep
(i.e., predefined time).

. The emotion_mechanism Supervisor Process
ASMO’s emotion mechanism is implemented in a supervisor process called emo-
tion_mechanism. This process proposes an action to update the attention val-
ues of the play_ball, play_drums and go_sleep processes by the amount of their
subjective weights. It first uses a causal Bayesian network (see Fig.3) to pre-
dict Smokey’s happy feeling and the user’s happy feeling (2). It will then deter-
mine the subjective weights of the play_ball, play_drums and go_sleep processes
according to the expected desirability of those happy feelings (3). Its attention
value is set to an arbitrary value. This attention value does not hold any significant
meaning because the emotion_mechanism process does not require any resource,
so it does not need to compete for attention against other processes.

Fig. 3 Causal Bayesian network used in smokey
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The emotions toward the red color and praise are modeled as the following nodes
in a casual Bayesian Network (see Fig. 3):

1. Action Node
The action node represents Smokey’s actions that may affect its emotions.

2. Red Sensation and Praise Nodes
The red sensation and praise nodes represent the biological and cognitive factors
that cause emotions respectively.

3. Robot’s Happiness and User’s Happiness Nodes
The robot’s happiness and user’s happiness nodes represent the happiness of
Smokey and the happiness of the user respectively.

4. Positive Valence, Negative Valence and Arousal Nodes
The positive valence, negative valence and arousal nodes represent the dimen-
sions of emotions.

Table 1 shows the predictions of Smokey’s happy and the user’s happy feelings
and also the subjective weights of the play_ball and play_drums processes for differ-
ent probabilities of receiving praise. The higher the probability of receiving praise,
the higher the subjective weight of the play_drums process. Both desirabilities of
Smokey’s happy and the user’s happy are set to 20.0. Symbols used in the table are
as described as follows:

P(pr|pda) is the probability of receiving praise given Smokey plays the drums
P(rh|pba) is the probability of Smokey is happy given Smokey plays the ball
P(uh|pba) is the probability of the user is happy given Smokey plays the ball
P(rh|pda) is the probability of Smokey is happy given Smokey plays the drums
P(uh|pda) is the probability of the user is happy given Smokey plays the drums
S,(pb) is the subjective weight of the play_ball process at time ¢

S,(pd) is the subjective weight of the play_drums process at time ¢.

Figure 4 and 5 show the results of the two experiments without and with ASMO’s
emotion mechanism, respectively. In the experiment, the user’s preferences of
Smokey playing the ball and the drums were equal and Smokey received requests

Table 1 The subjective weights of the play_ball and play_drums processes

P(pr|pda) Play ball Play drums

P(rh|pba) | P(uh|lpba) | S(pb) P(rh|pda) | P(uhlpda) | S(pd)
0.5 0.696 0.38 10.76 0.435 0.5 9.35
0.55 0.696 0.38 10.76 0.4585 0.52 9.785
0.6 0.696 0.38 10.76 0.482 0.54 10.22
0.65 0.696 0.38 10.76 0.5055 0.56 10.655
0.7 0.696 0.38 10.76 0.529 0.58 11.09
0.75 0.696 0.38 10.76 0.5525 0.6 11.525
0.8 0.696 0.38 10.76 0.576 0.62 11.96
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Smokey: Without Emotional Subjective Bias
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Fig.5 With emotional subjective bias

to play drums. These requests to play drums increased the probability of receiving
praise given that Smokey plays the drums (i.e., P(pr|pda)).

Without ASMO’s emotion mechanism, both the play_ball and play_drums mod-
ules had an equal total attention level, since the user’s preference is equal (see Fig. 4).
Thus, Smokey relied on a conflict resolution strategy (e.g., random) to choose one
among the two modules.

With ASMO’s emotion mechanism, the play_ball and play_drums modules’
total attention levels were increased by their subjective weights (see Fig.5). The
play_drum module’s subjective weight was increased as the probability of receiving
praise was increased. Over time, the total attention level of the play_drums mod-
ule was slightly higher than the total attention level of the play_ball module. Thus,
Smokey chose to play drums instead of playing ball when interacting with the user.
In addition, Smokey’s sleep time was shifted because the go_sleep module took a
longer time to win the attention competition against the play_ball and play_drums
modules.
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5 Conclusion

This paper has demonstrated the capability of ASMO’s emotion mechanism to pre-
dict emotions and bias behaviors in real-time in a physical robot. This mechanism
allows opposite emotions (e.g., positive valence and negative valence) to elicit simul-
taneously. The final effects of the opposite emotions are determined based on the
expected desirability of feelings.

ASMO’s emotion mechanism can learn emotions from situations in the environ-
ments. It increases the probabilities of nodes given the observations from the envi-
ronments. For example, it increases the probability of praise as the users requesting
Smokey to play drums. This mechanism handles the uncertainty of actions, situa-
tions, and feelings using the Bayes rule.
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Abstract This paper introduces an approach to solve the task assignment problem
for a large number of tasks and robots in an efficient time. This method reduces the
size of the state space explored by partitioning the tasks to the number of robotic
agents. The proposed method is divided into three stages: first the tasks are parti-
tioned to the number of robots, then robots are being assigned to the clusters opti-
mally, and finally a task assignment algorithm is executed individually at each clus-
ter. Two methods are adopted to solve the task assignment at each cluster, a genetic
algorithm and an imitation learning algorithm. To verify the performance of the pro-
posed approach, several numerical simulations are performed. Our empirical evalu-
ation shows that clustering leads to great savings in runtime (up to a factor of 50),
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1 Introduction

Cooperation between groups of robots improves the performance of the mission and
enables the agents to accomplish a goal they are not able to do individually. The
objective of cooperation is to ensure that every single decision, made by agents,
results in optimal decisions for the whole team. A multi-agent system consists of
multiple independent agents interacting together. Each agent, in the multi-agent sys-
tem (MAS), makes decisions and acts autonomously, based on its observations and
also shared information of other agents, in order to reach a joint goal in the mission.
MAS has some potential advantages over single robot systems, MAS can improve
performance, scalability, and robustness of a mission by parallelizing actions [1],
Also it can distribute the computational resources through the group of agents in
decentralized systems. The fields of application of MAS have a wide range of appli-
cations, such as autonomous surveillance, reconnaissance, and exploration missions
[2-4].

Task allocation and path planning are necessary for efficient operation of multi-
ple robots. The goal of task allocation is to find a match between agents and tasks
that maximizes the overall utility of the team. The optimization criteria vary due to
purpose of the mission. Some of them minimizing the time of accomplishing the
mission, minimizing the overall path of robots, or minimizing the energy consump-
tion of all robots.

Task allocation for robots can be formulated as a multiple traveling salesman
problem (MTSP), which is a challenging problem and considered as a NP-hard
combinatorial optimization problem. Therefore there is not a specific method for
finding an optimal solution. Many approaches have been developed to overcome
the complexity and find optimal solutions. One of the approaches is Mixed Integer
Linear Programming (MILP), which is a mathematical programming method [5-7].
Although solutions provided by MILP are acceptable, it is computationally expen-
sive. Another approach is meta-heuristic algorithms such as Genetic Algorithm (GA)
[8—10] and particle swarm optimization (PSO) [11]. GA and PSO are generic meth-
ods for finding suboptimal solutions. The meta-heuristic approaches obtain solutions
quickly, however the quality of solutions might be poor, and also they might easily
become intractable for large-sized problems. Another promising solution for solving
the task allocation problem is introduced by learning algorithms. These approaches
use a set of examples and extract the policy and build a model to determine optimal
solution in test conditions. Imitation learning is one category of learning algorithms
that benefits from human expert guidance thorough learning process to extract poli-
cies. These approaches are also time-consuming in large-scaled problems.
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Increasing the number of tasks and robots expands the size of the state space dra-
matically and affect the performance of approaches. Since this process requires high
computational time, this paper describes a method that reduces the size of the state
space explored, by partitioning the tasks to the number of robotic agents. Therefore,
the problem becomes task allocation for a single agent for each cluster, thus the com-
putational cost will be reduced. Here, a k-means method [12] is used to partition the
tasks. K-means aims to partition the input data to specific number of clusters. This
paper will focus on large-scale assignment problems involving hundreds of robots
and tasks. First, the tasks are partitioned to the number of robots, then robots are
being assigned to the clusters optimally, and finally a task assignment algorithm is
executed individually and in parallel in the clusters.

The paper has been organized as follows. The second section of this paper will
describe the formulation of multiple task assignment problem. In Sect. 3, task allo-
cation using clustering method is described. In Sect. 4, a non-clustering genetic algo-
rithm for multiple task assignment problem is proposed. In Sect.5, an imitation
learning algorithm, maximum margin planning (MMP), and clustering MMP for
task allocation problem are explained. Sections 6 and 7 provide numerical simula-
tions and a comparison between the GA, MMP, and the proposed algorithms with
clustering method. Finally, Sect. 8 concludes the paper.

2 Problem Formulation

In this section, a mathematical formulation of the multiple task allocation problem
is presented. Let N, be the total number of the robots and A be the agents set with
known positions that can be defined as follows:

A= {AI,A2,...,ANa}. (1)

The tasks set 7" are defined as follows:

T={T\,Ty....Ty } . )
where N, is the number of the tasks. The task allocation formulation can be expressed
as follows:

NLI N{
minz (Z cyuu> 3)
i=1 \ j=1
Subject to:

=

uy; =1, Vvje{l.2,...N,}. )

i=1
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=

uy; <L, Vie{l,2,....N,}. (3)
1

J

where decision variable u; = 1,if agent i is assigned to task j and O otherwise, c is the
cost (distance) matrix, and L, is the maximum number of tasks that can be assigned
to each agent. The objective of a task allocation is to find the best conflict-free match
between NV, agents and N, tasks. Task allocation is conflict free if each task is assigned
to just one agent. The cost function often represents a path dependent reward and
the goal is to minimize the total path of robots. In addition, path independent cost
functions often minimize a user-defined function by determining the priority of tasks.
The task allocation is done when all of the tasks are assigned to agents.

3 Task Allocation Using Clustering Method

3.1 Clustering

The goal of clustering is to divide an input data into a finite discrete set of structures.
Clustering algorithms partition the input data into a specific number of clusters. This
paper describes a method that reduces the size of the state space explored, by parti-
tioning the tasks to the number of robotic agents. Hence the main problem is divided
into some simple problems, such that the problem of task allocation for multiple
agents is divides into several task allocation problems, each for a robotic agent in a
cluster. Hence, the computational complexity is reduced by decreasing the size of the
state space. There are many methods for data clustering, such as hierarchical meth-
ods, partitioning methods, density-based methods, model-based clustering methods,
grid-based methods, and soft-computing methods [13]. In this paper a partitioning
method called K-means is used [12]. K-means clustering is a simple unsupervised
learning algorithm for clustering analysis. The algorithm aims to partition N, points
into N, groups in order to minimize the total distance between the centroids of each
cluster and their corresponding points. The objective function defines as follows:

Nll
arg min Z Z [|lx - /4,»”2. (6)
S =1 xes,
where S = {SI,SZ, ,SNH} is the set of clusters, x = {xl,xz, ,th} is the set of

input data and y; is the center in cluster S;. A set of initial cluster centers is chosen
randomly, then, in each iteration, each point is assigned to its nearest cluster center,
finally, the cluster centers are calculated again.
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3.2 Assigning Robots to Clusters

After partitioning the tasks, the robots should be assigned to clusters in an optimum
way, based on the distance from robots to clusters. The distance from a robot to a
cluster is defined based on the robot and the nearest task of the cluster to it. The
distance matrix is a N, X N, matrix, that N, is the number of robots in the mission.
Now, the optimum way to assign robots to the clusters should be computed. This
problem is a linear sum assignment problem (LSAP). In LSAP, each row has to be
matched to a different column in such a way that sum of the corresponding entries
is minimized.

Many approaches has been developed to solve LSAP problem, the algorithms for
LSAP are based on different approaches: first class of methods directly solves the pri-
mal problem, second one solves the dual, and third one uses an intermediate approach
(primal—dual) [14]. Hungarian method [15] is the first polynomial-time primal—dual
algorithm for solving the LSAP. The time complexity of the original Hungarian
method is O(n*). Here, we use the Jonker—Volgenant algorithm [16] to solve this
problem, which is a shortest path implementation for the Hungarian algorithm with
higher performance. This method is a Dijkstra [17]-like algorithm for shortest path
augmentation which is done after three levels of preprocessing: column reduction,
reduction transfer, and augmenting row reduction. These steps are the main contribu-
tion and the most time-consuming part of this method. The Dijkstra-like algorithm
for shortest path augmentation grows an alternating tree for an unassigned cluster,
to find alternating paths including possibly augmenting path starting from that clus-
ter [14]. A special implementation of Dijkstra and a total time complexity of O(n®)
makes this method suitable for fast assignment of robots to the clusters.

3.3 Clustering Genetic Algorithm

Genetic algorithm (GA) mimics the process of natural selection and an iteration evo-
lutionary process for finding optimal solutions. The set of feasible solutions known
as chromosome in the GA represents as follows. Each chromosome with the length
of the number of tasks in the cluster expressed as C, and C; is the ith element of C
representing the ith task on the schedule of the agent. To generate a new solution can-
didate, GA operators such as selection, crossover, mutation, and replacement are exe-
cuted. The tournament selection method is adopted as selection operator. Two chro-
mosomes from the population are chosen with the selection method as the input for
crossover operator. Partially Matched Crossover (PMX) [18] method is adopted as
crossover operator. The PMX method is widely used for permutation chromosomes.
Randomly two non-equal points between the zero and length of the chromosome are
selected, a sub-string between the two random points of the parent chromosome is
donated to the offspring at the same position, and then it affects cross by position-
by-position exchange operations. The mutation crossover consists of swap, reversion,



238 F. Janati et al.

6 BOBEC)

b=

e

Fig. 1 Mutation operators: a swap operator, b reversion operator, ¢ insertion operator

and insertion. The swap operator exchanges the value of two random points in the
chromosome, the reversion operator reverses a swath of the chromosome, and inser-
tion operator transmits the value of a random point to another point in chromosome.
Figure 1 explains the mutation operators. The algorithm has been executed several
times for different number of tasks to find the iteration number when there is no more
change in the cost. A polynomial is fitted to these points to find the termination cri-
teria for further executions of the algorithm with any arbitrary number of tasks.

4 Non-clustering Genetic Algorithm for Multiple Task
Allocation Problem

GA is executed to find the suboptimal solution. The set of feasible solutions known
as chromosome in the GA represents as follows. Each chromosome expressed as C,
which consists of two parts, the first part expressed as CA with the length of N, rep-
resents the number of tasks for each agent, the ith element of (A expressed as (A; is
the amount of tasks for agent i. The second part expressed as CT with the length of N,
is a permutation of doing tasks for agents. CT is made from concatenation of differ-
ent sequences, each with length of CA;, i = 1,2, ..., N, representing a permutation
of allocated tasks to the agent i. Each of these genes has a value representing task
number CTj, j=1,2,...,N,. The structure of chromosome is shown in Fig. 2. Two
parts of the chromosome are being separated from each other to perform crossover
and mutation. Crossover and mutation operators decide to perform action only on
one part at each time with a constant probability. GA operators, such as selection,
crossover, mutation and replacement are exactly the same with the previous section.
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Fig. 2 Structure of the chromosome

Since the sum of elements of the first part is constant and equal to the number of
tasks, a little change has been done to the crossover operator to keep the sum of
elements constant.

S Imitation Learning

Learning a mapping between a problem’s world states and actions is the most impor-
tant problem in many robotic applications. This mapping which is also called a policy
enables a robot to select an action based upon its current world state. With imita-
tion learning, policy is extracted from a set of demonstrations directly provided by
a human or through human guidance [19]. Using imitation learning to extract poli-
cies from a set of demonstrated allocations is a powerful approach for reducing the
complexity of search spaces for learning by eliminating impossible solutions [20].

In multi-robot task allocation domains, explicitly modeling task features well
enough so that they are used in allocation process may be intractable, but a human
expert may be able to quickly gain some knowledge about the form of the desired
solution [21]. In the next section one of the imitation learning frameworks, Maxi-
mum Margin Planning is discussed.

5.1 Maximum Margin Planning for Multiple Task Allocation
Problem

Maximum Margin Planning (MMP) is an imitation learning approach for structured
prediction over the space of policies [22]. u represents a particular set of allocations
from the space of possible allocations G. f € R¢ is feature vector for each possi-
ble task allocation and F is an accumulation matrix of these features. The product
Fu represents the accumulation of features encountered by following the policy u
[22]. Training data set is specified as D = { (F;, G;, ;. ;) }iv Each training example
i consists of a set of tasks, agents, and the expert allocation y; € G,. Each example
includes a loss field /;, so that liTy quantifies how bad a policy y is compared to the
demonstrated policy u;. The goal is then to learn a set of weights w, so that each
demonstrated allocation is better than every other possible allocation for the same
scenario [21]:
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If constraint (7) holds for all allocations in G, it must hold for the best allocation,
thus the only constraint to consider is the tightest one, corresponding [21]:

* T T
H; —;ne'chx[((a) Fi+1{)u)]. ®)

i

Solving this problem using subgradient method [21]:

N N
l 1
— —Fu)=lo+ — F.Au;) . 9
+ oy 2 (P = Fi) N & (Fdw) ©)
Subgradient update rule then becomes [21]:
By = O — ALy (10)

For learning rate a,intuitively, this gradient update rule increases the reward (in fea-
ture space) on the demonstrated allocation and decreases the reward (again in feature
space) on the chosen allocation. In order to use demonstrated allocations in task allo-
cation mechanism, a bias term is introduced into task execution order, which uses
the learned feature weighting vector w. Therefore the profit used for selecting task
for execution is [21]

profit = cost + bias. (11)

cost is a constant value, added to profit and the bias:
bias = w'f*. (12)

fi 1s features vector for task k.

5.2 Clustering Maximum Margin Planning

In order to use clustering advantages in imitation learning for multi-robot task alloca-
tion, at first, tasks are clustered with K-means algorithm, and then each robot starts
to execute own clusters tasks according to learned policy with maximum margin
planning. Tasks execution priority is chosen in order to maximize the total profit,
calculated in Eq. (11).
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6 Numerical Results for GA
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In this section, a comparison including numerical results between clustering GA and
the non-clustering GA method for solving multiple task allocation problem is repre-
sented. Simulations for both methods are performed in several cases. As explained in
Table 1, in each case different number of tasks and agents are included. Coordinates

Table 1 Conditions of numerical solutions

Case 1 Case 2 Case 3 Case 4 Case 5
Number of tasks 20 50 100 200 200
Number of agents 4 8 10 15 25
Table 2 Numerical results of task assignment for clustering GA
Case 1 Case 2 Case 3 Case 4 Case 5
Clustering time (s) | 0.141 0.156 0.156 0.157 0.157
Assigning time (s) | 0.016 0.016 0.016 0.016 0.017
Algorithm time (s) | 0.864 2.219 5.365 12.344 8.406
Total cost 1814.5 2414 3951.6 5607 5230.9
Table 3 Numerical results of task assignment for non-clustering GA
Case 1 Case 2 Case 3 Case 4 Case 5
Algorithm time (s) | 1.812 20.531 87.812 226.250 132.078
Total cost 1814.5 2414 3951.6 5607 5230.9
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Fig. 3 Final solutions for task allocation with clustering GA for a case 1 and b case 2; the circles
indicates the coordinates of tasks and the triangles indicates the initial coordinates of robots
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Fig. 4 Final solutions for task allocation with non-clustering GA for a case 1 and b case 2; the
circles indicates the coordinates of tasks and the triangles indicates the initial coordinates of robots
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Fig. 5 Total cost of the mission with respect to NFE for clustering GA for a case 1, b case 2 and

ccase 3

of tasks and agents are generated randomly, the same coordinates are used for both
algorithms. The simulations were performed on a laptop computer which has a
dual core 2.0 GHz CPU and 6 GB RAM using MATLAB. The MATLAB parallel
computing toolbox is used to execute the algorithm for all clusters in parallel. The
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Fig. 6 Total cost of the mission with respect to NFE for non-clustering GA for a case 1, b case 2
and ¢ case 3

termination criterion for the proposed method is explained in Sect.5. The non-
clustering GA method is executed until it reaches the total cost of our method for
each case. Total cost is the total distance of the path of all robots. In Table 2, process
time of clustering, process time of assigning robots to the clusters, computation time
of the algorithm, and the total cost of mission are represented. Table 3 shows the cost
and process time of the assignment problem with simple GA. The final solutions of
all cases for our proposed method and the GA without clustering are shown in Figs. 3
and 4, also Figs. 5 and 6 represents the total cost of the mission with respect to the
number of fitness evaluation (NFE) for all cases. The algorithm process times for
clustering GA and non-clustering GA with different number of agents and tasks are
illustrated in Figs. 7 and 8. According to the numerical results in all cases, our pro-
posed method produced solutions very fast, whereas the simple GA took a lot of time
to reach the same total cost, and this time increases exponentially when the number
of tasks increases.
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Fig. 7 Computation time for clustering GA with different number of agents and tasks
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Fig. 8 Computation time for non-clustering GA with different number of agents and tasks
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7 Numerical Results for Imitation Learning

In this section, a comparison between MMP and the MMP with clustering for solv-
ing multiple task allocation problem is represented. A scenario for task allocation
for buildings in fire [21] is represented and will solved with imitation learning. Each
task has a feature vector that express information about each individual task in the
environment. Here features that are computed per task, consists of 2 elements: (1)
Size: building size represented with size of task square in figures (2) Health: current
building health represented in percent in figures. Human experts in example demon-
strations, represent optimal task allocations, for example in this scenario tasks closer
to robot with bigger building size and healthier buildings are prior to others. Using
these training set, policy is extracted and used in future test conditions.
Experimental results for all cases in Table 1 are represented. Tables 4 and 5 show
the average profit of all robots profit and total time to finish all robots tasks. The

Table 4 Total time to finish the mission

Case 1 Case 2 Case 3 Case 4 Case 5
Total time of non-clustering MMP 10.122 15.435 34.1094 | 43.1214 | 53.078
Total time of clustering MMP 0.3188 0.4188 0.6188 0.8188 0.9324

Table 5 Average profit of all robots

Case 1 Case 2 Case 3 Case 4 Case 5

Average profit for non-clustering MMP | 348.09 352.22 358 362.07 365.87
Average profit for clustering MMP 348 352.01 358.01 361.07 | 365.23
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Fig. 9 Computation time for clustering imitation algorithm with different number of agents and
tasks; because each robot executes each clusters tasks in parallel with other robots, MMP with
clustering overcome the algorithm without clustering in total algorithm time in all cases
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Fig. 10 Computation time for non-clustering imitation algorithm with different number of agents
and tasks; approximately in all cases algorithm time increases about 50

algorithm process times for clustering and non-clustering imitation algorithm with
different number of agents and tasks are illustrated in Figs. 9 and 10. As the results
show, maximum margin planning with clustering overcome the algorithm without
clustering in total algorithm time. Total cost and solutions found for both algorithms
are nearly the same. Clustering time and assigning time are identical to GA with
clustering.

8 Conclusion

In this paper, a task assignment method is presented to deal with large number of
tasks and robots. The proposed method is able to assign a large number of tasks to
robots in a high efficient time. The effectiveness of our approach is demonstrated by
numerical simulations. Especially in large-scaled task allocations, using the simple
GA method to reach the final cost similar to our proposed method, takes longer time.
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with MATLAB/SIMULINK
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Abstract In this research, we consider modeling of violin playing robot arm.
MATLAB/SIMULINK are used for modeling of robot arm with seven degrees of
freedom is considered, which is flexible than previously used robot arms with 6
joint for violin playing. Also, previous robot system which used Mitsubishi
industrial robot arm (RV-2SD) is updated. In this model, torque, current con-
sumption and voltage of each joint can be measured. Dynamixel-Pro from Robotis
Co., Ltd. is used for the joints. This robot arm with seven joint has same range of
movement (RoM) with human. This makes our designed robot good at violin
playing. This paper presents basic violin playing technique, 3D modeling using
Solidworks  software, PID control system of servo motor using
MATLAB/SimMechanics tool, and physical system of servo motor.
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1 Introduction

Due to the rapid development of industrial robots, the robotics research area has
widened to individual and household robots [1]. According to this robotics tech-
nology, a human-robot interaction (HRI) has come into the spotlight. An enter-
tainment robot that is capable of delivering emotional expression and
human-friendly mutual information is also developed. A musical instrument play-
ing robot is mainly developed through the university. Waseda University has
developed ‘“Waseda Saxophonist Robot’ [2] and ‘Flutist Robot’ [3]. As an example,
wind instrument is played by controlling the flow of artificial air using the air
pump. Using the advanced control technology, Toyota has developed a violin
playing robot [4] and shown the actual demonstration. In addition, Ryukoku
University has developed a violin playing robot using emotions [5]. Kyung Hee
University has modeled the bow of violin robot as a spring-damper model, which
leads improving the sound quality based on the Q-score evaluation of played sound
[6, 7].

A violin playing technique and its system is presented in this paper. In order to
solve problems of previous violinist robot, a new 3D model of robot arm with 7
degrees of freedom is considered. There is used Solidworks software. Furthermore,
* XML file and graphic format file are created. Thus, MATLAB/Simscape block
can be created by 7 degrees of freedom. In this system of robot arm, loads on each
joint of motor angle are tested.

2 Violin Playing Robot

2.1 Violin Playing Robot System

A violin playing robot uses an industrial vertical multi-joint robot arm as shown in
Fig. 1. The robot arm has 6 degrees of freedom and is controlled using TCP/IP
communication. It is made up of AC servo motors, where the maximum load is
3 kg and the maximum speed is 4,400 mm/sec. To play a violin, the bow is
attached at the end effector of the robot arm. The two-axis load cell is mounted on
the bow handle to measure the horizontal and vertical force. As shown in Fig. 1, the
violin is fixed to the robot body. For an accurate analysis of the played sound, an
electrical violin that is resistant to external noise is used.

2.2 Violin Playing Technique

Violin makes a sound by exporting the string vibration into an air. Typically there
are three methods of playing violin—plucking, bowing, and striking. Among then,
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Fig. 1 The snapshot of violin
playing robot [6]

the bowing method is the most common technique, which uses a bow. The bow is
used to play four strings, where each string has a unique frequency. The sound is
generated as the strings of violin are bowed and vibrated.

Figure 2 shows the three important factors when playing violin—bowing force (F),
bowing velocity (V), and sound point (P) [8]. Note that the sound point is the
distance between the violin bridge and the bow location. As shown in Fig. 2, the
starting position of bow, X, is the tip of bow, whereas the last position, Xg, is the
bow handle.

Fig. 2 Three important factors when playing violin—bowing force (F), bowing velocity (V), and
sound point (P)
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3 Requirement of New Violin Playing Robot Arm

Some researchers used Mitsubishi industrial robot arm (RV-2SD) for violin playing
[6]. It is shown in Fig. 1. However, this industrial robot arm cannot measure torque,
voltage, and current of each joint. In addition, it is not flexible compared with
human arm. From these reasons, there is considered two types servo motor of
Dynamixel-Pro, “Robotis” Co., Ltd. This servo motor specification is described as
follows: operation voltage is 24 V; speed with no load is 33.1 RPM; current with no
load is 1.65 A; continuous operation speed is 27.9 RPM; torque is 44.2 N.m;
current is 9.3 A; resolution is 501900 steps per 1 full rotation; backlash is 3.5
arcmin; and communication interface is RS485 [9]. This type servo motors are used
in new robot arm with 7 joints. Advantages of this type robot arm are follows:

1. Rigid joint length can be changed by optional value in this model.
2. There can be measured current consumption and voltage of each joint.
3. Torque of each joint can be determined.

Robot arm with 7 joints can move with human arm. Therefore, violin playing
technique will be increased. 3D model of the robot arm with 7 joints is implemented
in Solidworks software. 3D model is shown in Fig. 3. Physical model of servo
motor and its PID control block of each joint are implemented using
MATLAB/SimMechanics tools by Simscape block. Figures 8 and 9 show this
physical model and PID control.

(b)

Base

Humerus J2

Upper limb J3

Eibow J4

Wrist J6

End-effector / Bow J7

Fig. 3 a Robot arm with 7 joints. b Violinist robot model
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4 Anthropomorphic Robot Arm with Seven Degrees
of Freedom

4.1 Solidworks Model

A three-dimensional solid model of violin includes robot’s body, 7 joints. In
addition, XML file, STL file, and Simscape block of three-dimensional solid model
are exported from Solidworks by using SimMechanics tools.

Simscape blocks, just as you do not have to specify this information when you
connect real physical components. The Physical Network approach, with it is
through and across variables and nondirectional physical connection, automatically
resolves all the traditional issues with variables, directionality, and so on.

Figure 4 shows three-dimensional solid model of seven-axis robot arm in
Simulink.

Fig. 4 Three-dimensional
solid model in Simulink View Seuiuticn Modd _Hep b
Feesconel ro+X »mFFvy
RS SL S

Tes, 4001 %0 0%
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Fig. 5 Denavit-Hartenberg
parameters of Violin playing
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Fig. 6 The seven-link robot
arm
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4.2 Kinematics Model of the Seven-DOF Manipulator

In robot simulation, system analysis needs to be done, such as the kinematics
analysis, its purpose is to carry through the study of the movements of each part of
the robot mechanism and its relations between itself. The kinematics analysis is
divided into forward and inverse analysis. The forward kinematics consists of
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Table 1 D-H Link parameters table

255

Joint

6’,— d] a; a; Oj Gmin Gmax
1 q1 0 1 1.571 0 —180 180
2 q2 0 0.4318 0 0 —100 100
3 q3 0.762 0 —-1.571 0 —180 180
4 q4 0 0.4318 1.571 0 —138 138
5 qs 0 0.353 0 0 —180 180
6 gs 0.8318 0 0 0 —108 108
7 q7 0 0 1.047 0 —180 180

3 ViolinistARM_GUI

Fig. 7 The control interface

finding the position of the end effector in the space knowing the movements of its

joints as

I=1A(6;,dj aj, @) = Tro(6;) T=(d;) T () Tre ()

(4.1)
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and the inverse kinematics consists of the determination of the joint variables
corresponding to a given end effector position and orientation [10].

g=K"'(®) (43)

Figure 5 shows the Denavit—Hartenberg or D-H convention (Fig. 6 and Table 1).

4.3 GUI Interface and Simscape

Creation of solid modeling and physical model of the robot arm control to ensure
that, MATLAB/GUI interface with the prepared. Control desktop using the GUI
interfaces via the programming language MATLAB m-file editor out of writer. GUI
interface is used by two ways for violin playing robot control. First usage is control
of each joint, which is controlled rotation angle variable of joints. Other usage is
control of end effector, which is controlled by position at trajectory section of GUL
In end effector position frame, end effector position at bow of violin playing robot
can be generated by Update command button. Figure 7 shows the designed inter-
face for control of simulation.

In other to obtain three-dimensional model of system, the physical model in
Simscape is considered. It is shown in Fig. 8.

In physical model, subsystems of servo motor control for each joint of
three-dimensional model are presented. Furthermore, physical model of DC servo
motor is shown in Fig. 9. In this model, input variable of each joint should be
inserted. First, the angle variable of each joint is described in GUI interface. Fur-
thermore, movement of each servo motor on the joint is carried out by Start
command button.

In addition, string position of violin can be selected in trajectory panel of GUI
interface. After that, manipulator moves by selected string position of violin.
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Fig. 9 Physical model of DC Servo motor [11]
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MATLAB/Simulink environment-Simscape physically modeled servo motor in
used in the simulation. Physical modeling of the servo motor is shown in Fig. 9.
The switching signal according to the points of the robot arm joints to be 6.6 s
with a maximum transmission time. Any servo motor drive, depending on starting
point time of 6.6 s with the transmission of a signal is applied, the starting point,
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which means to be moved 360°. So according to the desired angle of rotation of the
drive signal is applied varies between 0 and 6.6 s.

5 Simulation Results

The model of the entire physical system by using MATLAB/GUI Each joint
position of the robot arm has been controlled by RC servo motors. Target angle
values of each motion point are entered by using control interface. The program file
is created as a MATLAB/m-file under the user interface that contains.

Figure 10 shows motor angle of each joint. Desired angle is inserted in GUI
interface. After that, real angle will be moved to desired angle by iteration. Iteration
step is not same for each joint angle. From figure, we can see that joint angle is
decreasing.

6 Conclusion and Future Work

In this paper, 3D modeling of robot arm with 7 joints is researched. 3D model was
created Solidworks software. In addition, MATLAB/SimMechanics tools are used.
Note that, physical model of servo motor and its PID control system were imple-
mented. From results, those combination models were successfully implemented.
Furthermore, angle, torque, current consumption and voltage of each joint can be
measured in this model.

In the future, physical model with several sensors and auditory feedback, and
real experimental system will be continuously researched.
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Gaze Control of Humanoid Robot
for Learning from Demonstration

Bum-Soo Yoo and Jong-Hwan Kim

Abstract Robots can learn knowledge by observing demonstration of humans. As
tutees, robots need to not only observe human behaviors, but also make proper feed-
backs for human tutors because learning is an interactive process in which informa-
tion is delivered in bidirectional ways between humans and robots. Gaze is an ade-
quate method for robots to provide human tutors with feedbacks that robots are con-
centrating on current learning because gaze directly represents where they are paying
attention to. This paper proposes a gaze control algorithm with a state machine in
learning from demonstration. A human tutor shows demonstration in front of a robot
tutee, and the robot tutee observes the demonstration for learning. The robot tutee
perceives external environment through its camera, recognizes a human and objects,
and figures out a state at which the robot tutee is situated. Then, the robot tutee
gazes at proper targets that are predefined by the state machine. The human tutor
also adjusts the demonstration to make learning more effectively according to the
robot tutee’s feedbacks. The effectiveness of the proposed method is demonstrated
through the experiments with a robotic head with 17 degrees of freedom, developed
in the RIT Lab., KAIST.

Keywords Face detection * Gaze control * Learning from demonstration * Object
recognition * Robotic head * State machine

1 Introduction

With the advancement of intelligence technology, robots are becoming intelligent,
and they have been gradually coming into our daily life [1]. They need to be able
to learn new knowledge and to update their knowledge according to situations.
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Learning from humans is one of the powerful tools because programmers may not
expect in all situations that robots will encounter [2].

Robots can learn from humans by observing humans’ demonstration [3]. Learn-
ing from demonstration is an interactive process in which information is delivered in
a bidirectional way, not unidirectional way between humans and robots [4]. Human
tutors deliver knowledge to robot tutees with proper methods, and robot tutees make
feedbacks for human tutors to express their states such as understanding and targets
they are paying attention to. Then, the human tutors adjust their demonstrations to
build joint attention that makes learning more effectively [5]. Thus, robots need to
provide feedbacks to humans when they learn knowledge from humans’ demonstra-
tion.

Robots can make feedbacks by their gaze because gaze definitely represents where
they are paying attention to [6]. This paper proposes a gaze control algorithm with a
state machine in learning from demonstration. A human tutor shows a demonstration
in front of a robot tutee, and the robot tutee perceives external environment including
the human tutor and objects with a camera. Based on a state machine, the robot tutee
gazes at proper targets that are predefined in the state machine. Then, according to
the robot tutee’s feedbacks, the human tutor adjusts his demonstration to help the
robot tutee to focus on the demonstration. The proposed algorithm is demonstrated
by the robotic head, developed in the Robot Intelligence Technology Lab., KAIST.
A human tutor uses a watering pot for watering a flower in front of the robotic head,
and the robotic head gazes at a proper direction according to perceived situations.

A state machine is used for gaze control in learning from demonstration. This is
because, according to the direct matching hypothesis, when humans observe other
people’s behaviors, they control their gaze as if they do such behaviors [7]. It means
that a state machine is a proper method for gaze control in learning from demonstra-
tion if a state machine can be applied to humans’ gaze control in performing tasks.
When humans perform a task, they need information for the task and gaze is used to
acquire the required information. Since the same task requires the same information,
humans show a large consistency in gaze control [8]. Therefore, a state machine is a
proper method for gaze control not only in learning from demonstration, but also in
performing tasks.

The paper is organized as follows. Section 2 describes an object recognition algo-
rithm, a face detection algorithm, and a state machine used in the paper. Section 3
describes experimental results with the robotic head. Last, we conclude with impor-
tant remarks in Sect. 4.

2 Gaze Control Algorithm

The robotic head perceives external environment with a RGB-D camera and control
its head to gaze at proper targets according to perceived situations. Figure 1 shows a
predefined state machine of gaze control for learning the demonstration of watering
a flower. At first, the robotic head gazes at a face of a human tutor. Gazing at a
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Fig. 1 A state machine for gaze control of watering of a flower

face works as an ostensive signal by making an eye contact to make learning more
effectively [9]. The robotic head detects hands of the human tutor and changes its
gaze direction to the hands. As a predefined starting signal, the human tutor shakes
his hands, and the robotic head starts to pursuing his hands. During pursuing the
hands, the robotic head detects the watering pot and flower pot, and it changes its
gaze direction to one of the objects and the face of the human tutor. The robotic head
gazes at one of them sequentially until the human tutor performs behaviors with the
object. Note that a face is chosen as one of attractions even if it is task-irrelevant [10].
When the human tutor holds the watering pot and raises it, the robotic head notices
movement of the watering pot and gazes at the watering pot because the watering
pot is related to human behaviors. When the human tutor brings the watering pot
to the flower pot, the robotic head changes its gaze direction to the flower pot, the
destination of the movement. After watering, the human tutor takes the watering pot
away from the flower pot, and the robotic head changes the gaze direction from the
flower pot to the watering pot. The robotic head gazes at the objects and the faces
sequentially when there is no movement of the watering pot.

2.1 Face Detection

Gazing at a face could produce an eye contact and make the learning more effec-
tively. A cascade of classifiers with haar-like features in the OpenCV are used to
detect faces. A window is slid in the perceived image and the image in the window
is delivered to the saccade of classifiers. Figure 2 shows the cascade of classifiers, a
series of weak filters. Instead of checking whether the input image is a face or not,
each filter, |, F,, ..., F,, only checks whether it satisfies a specific condition or not.
An image satisfying the condition is passed to the next filter, and an image is dis-
carded if it does not satisfy the condition. Only images satisfying all conditions are
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Not face Not face Not face Not face

Fig. 2 The cascade of classifiers used for face detection

regarded as faces. The cascade of classifiers shows good performance with a small
computation burden because images discarded in early stage are no longer to be
processed. This filtering process is repeated with the change of the sliding window
size to contain all scales of faces.

Note that to make the algorithm robust to noise, frontal and profile of faces are
detected simultaneously, and once faces are detected, they are tracked with the HSV
color information and depth information.

2.2 Object Recognition

The robotic head also needs to recognize objects in the demonstration. Figure 3
shows the object detection process. The input image is filtered with two steps. First,
pixel points whose depth information is larger than a certain threshold is filtered. This
step can remove background in the demonstration. Second, based on an assumption
that objects are usually placed on the plane, not in the air, a plane is found by the ran-
dom sample consensus (RANSAC) algorithm, and pixel points in and under the plane
are removed. Therefore, the robotic head can detect objects only on the plane. After
the filtering, rest regions are considered as objects, and the convolutional neural net-
work (CNN) in the Convolutional Architecture for Fast Feature Embedding (CAFFE)
is used to recognize objects. As one of feed-forward artificial neural networks, the
CNN consists of several layers such as rectified linear unit layers, convolutional lay-
ers, and pooling layers. Each neuron in the CNN can only look at a small portion of
the input image, called a receptive field. The receptive fields are slightly overlapped
and tiled the input image. Each neuron predicts the output based on its receptive
field, and results of predictions are gathered gradually to one output by forwarding
process. The CNN shows the state-of-the-art performance because it has a strong
point in learning feature extraction by itself [11].

Depth Plane Convolutional
Input image — threshtpjldin —» detection |—¥ neural — Object
9 (RANSAC) network
L ) L )
T T
Object detection Object recognition

Fig. 3 The object recognition process
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3 Experiments

3.1 Robotic Head

Figure 4a shows the robotic head in the experiment [12]. Its height, width, length,
and weight are 160,00 mm, 218.00 mm, 139.00 mm, and 2.54 kg, respectively. It per-
ceives external information with one RGB-D camera. Table 1 shows the degrees of
freedom (DoFs) of the robotic head. In case of the neck, one DoF is, respectively,
assigned to each yaw, pitch, and roll axis, and one DoF is added to the pitch axis for
nodding. In this paper, 3 DoFs for the pitch and yaw axes of the neck and 2 DoFs of
the eyes are used. The robotic head controls these DoFs to make the selected gaze
direction be positioned at the center of its visual inputs.

The robotic head performs gaze control in real environment. It needs to respond
quickly according to perceived information. Therefore, two graphic processing units
(GPU) of GTX980 and GT630 were used. They showed about 8—10 frames per sec-
ond (fps), which is hard to called a real-time system. However, since information in
real environment is continuous and does not change drastically, the robotic head can
perform gaze control in real environment with a little delay.

3.2 Experimental Result

The experiment was conducted in real environment, as shown in Fig. 5. There was a
table in front of the robotic head, and a watering pot and flower pot were placed on the

Fig. 4 The robotic head IR emitter
used in the experiment

RGB camera

Table 1 Degrees of freedom of the robotic head

Part Eye lids Eye brows | Eyes Lips Jaw Neck
DoF 2x2 I1x2 2 2x2 1 4
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Fig.5 Experiment
environment

table. A human tutor on the opposite side of the table performed watering with the
pot, and the robotic head showed feedbacks to the human tutor with gaze. According
to feedbacks, the human tutor adjusted his behaviors to make the demonstration more
effectively.

Snapshots of the experiments are shown in Fig. 6, where the first column repre-
sents target gaze direction marked with a circle, the second column represents a face
detection marked with circles, the third column represents object recognition, and
the fourth column represents skeletons of the demonstrator whose hands are marked
with red lines. In the third column, rectangles and circles, respectively, represent
detected and tracked objects. A skeleton of the demonstrator in the fourth column
was calculated with a simple unprojection algorithm to a camera coordinate.

When the robotic head started its gaze control, it detected a face, a watering pot, a
flower pot, and a human, as shown in Fig. 6a. It gazed at the face of the human. When
human shook hands, the predefined signal for starting the demonstration, the robotic
head started to pursue the hands. During the pursuing, the robotic head detected the
watering pot and flower pot, and gazed at them sequentially, as shown in Fig. 6b
and c. In Fig. 6¢, somebody walked in, passed through, and seated at a chair, and the
robotic head detected his face. However, since the state machine considered the first
tracked face as the tutor, the newcomer was ignored in the demonstration. In Fig. 6d
and e, the tutor held the watering pot and raised it. Then, the robotic head detected
its movement and gazed at it. In Fig. 6f, the tutor brought the watering pot to the
flower pot and watered the flower, and the robotic head gazed at the flower pot. At
this time step, the tutor slowed his behavior for the robotic head to track the watering
pot stably. In Fig. 6g, the tutor took the watering pot away from the flower pot, and
the robotic head gazed at the watering pot. At this step, the tutor also moves the
watering pot slowly for robot to track it. Finally, the demonstration was finished, and
the robotic head gazed at the face, watering pot, and flower pot, sequentially again,
as shown in Fig. 6h. The robotic head provided a proper gaze direction according to
the perceived situations with the help of the state machine, and the human tutor also
recognized the gaze and slowed down his demonstrations to make the robotic head
follow his demonstrations.
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)

A

Fig. 6 a The robotic head gazed at a human tutor. b The robotic head gazed at objects and a face,
sequentially. ¢ Even through the robotic head found a person, it ignored him. d The tutor held the
watering pot. e The tutor raised the watering pot. f The tutor brought the watering pot to the flower
pot. g The tutor took the watering pot away from the flower pot. h The tutor finished his behaviors,
and the robotic head gazed at the objects and the face, sequentially
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4 Conclusion

This paper proposed the gaze control algorithm for learning from demonstration. For
perceived image, the robotic head detected faces with the cascade of classifiers and
recognized objects with the CNN. Based on the recognized information, the robotic
head produced feedbacks with its gaze, and a human adjusted his behaviors using the
feedbacks. The proposed algorithm was demonstrated through the experiment with
the robotic head. The proposed gaze control algorithm will increase the performance
of robots’ learning from humans.
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A Novel Design of a Full Length Prosthetic
Robotic Arm for the Disabled

Vudattu Sachin Kumar, S. Aswath, Tellakula Sai Shashidhar
and Rajesh Kumar Choudhary

Abstract This paper shows the design methodology of a humanoid robotic arm
with realistic mechanical structure and performance. Realistic and mechanically
robust structure for a prosthetic arm was developed in Solid Works. The torque,
power requirements and cost estimation were assessed systematically by interfacing
the model with SimMechanics software. The robotic arm is equipped with several
robot servo motors which perform as links between arms and perform arm
movements by interfacing with a robot servo controller and the PIC16F886
microcontroller. The robot servo controller has the capability to drive the servo in
controlled position, speed, and acceleration modes. Due to the complexity of the
arm kinematics, machine-learning techniques, which rely less on precise mathe-
matical analysis, are implemented. ANFIS is one such machine-learning technique
which helps in decision-making and control of robotic arms. This paper implements
a MATLAB-derived multilayered ANFIS controller using a PIC16F886 micro-
controller as a supervisory control for a 6 DOF robotic arm. This type of robotic
arm has many advantages such as simple structure, high flexibility, low energy
consumption, quiet operation, and sensory feedback which make it a prosthetic arm
with very high resemblance to a normal arm. A good tradeoff between cost and
performance is achieved in order to meet the goal of less expensive and useful
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robotic arm for the disabled. The practically built arm is tested with predefined
paths and random positional targets with in work space and results are shown to act
satisfactorily.

Keywords Robotic arm - Prosthetics « ANFIS - Control system -+ Servo
motor - Fuzzy logic « Clustering « SimMechanics

1 Introduction

Robots are generally used to perform unsafe, hazardous, highly repetitive, and
unpleasant tasks. They have many different functions such as material handling,
assembly, arc welding, resistance welding, and machine tool load and unload
functions, painting, spraying, etc. There are mainly two different kinds of robots: a
service robot and an industrial robot. A service robot is a robot that operates semi or
fully autonomously to perform services useful to the well being of humans and
equipment, excluding manufacturing operations [1, 2].

An industrial robot, on the other hand, is officially defined by ISO (International
Standards Organization) as an automatically controlled and multipurpose manipu-
lator programmable in three or more axes [3]. Industrial robots are designed to
move material, parts, tools, or specialized devices through variable programmed
motions to perform a variety of tasks. An industrial robot system includes not only
industrial robots but also any devices or sensors required for the robot to perform its
tasks as well as sequencing or monitoring communication interfaces. Robotic
manipulators, especially of the SCARA type, have found wide range application
from small-scale sectors to high-end industries. They also play a primary role in
helping disabled people to do their work in daily life. They are often used in
inaccessible places, space, and robotically assisted surgeries. Designing an arm
which can mimic human motions with appropriate forces and torques is a chal-
lenging task since the design involves the consideration of a large number of
conflicting parameters such as battery management, appropriate force, and torque
estimation, avoiding singularities, cost, modeling, and control of arm while still
maintaining an anthropomorphic nature.

With the increased use of industrial robotic arms, a logical evolutionary step is to
imitate detailed human movements. A group of engineers developed an eight
degree of freedom (DOF) robot arm, this robot is able to grasp many objects,
ranging from a pen to a ball, simulating the hand of human being [4]. Another
group of students in Korea made an innovative robotic arm that could perform
dancing, weight lifting, writing Chinese calligraphy, and color classification [5]. In
space, the Space Shuttle Remote Manipulator System, known as the SSRMS or
Canadarm, and its successor, is example of multi-degree of freedom robot arms that
have been used to perform a variety of tasks such as inspections of the space shuttle
(using a specially deployed boom with cameras and sensors attached at the end
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effector) and satellite deployment and retrieval maneuvers from the cargo bay of the
space shuttle [6].

Another group of people in Mexico has completed a competitive low-cost robot
arm with 4 DOF-[7]. One of the most important problems in robot kinematics and
control is finding the solution of inverse kinematics. Traditional solution methods
such as geometric, iterative, and algebraic are inadequate if the joint structure of the
manipulator is complex. Complexity of modeling and control of arm is proportional
to the DOF of the manipulator. As the complexity of a robot increases, obtaining
the inverse kinematics is difficult and computationally expensive. For a 6-DOF
robotic arm, these methods become inaccurate because of increased complexity in
mathematical modeling and computation management [8].

Soft computing techniques provide a beneficial approach in the modeling and
control of such complex systems. Systems with less mathematical model knowl-
edge could be controlled successfully with neural networks, and systems with
incomplete knowledge could be modeled and controlled using Fuzzy systems.
Artificial Neural Networks (ANN) have a limitation with complexity and in higher
DOF robotic arms, lack of intuition makes fuzzy modeling tough. It is well known
that a solution exists in adaptive neuro-fuzzy inference systems (ANFIS), where the
learning ability of neural networks to assist the Fuzzy systems to represent the
knowledge expressed in the form of linguistic rules [9-12].

It is possible to create an ANFIS control system with a limited mathematical
representation of the system [13]. Computer simulations conducted on 2DOF and
3DOF robot manipulators show the effectiveness of the approach [14].

The paper focuses on the design of a low-weight robotic arm with 6-DOF which
is to be mechanically stable, economically reliable, and should mimic the natural
human arm movements. The humanoid robotic hand is also designed to be
cost-effective. Many different approaches exist for minimizing the weight of a
robot. These approaches are based on the use of

(1) High-performance actuators

(2) Composite material selection

(3) Efficient mechanical design

(4) Advanced control and sensing techniques

Our work aims at developing a framework to generate arm motions of a
humanoid robot in two aspects of human likeness and minimal torque requirements.
The robotic arm with 6-DOF delivers fast, accurate, and repeatable movements. It
features base rotation, a shoulder, an elbow, wrist motion, wrist rotation, and a
functional gripper. This paper also focuses on the application of ANFIS on robotic
arms with higher DOFs and larger reachable sets, For a 6 DOF arm, it can reach to
40,000 data points with 1 cm resolution in end-effector positioning. The number of
neural networks and the number of membership functions in each ANFIS controller
need to be optimized in order to obtain satisfactory control performance and reduce
computational cost. The cost estimation and power requirements were assessed
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systematically by interfacing the model with SimMechanics. This type of robotic
arm has many advantages like low cost, simple structure, high flexibility, low
energy consumption, quiet operation, and sensory feedback.

2 Mechanical Design

The following aspects of the humanoid robotic arm such as movement and material
handling have been handled with respect to design, implementation, and devel-
opment. Movements inculcated in the design replicate the actual human arm,
wherein the cost and complexity of arm are kept under check. A complete
mechanical design of a full length prosthetic hand was developed with marginally
increased functionality. Table 1 shows the humanoid robotic arm specifications and
the Fig. 1 shows the components of the mechanical design of the humanoid robotic
arm.

Table 1 Humanoid robotic

- Design payload 300 g
arm speciiications Degrees of freedom 6
Arm mass 1200 g
Actuator type Dc servo motor
Average current draw 10 A/h
Max reachable height 60 cm
Humanoid Robotic
Am
Turntable Shoulder Upper arm Lower arm Wrist Gripper

Fig. 1 Components of the mechanical design of the humanoid robotic arm
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Table 2 Preliminary weight

vl Component description Weight (g)
description First link 92
Second link 157
End effecter/payload 300
First motor assembly 185
Second motor assembly 205
Weight to payload ratio (moving parts only) 3.1:1

2.1 Design Selection-Humanoid Robotic Arm

Table 2 shows the preliminary weight description of the humanoid robotic arm. In
choosing materials and the shape for the fabrication of the humanoid robotic arm,
the following were taken into consideration:

(1) Weight of the robotic arm

(2) The mode of manufacturing

(3) The ease of manufacturing the parts
(4) Ease of assembly

(5) Cost

(6) Strength and durability of the parts

2.2 Material Selection

The appropriate materials considered for developing the model are plastic polymer,
carbon fiber, and aluminum. Thus among them, Billet 6061 aluminum was selected
based on the factors that include its work envelop, dimensional accuracy, worka-
bility, maintainability, machinability, high strength, lower cost, strength, thickness,
weldability, good strength-to-weight ratio, and availability. Table 3 below shows
the mechanical properties of Billet 6061 aluminum.

Table 3 Mechanical properties of Billet 6061 Aluminum

Ultimate tensile 02 % Brinell hardness (500 kg | Elongation 50 mm
strength (MPa) Proof stress (MPa) | load, 10 mm ball) diameter (%)

0 |110-152 65-110 30-33 14-16

T1 | 180 95-96 16

T4 | 179 min 110 min

T6 | 260-310 240-276 95-97 9-13
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2.3 Force Analysis

Figure 2 shows the force diagram used for load calculations. The calculations were

carried out only for the joints that have the largest loads, since the other joints

would have the same motor, i.e., the motor can move the links without problems.
These force representation values are also used for torque calculations

W, 0.065 kg (weight of link DE)

W, 0.115 kg (weight of link CD)

W, 0.126 kg (weight of link CB)

L 0.3 kg (payload)

C, 0.045 kg; D,, 0.105 kg (weight of motor)

Lgc 0.26 m (length of link BC)

Lcp 022 m (length of link CD)

Lpr 0.088 m (length of link DE)

Calculating the sum of forces in the Y-axis using the loads is shown in Fig. 3
and solving for C, and C,_is shown in the Egs. (1)—(4).

Y Fy=(L+W;+Dy+W.+Cy)*g—Cy=0 (1)
C,=(0.630) *9.8mA* =6.174 N (2)
Fig. 2 Force representation C D E

of robotic arm

A L4g=0. 103m, Lgc= 0.26m, Lcp=0.221m

Fig. 3 Force diagram of link C:l Me
CB

By Wb Cy
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Y Fy=(L+Wy+Dy+ W+ Cp+ Wp)*g— Cb=0 (3)
Cyp=(0.756)*9.8 m 4% = 7.408 N (4)

Similarly, sum of moments around point C is obtained by Eq. (5), and point B is
obtained by Eq. (6), torque at C and B is obtained by Eqgs. (7) and (8).

B (M)l ()

- (Lcd +Lde) - Dm*(Lcd) +M.=0

Ly
Z My, = — L(Lbc +Log+ Lde) -Wy (Lbc +Log+ (_e))

2
Dyttt )W (b () ) - Gortta) )
= Wp*(Lpe 2) + M, =0
M.=0.1397 N-m (7)
M,=02362 N-m (8)

From the above calculations, all these parameters are obtained for servo motor
selection.

3 Solid Work Design-Humanoid Robotic Arm

The mechanical design of a humanoid robotic arm is based on a robotic manipulator
which mimics the natural functions of a human arm. The links of such a robotic arm
are connected by joints allowing rotational motion and those links are considered to
form a kinematic chain. The other end of the kinematic chain of the manipulator is
called the end effector and it is analogous to the human hand. Figure 4 shows the
solid works layout of a humanoid robotic arm. As shown, the end effector is not
included in the design because a commercially available gripper is used. This is
because that the end effector of a robotic arm structure increases the degrees of
freedom, which directly affects the complexity level of model and control of arm. It
is much easier and economical to use a commercial one than to build it.

The humanoid robotic arm joints are actuated by electrical motors. Dynamixel
servo motors were chosen, since they include positional feedback in real time to the
motors and adjust the position according to the requirements. These servo motors
were selected also based on the maximum torque required by the structure and the
maximum allowable load that can be withstood by each joints of the designed
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Fig. 4 Solid works layout of humanoid robotic arm

robotic arm. The mass properties of the designed solid works humanoid robotic arm
are shown below.

Mass =931.49 g

Volume = 768467.77 mm®

Surface area = 331957.92 mm?
Center of mass: (mm)

X =338.97, Y = 210.63, Z = 853.52

Principal axes of inertia and principal moments of inertia (grams * square
millimeters):
Taken at the center of mass

(0.23,0.19,0.95) P,=1164786.73
(0.58, —0.81, —0.02) P, =44982080.21
(0.78,0.55, —.030) P,=45345554.06

I
IY
I;

Moments of inertia: (grams * square millimeters)
Taken at the center of mass and aligned with the output coordinated system

L. =42908809.21 L,, =1753414.06 L., =9657538.43
Ly = 1753414.06 Ly, =43503229.04 L,, =8024069.70
L., =9657538.43 L., =8024069.70 L. =5080382.75

Moments of inertia: (grams * square millimeters)
Taken at the output coordinate system.
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Fig. 5 Robotic arm 3D model 7(I) Front view 7(I) Side view

I =762828393.57 I, =68259101.39 I, =279154134.6
I, =68259101.39 I,, =829124865.68 I,,=175485733.3
I, =279154134.68 I, = 175485733.3 1,=153433965.3

Figure 4 shows the 3D model of the humanoid robotic arm. Figure 5(I),
(IT) show the front and side view of the robotic arm.

4 Design Challenges

Structural parameters like mobility, connectivity, and redundancy are to set up a
mechanical structure which corresponds to a human arm, these parameters defines a
number of actuators and the degrees of freedom required for the required movement
of the platform. However this approach has disadvantages in adding more features.

The number of actuators implemented directly escalates the cost of the device
and also reduces the stability due to weight. As the number of actuators increases,
the time span of the process also increases. A large amount of humanoid arms have
low quality and fewer than 6-DOF with a backlash and less payload. Therebys, it is
seen that the robotic arm is affected by many parameters. We can say that the
payload of an arm is the sum total effect of the axis and the workspace extensive
care has to be undertaken in order to develop a humanoid robotic arm successfully.

Any humanoid robotic arm is devised with an aim of providing services to
people in a selected work area. It is so designed that it has the size and dimensions
of an average human arm while being as light as possible. This robotic arm should
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have 2DOF in a shoulder joint, IDOF at an elbow joint and 3DOF at the wrist joint.
The advantage of electrical motors is being environment friendly and noise less
unlike usual hydraulic cylinders. The function of linear actuators is the same as that
of the muscles operating with the principle of change of length.

5 SimMechanics

In order to capture the static and the dynamic properties of the humanoid robotic
arm, both the mechanical properties of all its components, such as the moment of
inertia, as well as its servos’ dynamic responses, must be known to a certain degree
of accuracy. These dynamic properties will be used in Simulink and SimMechanics
in order to get an accurate simulator for the real humanoid robotic arm aiming at a
good strategy. Figure 6 shows the modeling of robotic arm using SimMechanics.

Using the same design parameters which were implemented in solidworks, the
model was built using SimMechanics software for force analysis. We have modeled
this arm by considering gravity effect, constraints, and singularities. This figure
represents the eating posture of a humanoid robotic arm. The designed arm should
mimic the natural movements of a human arm. This eating posture of a humanoid
robotic arm ensures the basic needs of a human arm. The torque required at each of
the actuators of the modeled arm was simulated to analyze how much force is
required to get this eating posture movement of the modeled arm.

L

Fig. 6 Modeling of robotic arm using SimMechanics
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Fig. 7 Workspace region of the robotic arm

6 Data Generation

SimMechanics model developed based on the solid works layout of arm, includes
the properties of mass, inertia, motor dynamics, etc. This model acts as a practical
arm under gravity and generates dynamic data without any sensor interface. This
model obtains data by behaving as real arm avoiding the link singularities and
mimicking the practical motion of real human arm. A plot of 40,000 end-effector
positions with 1 cm resolution is shown in Fig. 7. Obtained link angles and their
corresponding end effector positions are used in training data to create ANFIS
controller [9].

7 Control System-ANFIS in PIC16F886

ANFIS is a neural network with hybrid learning rules based on sugeno fuzzy
interface system, which maps the input and output data. ANFIS architecture is
developed to control each link of arm. Data obtained from SimMechanics model of
arm is clustered to divide data into several statistical criteria. This procedure reduces
the complexity on ANFIS training to find out the appropriate membership functions.
Developed ANFIS in MATLAB is used for training the clustered data [9].

In order to make portable arm, the ANFIS network shown above has been
programmed in microcontroller. This section explains the techniques and modifi-
cations followed in implementing MATLAB-generated ANFIS into an 8-bit
microcontroller. To implement ANFIS in microcontroller, generated FIS is
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(X,Y.2) ] // LINGUISTIC VARIABLES
X = lyxi + b FUZZIFICATION
1=1,2,3....11 //
\
w; = min(_rzl) // IMPLICATION

I=1,2,3....11

v

// AGGREGATION

z;=ax;+ by +c¢z;+d,;

9 _ Eiil “’121
i = Tv11 - // DEFUZZIFICATION

n=1 Zl-
1=1,2,3....11

Servo(i) =f(6;)

1=1,2,3....11

Fig. 8 MicroController implementation of ANFIS flow chart

modified to triangular membership functions [15-17]. Weights of rules can be
obtained from the trained data obtained from the SimMechanics simulation. Output
equations are de-fuzzified using Sugeno fuzzy inference method and finally the
output angles are obtained using the weighted average method [13]. The flow chart
for microcontroller implementation of ANFIS is shown in Fig. 8.

8 Simulations and Results

8.1 Simulink Simulation

The glass to mouth posture of a robotic arm has its own features in terms of
distances in 3D space environment such as delta X, delta Y, and delta Z,
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Fig. 9 Current versus time plot obtained at shoulder actuator
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Fig. 10 Current versus time plot obtained at elbow actuator

correspondingly. With Simulink as an interface, the corresponding current vs. time
plots were obtained and the power consumption of the arm can be found through
these plots. The below-mentioned graphs from Figs. 9, 10, 11 and 12 are the current
versus time plots obtained corresponding to the torque sensed by each of the
actuators of a robotic arm.

Shoulder Actuator

From shoulder motor to base rotation length

Distance: 10.35 cm

Delta X: 4.76 cm, Delta Y: 8.61 cm, Delta Z: 3.19 cm
Total Length: 36.43 cm
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Fig. 11 Current versus time plot obtained at wrist-up actuator
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Fig. 12 Current versus time plot obtained at Gripper actuator

Elbow Actuator

From wrist to elbow length

Arc/Circle Measurements Distance: 22.51 cm

Delta X: 5.48 cm, Delta Y: 2.32 cm, Delta Z: 21.7 cm

Wrist-up Actuator

From gripper to wrist length

Arc/Circle Measurements Distance: 12.49 cm Delta X: 0.709 cm Delta Y: 1.171 cm
Delta Z: 1.418 cm

Gripper Actuator
Distance: 8.80 cm
Delta X: 3.75 cm Delta Y: 0.56 cm Delta Z: 7.94 cm
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8.2 Energy Requirement Durability

With any battery-operated device, energy use is very important. Table 4 shows the
power consumption of humanoid robotic arm.

From this power usage table, the total current required for the sample move-
ments posture of a humanoid robotic arm is 9.738 A. While more testing will be
instructive, a reasonable estimate is that typical household and office tasks will lead
to an average current of 10 Amperes. Therefore, six continuous hours of arm use
would consume 12 Ah. This should be acceptable for most users, and daytime
charging can help restore range. Overall cost analysis and estimation has been done
as show in Table 5.

Table 4 Power consumption

S Type of Maximum current Total current for each actuator
no actuator (Ampere) (Ampere)

1 Gripper 0.351 2.0871

2 Wrist rotation 0.1034 0.6067

3 Wrist up 0.0417 0.5019

4 Elbow 0.6374 3.3187

5 Shoulder-A 0.677 1.9641

6 Shoulder-B 0.6 1.2629

Table 5 Cost estimation

S. no Description Quantity Unit cost Total cost
9242.34 9242.34

—_

Big gripper (Ax-12 a)

1
2 Wrist servo motor (Ax-12 a) 2 2807.87 5615.74
3 Elbow servo motor (Mx-6 4 T) 1 13640.21 13640.21
4 Shoulder servo motor (Mx106 T) 1 30076.04 30076.04
5 Turntable (Mx-106 T) 1 38302.96 38302.96
6 FRO5-H101k (bracket) 1 1823.9 5 1823.95
7 FRO08-H101k brackets 1 1817.17 1817.17
8 Wiring extensions(24 in., 3 pinwire) 1 609.75 609.75
9 Power supply (12 V, 10 amps) 1 1212.46 1212.46
1

0 Miscellaneous 10000 10000
Total cost 112340.62
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9 Conclusion and Future Works

To sum up, design methodology and implementation of a humanoid robotic arm of
6 DOF with realistic mechanical structure and performance have been obtained.
Modeled an arm in solid works based on requirements and corresponding
mechanical analysis is done in SimMechanics to obtain the stability. Data required
for ANFIS training is obtained by giving all the possible theta to modeled arm
kinematics. Practical implementation of moving the robot to the desired position is
done using trained ANFIS simulations. A simpler and more attractive way to turn
the hand prosthesis into a product is to release it as a mechanical testing and
research platform for universities. This type of robotic arm has many advantages
such as simple structure, high flexibility, low energy consumption, quiet operation,
and sensory feedback which make it a prosthetic arm with very high resemblance to
a normal arm. As future works, the following has been taken into consideration.

The designed robotic arm should be manufactured using 3D printer.
Remodeling the design by adding 1dof between the shoulder and elbow which is
analogous to the human arm.

e Show the device to prosthetics and amputees and get their feedback on the
current system.

e Redesign mechanical packaging to further reduce the size and weight of the
system

e Orientation-based control algorithms can be developed.
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Preliminary Study in a Novel
Robotic-Assisted Femoral Shaft
Fracture Reduction System

Qing Zhu, Xingsong Wang, Xiaogang Sun and Bin Liang

Abstract The minimally invasive surgical operation of intramedullary nailing has
prevailed as a standard technique for a definite stabilizing treatment in femoral shaft
fractures, and reduction is a critical step before carrying out an invasive operation.
However, there are some disadvantages about this technology, such as the frequent
radiation exposure for the operator and patients. This paper describes a novel
cuff-type robotic-assisted femoral shaft fracture repositioning system, and prelim-
inary discusses the constitutive modeling of passive transverse mechanical prop-
erties of skeletal muscle. Skeletal traction and fragments alignment for femur
fracture reduction can be performed separately, which are standard procedures for
surgeons in clinical. Correspondingly, the robotic system consists of distraction
device, cuff-type reduction unit and remote control system. Preliminary experi-
ments based on artificial models have been done, and the results show the effec-
tiveness of the proposed robotic-assisted system, and indicate the potential value for
further study.

Keywords Fracture reduction robot . Cuff-type unit - Skeletal muscle -
Compressive behavior

1 Introduction

Recently, the concept of Biological Osteosynthesis is a focus in fracture reduction
surgery, which emphasizes the equilibrium on fracture stability and soft-tissue
integrity, considering on biological characteristics of the bone, free of interruptions
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for the original physiological environment of bone growth and fracture healing [1, 2].
Intramedullary nailing has been the gold standard technique in the management of
lower limbs fractures with satisfactory treatment results [3—5]. Before executing an
intramedullary nail surgery, fracture fragments are repositioned to reduce the dis-
placement along the femoral shaft axis assisted by traction instruments. Then sur-
geons insert the guide wire and implant the Schanz screws when the temporary
fragments alignment is completed by manual manipulation. However, only the
experienced surgeon can acquire satisfactory consequences, and maintaining the
better reduction status for a long time is still a challenge. Additionally, since the
operation is carried out under the observation of the C-arm X-ray machine, so the risk
of radiation exposure is high for both the medical staff and patients. Inspired by the
robotic-assisted surgery as De Vinci in the surgical area [6], numerous scholars began
to study the instrument assistant long bone fracture reduction skill. Bouazza-Marouf
et al. first introduced the robotic-assisted fracture reduction in 1995 [7] and since then
several experimental robotic systems have been designed and applied in the practice.

Westphal et al. introduced a robotic surgical telemanipulator for femoral shaft
fracture reposition [8]. They developed a manipulator based on an industrial robot
Staubli (model RX 90), and created the needed joint values to control the end
effector moving to the target position with its built-in CS7B controller unit. The
operator could guard the repositioning procedure with haptic feedback by the
equipped force/torque sensor in the end effector. The surgeon can control the
movement of the robot system from an input console directly on base of personal
computer, where the manipulator ran at a master—slave mode. Seide et al., using
hexapod robot kinematics, have been conducting extensive research in developing a
robotic-assisted fracture reduction system [9]. Fiichtmeier et al. also developed a
femur fracture reduction robot system based on an industrial robot Stdubli (model
RX 130) [10]. The surgeon can also monitor the reduction forces and torques with a
six-axis force-torque sensor equipped in the robot during the reduction process.
Hung et al. described a robotic system, with the additional features of automatic
controlled flexion of the knee joint, individual traction of thigh and leg, and foot
rotation [11]. Mukherjee et al. have designed a parallel robot for femoral shaft
fracture reduction based on the Stewart platform. The robot was comprised of two
ring plates (ground plate and mobile plate), which were connected by six linear
actuators and each actuator can generate driving force of 400 N. The force—torque
model can also allow the reduction path to be planned and probed in
three-dimensional while examining the positon and expected desired forces
involved [12, 13].

In the paper, we first describe the mechanical structure of the novel
robotic-assisted fracture reduction system, whereafter introduce the control model
based on the constitutive modeling of passive transverse mechanical properties of
skeletal muscle. Finally, preliminary experiments on artificial models were per-
formed to testify the feasibility of the setup. Results show the effectiveness of the
proposed robotic-assisted fracture reduction system, and indicate the potential value
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for further research development. To our knowledge, no automated robotized
executions of long bone fracture reduction without invasive to the patients based on
transverse mechanical properties of the muscle have been published so far.

2 Mechanical Design

2.1 Musculoskeletal Interaction

The femur is well protected with powerful muscles, and the forces by the muscle
contraction protect the femur from most external damage. However, the force can
also cause serious fracture displacement and make reduction much more difficult.
The surgical treatment of broken limbs often necessitates applying appropriate force
to displace one or both ends of a broken bone against the natural forces of muscles
and tendons [10]. Six degree of freedom (DOF) should be adjusted to complete the
reduction of femoral shaft fracture, and traction is the most important. The dis-
placement parameters can be obtained from the lateral and anterior/posterior
(AP) views (Fig. 1).

The process of fracture reduction consists of several consecutive steps. First,
bone fragments are distracted from one another to release the displacement along
the femoral shaft axis assisted by traction instruments. Then temporary fragments
alignment is finished to insert the guide wire and implant the Schanz screws. Only
the well qualified surgeon can obtain better reduction performance, and maintaining
the satisfactory reduction state for a long time is another challenge. In view of that,
we introduce a novel robotic-assisted fracture system based on the principle of
manual reduction. Figure 2 shows the fracture fragments alignment process in
3-DOF (%, y, ¢).

2.2 Manipulator Robot

We have developed a measuring system to obtain the forces required during the
process of femoral fracture reduction in previous studies. The measurement and

Proximal
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Fig. 1 Displacement parameters in lateral and AP views
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Fig. 2 Fracture fragments alignment process

analysis of the reduction mechanical parameters provides theoretical basis for the
development of fracture reduction robot and procedure planning. According to the
test results, the maximum measured peak force along the shaft axis in distraction
could be up to 379.7 N, and the maximum alignment force in other two axes
directions are 48.4 and 240.1 N [14], respectively. It is difficult for a compact
surgical robot to provide the necessary power. In view of the surgeon’s experience,
skeletal traction and fracture fragments alignment are achieved, respectively, [15] in
our robotic system. The robotic-assisted fracture reduction system includes a dis-
traction apparatus to complete the operative distraction (Fig. 3), a cuff-type

[ Reduction Gearbox |

[ Belt Transmission

Foot Table

Torque/Pressure
Sensor

Fig. 3 Device for distraction
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Fig. 4 Fragments alignment mechanism

repositioning unit to manipulate the fracture fragments for alignment (Fig. 4) and a
control system to achieve the performance.

Distraction Device. The distraction device comprises a ball screw (a in Fig. 3)
and a gear pair (b in Fig. 3), with direct driving by two servo motors (Yasukawa
Electric (China) Company Ltd.), respectively. The location and height of the setup
can be manually regulated to fit for various patients. Its location and height can be
manually adjusted to fit for various patients. Displacement distance of the ball
screw is 300 mm, which is enough for the distraction along the femoral shaft axis.
The technical parameters of the servo motor are shown as follows: the maximum
rotational speed n is 3600 r/min, the rated torque M is 0.637 N - m. The maximum
force and torque are 900 N and 11.5 N - m, respectively. The result shows that the
equipment can export sufficient forces for repositioning in these 2-DOF (z, ¢).

Fragments Alignment Unit. The cuff-type repositioning unit consists of a
constituent of airbags, an air compressor, and a fixed unit (Fig. 4). The airbag is
molded by thin latex materials (1 mm). And each airbag is covered with tensile
fabric, which can protect the airbag from bursting with an extra inflation and
facilitates the fixation. The force-air pressure relationship of the airbags indicates a
linear relationship with different inflation displacement, and the linear coefficient
decreases with the displacement of the latex materials increasing. The capacity of
the device meets the requirements for fragments alignment.

Air pressure sensors are installed between the airbags and air compressor for
real-time monitor of the force applied on the long bone fragments. The air com-
pressor can supply the system with a maximum 0.3 MPa pressure, which is the
power source for the fracture fragments repositioning in other four DOFs. The
airbags fixation unit is made of X-ray permeable carbon fiber material. Carbon fiber
is a material consisting of fibers about 5-10 pm in diameter and composed mostly
of carbon atoms. The properties of carbon fibers, such as high stiffness, high tensile
strength, low weight, low thermal expansion, and free of X-ray, make them very
popular in aerospace, civil engineering, military, and motorsports. Carbon fibers are
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usually combined with other materials to form a composite. Fabric made of woven
carbon filaments is used in this research. Accordingly, a personal computer is used
for trajectory planning, signal acquisition of the transducers, and controlling the
robot system.

2.3 Transverse Mechanical Properties of Skeletal Muscle

Virtual modeling of the human body in compression are widely used in impact
biomechanics [16]. Skeletal muscle presents a complex fiber-oriented structure
consisting of about 80 % water, 3 % fat and 10 % collagenous tissues [17]. It
therefore displays a viscoelastic behavior and has anisotropic properties. Finite
element models can be used to predict deformations during transient loading [18].
These models require a good understand of the tissue mechanical properties.

Bosboom et al. performed experiments to determine the passive transverse
mechanical properties of skeletal muscle in vivo, and a plane stress model of the
cross section was developed for each muscle to assess the stress—strain distributions
[19]. Van Loocke et al. also presented the elastic and viscoelastic properties of
passive skeletal muscle using uniaxial unconfined compression tests performed on
fresh orcine muscle tissue in various loading rates in vitro, and a model was
developed to represent the properties depending on the observed experimental data
[17, 18, 20]. Aifantis et al. published experimental data on transverse mechanical
properties of collagen fibers from nanoindentation [21]. It was reported that the
elastic modulus was 63 + 4 MPa, while the viscosity was 14 GPa—56 GPa s.

However, the robotic system presented in this paper will be used in long bone
fracture patients. Relaxants are injected before the reduction start in the operation,
which may affect the transverse mechanical properties of the muscle. Transverse
mechanical properties of muscles with relaxants injection should be discussed in
our future work.

3 Results

Five preliminary experiments have been carried out with interested artificial fracture
models, without regard to the transverse mechanical properties of muscles due to
time constraints and limited model preparation. The errors in X, y, ¢ directions were
measured by the endoscopic placed in the marrow cavity of the artificial models,
and the error in z direction was measured by the camera recorded from the side
(Fig. 5). According to the results of simulate fracture reduction tests, the axial
displacement, the lateral displacement, the vertical displacement, and rotation
angular were measured. Figure 6 shows the reduction errors and statistics of the
tests. The axial, lateral, and vertical maximum errors were 2.5, 2.0, and 2.6 mm.



Preliminary Study in a Novel Robotic-Assisted ... 295

Cuff-type Reduction

Adapter

Substitute

. ""\‘

t

Fig. 5 Preliminary experiments of robot-assisted femoral shaft fracture reduction on artificial
models
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The maximum error of rotation was 2.4°. Obviously, the results in line with the
requirements of the medical standard and demonstrates acceptable precision of this
robotic system.

4 Conclusion and Future Work

Resistance of soft-tissue contraction force is the key problem in obtaining and
maintaining alignment status. Nonetheless, excessive traction which leads to
extension and distraction of distal fragment is undesirable. Repetitive manipulations
or distraction of the proximal/distal fragments may lead to extra soft-tissue trauma.
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Major soft-tissue injury correlates with the development of systemic inflammatory
response syndrome and multisystem organ failure [22]. Considering the surgeon’s
clinical practice, skeletal traction and fracture fragments alignment are performed
separately in our robot system. The robot system mainly consists of a distraction
device to accomplish the preoperative distraction and rotation displacement of the
circumferential of the femur shaft, a cuff-type reposition unit to manipulate the
proximal/distal fragments for alignment. Furthermore, these two mechanical
structures are adjustable to fit for various patients.

The goal of this research is to develop a robotic-assisted fracture reduction
system to liberate the surgeon from the operating room. The repositioning process
of the setup is exactly accordance with the surgeon does in clinical. The distraction
part consists of a linear stage and a gear pair, actuated by two servo motors,
achieving the axial displacement and circumferential rotation displacement,
respectively. The cuff-type reduction unit, complying with the gravity and muscle
forces, manipulates the fracture fragments for repositioning. Airbags contraction
forces provide lateral/vertical forces and torques, completing reset on the other four
DOFs. The procedure of the operation is controlled by the flexible control system in
combining with endoscope imaging. With this auxiliary system, it is feasible to
obtain accurate reduction of the fracture in all directions under visible control. The
results show the effectiveness of the proposed robotic-assisted system, and indicate
the potential value for further study.

Although the noninvasive robot-assisted fracture system is proved to be
advantageous for those superiority mentioned above, such as little radiation
exposure to medical staff and patients, safety, enough power, and fracture reposi-
tioning accuracy. There are still number of limitations. First, experiments have been
performed without regard to the transverse mechanical properties of muscles due to
time constraints and limited model preparation. Second, only the middle shaft
femoral fractures can the novel robotic system be adopted. Finally, artificial lower
limbs models without muscles covered were used for the tests, which cannot reflect
the real situation during the operation. In our future work, particular attention is
placed on transverse compressive behavior of muscle with relaxants injection, as
this is the relevant deformation mode in human/machine impacts, and then develop
the constitutive model of the muscle to ultimately manipulating the remote control
system. Moreover, the setup will be applied in clinical practice to further verify the
feasibility, and further research is necessary to subsequent apply intramedullary
nails when the alignment status is achieved with the assistance of robot.
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