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Preface

More than three decades of research in intelligent information and database systems
has principally led from theory to new practical developments. Research issues on
big data to gain and share knowledge is probably the most significant example of
this. The other example concerns system integrity issues. The industry needs to
address these issues through applications focusing on long-term integrity and
operational reliability. The complexity of modern information and database systems
requires a deep understanding of old issues and the adoption of new insights and
experiences to the development of such systems.

Fortunately, recent years have seen remarkable progress on both intelligent
information and database systems. These systems invariably involve complex,
data-intensive and resource-consuming tasks, which often carry heavy losses in
terms of cost in the event of failure. They have regained attention because in many
cases large-scale and long-lived applications have to be updated and several new
methods have to be developed. Some of the most important of these updates and
developments include increased attention to the integration of artificial intelligence,
multimedia, social media and database technologies towards the next generation
computer systems and services.

The main objective of this book is to contribute to the development of the
intelligent information and database systems with the essentials of current knowl-
edge, experience and know-how. Over the last decade new roles for these systems
have been discovered, particularly their role as social data and service integrator.
Understanding and combining data from different sources has now become a
standard practice. Also, the use of statistical methods in a large corpus of data is
more efficient and therefore more frequent. But there are expected yet more and
different roles to be discovered in the near future.

The scope represented here, relevant to the study of intelligent information and
database systems, encompasses a wide spectrum of research topics discussed both
from the theoretical and the practical points of view. There are fundamental issues
such as algorithmics, artificial and computational intelligence, nature-inspired
paradigms, ontologies, collective knowledge, natural language processing, image
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processing and temporal databases. On the other hand, there are also a number of
interdisciplinary topics outside or close to end-user applications. These concern, for
example, heterogeneous and distributed databases, social networks, recommenda-
tions systems, web services, etc.

This brand-new volume in the well-established “Studies in Computational
Intelligence” series provides a valuable compendium of current and potential
problems in the field. It contains a selection of 40 chapters based on the original
research accepted for the presentation as posters during the Asian Conference on
Intelligent Information and Database Systems (ACIIDS 2016) held on 14–16 March
2016 in Da Nang, Vietnam. This is the eighth, in the order, conference jointly
organized by Wroclaw University of Technology and its partners.

The selected papers to some extent reflect the achievements of scientific teams
from 17 countries in five continents, and report on the progress in theory and
application of three main areas: Intelligent information systems, intelligent database
systems and tools and applications. More precisely, the book is divided into parts
related to six primary topics: Part I. Computational Intelligence in Data Mining and
Machine Learning, Part II. Ontologies, Social Networks and Recommendation
Systems, Part III. Web Services, Cloud Computing, Security and Intelligent Internet
Systems, Part IV. Knowledge Management and Language Processing, Part V.
Image, Video, Motion Analysis and Recognition and finally, Part VI. Advanced
Computing Applications and Technologies. Each part deals with somewhat dif-
ferent aspects. Let us now consider it in more detail. In Part I, we start with the
genetic and memetic algorithms, nature-inspired heuristics, cloud computing,
clustering-based classifications, deep learning, artificial neural networks and wi-fi
networks. Part II deals with behaviour ontologies, P2P social networks, customer
management strategies and recommendations systems. Part III contains six papers
about web services, secure communications and integrity of private information.
The next part covers collective knowledge management, Internet of Things, natural
language processing, sentiment analysis and event detection. In Part V, we cover
image processing, human motion capturing, humanoid robots, gesture recognition
and emotion detection. The volume closes with Part VI. It presents various practical
applications of assistive devices for elderly people, biomedical data integration,
epidemiological cancer studies, temporal educational databases, location-based
service applications, smart electronic wallet, CT image processing, supply chain
management and logistics, and learning management systems.

The book will be an excellent resource for researchers, who are working in the
merging of artificial intelligence, multimedia, networks and big data technologies,
as well as for students who are interested in computer science, computer engi-
neering, management science, ontological engineering and other related fields.

There are several people whose help has been invaluable in the preparation of
this volume. First of all, on behalf of the Steering Committee, the Program
Committee and the Organizing Committee we would like to thank all participants,
among others, computer scientists, mathematicians, engineers, logicians and other
researchers who found it worthwhile to travel to Da Nang from around the world,
and who prepared first-rate contributions to these publications. Warm thanks are
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also due to the referees who reviewed the chapters with remarkable expertise and
engagement. We express a special gratitude to Prof. Janusz Kacprzyk, the editor of
this series, and Dr. Thomas Ditzinger from Springer for their interest and support of
our project.

Our last but not least observation is that the rise of new generation systems and
services is leading to profound changes in overall world functioning. In particular,
the Internet is undergoing a transition from the global network to the permanent
interconnection between human beings and everyday devices equipped with
ubiquitous intelligence. It opens tremendous opportunities for a large number of
novel applications that promise to improve the quality of our lives.

We sincerely hope that this volume will be a valuable reference work in your
study and research, and you enjoy reading it.

March 2016 Dariusz Król
Lech Madeyski

Ngoc Thanh Nguyen
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Cryptanalysis of SDES Using Genetic
and Memetic Algorithms

Kamil Dworak, Jakub Nalepa, Urszula Boryczka
and Michal Kawulok

Abstract In this paper, we exploit evolutionary algorithms for cryptanalysis and
we focus on a chosen-plaintext attack model, in which the attacker is able to access
both the ciphertext and the plaintext. The aim of this attack is to determine the
decryption key for the Simplified Data Encryption Standard, so that other encrypted
texts can be easily deciphered. We propose to extract the key using genetic and
memetic algorithms (the latter being a hybrid of the evolutionary techniques and
some refinement procedures). An extensive experimental study, coupled with the
sensitivity analysis on method components and statistical tests, show the conver-
gence capabilities of our approaches and prove they are very competitive compared
with other state-of-the-art algorithms.

Keywords Memetic algorithm � Genetic algorithm � Cryptanalysis � SDES

1 Introduction

Data security plays a pivotal role in all computer systems nowadays [1]. It concerns
not only secure data storage, but—most importantly—secure data exchange. There
exist various cryptography algorithms which help maintain a desired security level
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of data being transferred between users. In the key-based techniques, the plaintext is
ciphered (transformed into the ciphertext) using an encryption key—this ciphertext
may be read only by intended users which possess the decryption key [2]. The
algorithms which utilize keys for securing the information include, among others,
the Simplified Data Encryption Standard (SDES), Data Encryption Standard (DES),
and Advanced Encryption Standard (AES).

The aim of many emerging cryptanalysis techniques is to decipher the encoded
text and to extract the corresponding decryption key as well, so that other (unseen)
pieces of text can be later deciphered. These techniques are very useful to assess the
quality of the security systems and to find their potential drawbacks and backdoors.
In a chosen-plaintext attack, the attacker is able to access both the plaintext and the
encrypted information to retrieve the decryption key.

1.1 Related Work

Since the size of the key is large in modern encryption algorithms (and the number
of possible keys to be reviewed during the attack rapidly grows), the approximate
heuristic methods for determining the key are attracting the research attention. Such
meta-heuristics encompass population-based techniques, including genetic [3–6]
and memetic algorithms [7], simulated annealing, tabu and guided searches, particle
swarm optimization approaches [8], hybrid systems [9], and other [10, 11]. The
current advances on the analysis of various ciphers have been summarized in many
thorough surveys and reviews [12].

Evolutionary algorithms (EAs) are built upon the principles of natural evolution
[13]. In genetic algorithms (GAs), a population of individuals (which encode the
solutions for a problem being tackled) evolves in time to improve their quality. The
evolution involves applying genetic operators including selection, crossover, and
mutation. Memetic algoritms (also referred to as hybrid GAs) enhance standard
EAs with some additional refinement procedures, including intensive local sear-
ches, hill climbing procedures, archiving the knowledge attained during the search
[14], guided searches, and many others. These memetic operators aim at boosting
the convergence capabilities of these algorithms, and at guiding the search effi-
ciently towards most promising parts of the solution space. Genetic and memetic
techniques (both sequential and parallel) proved to be very efficient and were
applied in many fields of science and engineering to tackle difficult optimization
and pattern recognition tasks [14–19].

1.2 Contribution

In this paper, we introduce genetic and memetic algorithms to perform a
chosen-plaintext attack on the data encrypted using the SDES. The memetic

4 K. Dworak et al.



algorithm enhances a standard GA with additional refinement procedures which
aim at improving the individuals using both local optimization and the historical
data acquired during the evolution (i.e., the information concerning the best-fitted
individuals found up to date). Therefore, these techniques help boost the algorithm
convergence capabilities. Although the evolutionary algorithms have been applied
to break the SDES [7], they have not been intensively studied to verify how
different algorithm components affect the search. Here, we perform an extensive
experimental study to investigate these issues. The analysis is complemented with
the two-tailed Wilcoxon tests for verifying the statistical significance of the results.
Also, we compare the proposed algorithm with other state-of-the-art techniques,
including binary particle swarm optimization [8], simple random walk and the naive
brute force approach.

1.3 Paper Structure

The remaining of this paper is organized as follows. The problem is formulated in
Sect. 2. Section 3 discusses the proposed genetic and memetic algorithms for
cryptanalysis. In Sect. 4, we discuss our extensive experimental study. Section 5
concludes the paper and highlights the directions of our future work.

2 Problem Formulation

In this paper, we consider a chosen-plaintext attack, which is one of the most
popular and well-known cryptanalytical attacks [20]. Is it assumed that the crypt-
analyst (the attacker) retrieved a fragment of the ciphertext, encrypted by a given
encryption algorithm, along with the corresponding piece of the plaintext. With this
information, the attacker aims at finding a valid decryption key. Section 2.1 dis-
cusses the background behind the Simplified Data Encryption Standard which was
used in our attack model.

2.1 Simplified Data Encryption Standard

The Simplified Data Encryption Standard has been developed by Schaefer in late
90s [21]. In general, it has been created for educational and experimental purposes,
and it is not recommended to use it as a secure encryption algorithm in the pro-
duction environment. SDES is a symmetric block cipher, which takes an 8-bit block
of the plaintext (denoted as P), written as a binary string, and a 10-bit binary key as
an input. Then, it generates an 8-bit block of the ciphertext (C). This algorithm
requires two additional subkeys marked as SK1 and SK2, for two algorithm rounds.

Cryptanalysis of SDES Using Genetic and Memetic Algorithms 5

http://dx.doi.org/10.1007/978-3-319-31277-4_2


The encryption process is presented in Fig. 1. First, the input data is passed to the
initial permutation procedure, which is defined as IP ¼ 2 6 3 1 4 8 5 7½ �. The first bit
of a message will be relocated to the second position, the second one to the sixth
position and so forth. In the next step, the transformed string and the subkey SK1 are
passed to the complex function fk (see Sect. 2.3). The result is relocated by a special
swapping permutation SW. This swap function reorders the first four bits of a string
to the last four positions. Later, the fk function is performed again, but with the
second subkey SK2. Finally, the data go through the inverse permutation, defined as
IP�1 ¼ 4 1 3 5 7 2 8 6½ � (the meanings of these values are as for IP). The encryption
process is repeated for every 8-bit data block, until the entire ciphertext is
generated.

2.2 Generation of the Subkeys

The process of generating the subkeys is presented in Fig. 2. First, the encryption key
K is passed to the permutation P10 ¼ 3 5 2 7 4 10 1 9 8 6½ �. The generated string is
divided into two 5-bits parts. For every substring, a single cyclic shift (shifting to the
left) is performed (Shift1). To retrieve the first subkey, two 5-bit parts are concate-
nated into one binary string. The result is passed to the reduction permutation:
P8 ¼ 6 3 7 4 8 5 10 9½ �. To produce the second subkey, two 5-bit parts are shifted
again, but by two positions to the left (Shift2). After this step, the reordered parts are
concatenated. The generated string is finally reordered by the permutation P8.

2.3 Complex Function fk

The fk function is the “complex component” of SDES. It is executed by the Feistal
network [21]. The subkey Ki is divided into two 4-bits parts. This function (note
that it is non-linear) is defined as follows:

IP IP−1fkSWfkP C

SK1 SK2

Fig. 1 SDES encryption algorithm

P10 Shift1
SK1 SK2

Shift2P8 P8
K

Fig. 2 Generating the subkeys for SDES
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fkiðLi;RiÞ ¼ ðLi�1 � f ðRi�1; SKiÞ;Ri�1Þ; ð1Þ

where L denotes the 4 leftmost bits of data block, R corresponds to 4 rightmost bits,
and i is the round identifier. Initially, the right part of the data is extended by the
permutation E ¼ 4 1 2 3 2 3 4 1½ � to the 8-bit string (it is represented as the f func-
tion). This expanded string is XORed with the subkey SKi. The first 4 bits of the
result are passed to the S-Box (S1), whereas the rest of bits to the S-Box (S2). The
first and the last bit of each substring represents the number of a row, and the
second and third bit represents the number of a column. The S-Boxes are visualized
in Fig. 3. Finally, the retrieved substrings are concatenated and subjected to the
permutation P4 ¼ 2 4 3 1½ �. The result of the f function is XORed with the L part of
the data block, being the input of the fk function.

S1 ¼
01 00 11 10
11 10 01 00
00 10 01 11
11 01 11 10

2
664

3
775; S2 ¼

00 01 10 11
10 00 01 11
11 00 01 00
10 01 00 11

2
664

3
775

3 Evolutionary Algorithms for Cryptanalysis Processes

In this paper, we propose genetic and memetic algorithms (GA and MA, respec-
tively) for the cryptanalysis process. As already mentioned, we exploit the
chosen-plaintext attack, and aim at finding the 10-bit decryption key. Thus, each
individual (a chromosome) in the population (in both GA and MA) represents the
decryption key. The initial population, which consists of N randomly generated
SDES decryption keys, is evolved to boost the quality of the solutions, using
standard genetic operators (enhanced by the memetic operators in the MA). It is
worth noting that the total number of possible individuals is 210 = 1024, thus the
solution space encompasses a relatively small number of possible keys (it can be
traversed using the brute force technique in a reasonable time). However, it is much
easier to observe and investigate the behavior and search capabilities of the GA and
MA in this case (the proposed algorithms may be later utilized to retrieve

S1 =

⎡
⎢⎣
01 00 11 10
11 10 01 00
00 10 01 11
11 01 11 10

⎤
⎥⎦ , S2 =

⎡
⎢⎣
00 01 10 11
10 00 01 11
11 00 01 00
10 01 00 11

⎤
⎥⎦

Fig. 3 S-Boxes: S1 and S2

Cryptanalysis of SDES Using Genetic and Memetic Algorithms 7



significantly larger decryption keys which could not be found using exact
approaches due to their execution times).

Each chromosome in a population is assessed using the fitness function:

Ff ¼ HðP;DÞ ¼
Xn
i¼1

Pi � Di; ð2Þ

where H denotes the Hamming distance, Pi is the single character of the plaintext P,
Di is a single character of the decrypted text D, and n is the message (data) length.
Therefore, the fitness function counts the number of differences between the piece
of the captured plaintext and the decrypted text (generated during the decryption
process) for each key from the population. The lower value of the fitness function
corresponds to the higher-quality individual (thus, we aim at minimizing the values
of Ff during the evolution).

3.1 Genetic Algorithm Attack

Once the initial population is generated—denoted as P(0)—it undergoes the evo-
lution process. This evolution employs standard genetic operators: selection,
crossover, and mutation applied to the current population P(t). In this work, we
utilize the tournament selection to retrieve two parents to be crossed over. In each
tournament, two individuals are randomly drawn from the population, and the better
one (i.e., with a smaller value of the fitness function) becomes a parent. Then, the
parents are crossed over using a single point crossover operator. Here, a randomly
chosen bit (at the position 1–10) is the crossover point. The bits after this point are
swapped between the parents, and two children solutions are generated. Finally,
each child individual is mutated. This operator involves swapping the bit values (0
is changed to 1, and vice versa) with the probability pm = 0.1 for each bit. The next
generation (P(t + 1)) is composed of N child individuals. In this scenario, we do not
incorporate any mechanisms for avoiding the premature convergence of the search
in order to investigate the GA capabilities. Also, the elitism approach is not applied
in this basic GA variant.

An exemplary GA attack is visualized in Fig. 4. The red dots represent the
“active” individuals which take part in each algorithm step. Here, the individuals
K55 and K13 won two tournaments and became the parents. Then, the fifth bit was
selected as the crossover point to generate two children, which were finally mutated
and transferred to the next generation.
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3.2 Memetic Algorithm Attack

The memetic algorithm attack incorporates the same selection, crossover and
mutation operators as the GA discussed in Sect. 3.1. In the MA, we introduce two
additional memetic steps (presented in Fig. 5) which help boost the convergence
capabilities of the algorithm. These operations include the education process (which
can be considered as the hill climbing procedure), and creating and exploiting a
pool of the best individuals. These solutions were annotated as the best ones in
certain generations during the evolution. Thus, we utilize the historical information
to guide the search efficiently.

The education procedure is executed after creating children for each pair of
parents. In this step, we replace each bit of the best child (selected from all
N children) with the probability pe ¼ 0:5, and verify the value of the fitness
function. If this value is decreased (i.e., the change of the bit value resulted in a
higher-quality individual—green arrows in Fig. 5), this modified solution replaces

Tournament 1

Tournament 2

1. K55: 1101000111
2. K13: 0101011110

1. K13: 0101011110
2. K36: 0010111001

K36

K55

K13

K1K112

K82
K9

K13: 01010 11110
K55: 11010 00111

Parents

Children

K13: 01010 00111
K55: 11010 11110

Crossover point

Mutation

K ′
55

K ′
13

K ′
112

K ′
82

K ′
1

SelectionPopulation P (t) Crossover Population P (t + 1)

Fig. 4 Steps of the genetic algorithm attack

1: K55: 1101011110
2: K13: 0101000111
3: K62: 1111111110
4: K41: 0000110111

N : K78: 1111101101

Offspring

Education

1: K55: 1101011110

2: K55: 0101011110

3: K55: 1001011110

4: K55: 1011011110

10: K55: 1011000010
...

1: 1101011110

5: K55: 1011011110

6: K55: 1011011110

2: 1101011110

3: 1101011110

4: 1101011110

5: 1101011110

6: 1101011110

10: 1011000010
...

0
1 0

10

1 0

1 1

0 0

Current Key

1: K55: 1011000010
2: K13: 0101000111
3: K62: 1111111110
4: K41: 0000110111
...
N : K78: 1110001111

Offspring

Crossover

Replace last key

Mutation

...

0

1

Fig. 5 Steps of the memetic algorithm attack
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the child, and the next bit is investigated. If the fitness value becomes larger, then
the individual is backtracked to the previous state (red arrows in Fig. 5). This
process can be considered as a hill-climbing operation, since we explore the
neighborhood of the best child by the local refinements of its bits.

Once N children are generated, we sort them according to their fitness values
(thus, the worst individual is the last one in the sorted list). Then, we replace the
worst-fitted child with a random individual from the pool. If this solution already
exists in the population, then we select another one for inclusion in P(t + 1). Finally,
the mutation is performed for each child in order to diversify the search, and to
escape local minima during the optimization process.

4 Experimental Results

All algorithms were implemented using the C++ programming language, and were
executed on a computer equipped with an Intel i7 processor clocked at 2.1 Ghz.
Texts (of a 500-bytes size) came from standard English novels and were encrypted
using the SDES algorithm with randomly generated encryption keys. The maxi-
mum number of generations of all attacks was fixed to 30. Our algorithms were
compared with the binary particle swarm optimization (BPSO) [8], simple random
walk (SRW), and the brute force (BF) approaches. For BPSO algorithm the cog-
nitive coefficent c1 and the social factor c2 were set to 2. The VMAX particle speed
was adjusted to 4. We investigated various population sizes N, where N = {10, 20,
30, 50} (for all of the mentioned heuristic algorithms) to verify how this value
influences the search (note that we ran the SRW approach N times for a fair
comparison). Finally, we examined three variants of our MA: (a) the full MA (both
education and replacing the worst child are switched on), (b) the variant in which
we employ only the education (replacing the worst child is switched off)—MA(E),
and (c) the variant in which we employ only the procedure for replacing the worst
child (the education is switched off)—MA(R).

4.1 Analysis and Discussion

In this section, we compare the results obtained using the investigated algorithms
which perform the chosen-plaintext attack. Table 1 summarizes the fitness values
(the best, worst and average across 30 runs of each technique)—for SRW we show
the fitness calculated using Eq. 2. It is worth noting that all algorithms retrieved the
correct encryption key during the experiments (thus, the best fitness is Ff = 0).
However, the evolutionary techniques appeared to be best on average and in the
worst case. Therefore, they converge to the higher-quality solutions compared with
PSO and SRW. Increasing the population size helps improve the solutions in most
cases. It indicates that exploring larger regions of the solution space (which is not
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extremely large considering the possible keys applied in SDES) is very beneficial.
Since it also increases the processing time of a single generation, the decision on the
population size should be undertaken very carefully. Alternatively, N can be
adapted on the fly [19].

Although it is the PSO which converged quickly (see Table 2—the convergence
time, after which the best solution could not be further improved), the solutions
retrieved using this algorithm were not of the highest quality. It, in turn, suggests
that the swarm optimization arrived too quickly to the local minima of the solution
space. On the other hand, the evolutionary techniques kept improving the best
solutions for a longer time (thus the convergence speed is lower). The convergence
time was enlarged with the increase of N. Since the solution space is relatively small
(1024 possible keys), it is possible to run the brute force algorithm which traverses
through all keys in a reasonable time. In the worst case (in which K ¼ 11. . .1), the
time of finding a valid key using the BF was s ¼ 180:72 s. Albeit it is feasible for
SDES, for more challenging encryption techniques applying the BF for the
cryptanalysis task is impossible due to a rapid growth of the solution space size
(and its execution time).

Finally, we performed the two-tailed Wilcoxon tests (performed for the
best-quality keys found for each run, and for each population size) in order to verify
the statistical significance of the results. In Table 3, we gather the p-values—those
which are lower than 0.05 (thus indicating the statistically important differences
between the best results retrieved using the corresponding techniques) are bold-
faced. It is worth noting that our MA improved the best solutions significantly when
other state-of-the-art algorithms are considered. The differences between various
MA variants are not necessarily statistically important. Therefore, it would be
beneficial to utilize the variant which has the best convergence capabilities.
However, the impact of the proposed memetic operations is still to be investigated
for more challenging cryptanalysis problems (in which the solution space encom-
passes a notably larger number of possible encryption keys).

Table 1 The fitness of the best individuals retrieved using the investigated algorithms for variousN

N → 10 20 30 50

Alg. Best Worst Avg. Best Worst Avg. Best Worst Avg. Best Worst Avg.

SRW 0 458 244.3 0 407 177.1 0 380 70.5 0 394 65.3

PSO 0 465 266 0 438 167.9 0 410 129.2 0 410 95.9

GA 0 462 231.5 0 428 136.0 0 380 92.9 0 353 70.1

MA(E) 0 446 154.4 0 384 125.4 0 378 88.6 0 372 12.4

MA(R) 0 451 176.5 0 462 129.3 0 393 68.8 0 395 36.4

MA 0 445 162.6 0 353 44.9 0 397 84.3 0 395 31.9

The best fitness (the lowest across all techniques) is boldfaced
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5 Conclusions and Future Work

In this paper, we proposed the genetic and memetic algorithms for the cryptanalysis
of texts ciphered using the SDES algorithm. In the MA, we enhanced a standard
GA using two refinement procedures. An extensive experimental study (which also
included the sensitivity analysis of the algorithm components) showed the con-
vergence capabilities of the proposed techniques. Also, we compared them with
other state-of-the-art methods. The analysis was complemented with the statistical
tests to verify the significance of the results.

Our ongoing research encompasses investigating the EAs for the cryptanalysis of
challenging approaches using benchmark datasets. Also, we aim at designing
adaptive techniques to modify the crucial algorithm parameters during the execu-
tion [19]. We plan to design and implement a parallel EAs for finding valid
encryption keys in order to further speed up the execution, and compare it with
other EAs (using the same number of fitness evaluations).

Acknowledgments This research was performed using the infrastructure supported by the
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Admission Control and Scheduling
Algorithms Based on ACO and PSO
Heuristic for Optimizing Cost in Cloud
Computing

Ha Nguyen Hoang, Son Le Van, Han Nguyen Maue
and Cuong Phan Nhat Bien

Abstract Scheduling problem for user requests in cloud computing environment is
NP-complete. This problem is usually solved by using heuristic methods in order to
reduce to polynomial complexity. In this paper, heuristic ACO (Ant Colony
Optimization) and PSO (Particle Swarm Optimization) are used to propose algo-
rithms admission control, then building a scheduling based on the overlapping time
between requests. The goal of this paper is (1) to minimize the total cost of the
system, (2) satisfy QoS (Quality of Service) constraints for users, and (3) provide
the greatest returned profit for SaaS providers. These algorithms are set up and run a
complete test on CloudSim, the experimental results are compared with a sequential
and EDF algorithms.

Keywords Admission control � Scheduling algorithms � Qos constraint �
Resource allocation

1 Introduction

Cloud computing is the development of distributed computing, parallel computing
and grid computing [1]. Resources in cloud computing including virtual machines,
storage space, network bandwidth, etc., in which virtual machines have speed,

H.N. Hoang (&) � H.N. Maue � C.P.N. Bien
Hue University of Sciences, Hue, Vietnam
e-mail: nhha76@gmail.com

H.N. Maue
e-mail: nmhan2009@gmail.com

C.P.N. Bien
e-mail: pnbckhmtpy2@gmail.com

S. Le Van
Da Nang University of Education, Da Nang, Vietnam
e-mail: levansupham2004@yahoo.com

© Springer International Publishing Switzerland 2016
D. Król et al. (eds.), Recent Developments in Intelligent Information
and Database Systems, Studies in Computational Intelligence 642,
DOI 10.1007/978-3-319-31277-4_2

15



bandwidth and costs vary. Users must pay for the entire time the rent for each
virtual machine, although they may not use up this time.

The previous studies mainly focus on scheduling for user requests on
multi-processor system with a fixed number of processors. For scalable computing,
the virtual machines (VMs) are rented, and can be scaled up to any number. This
creates some fundamental changes in the problem: (1) the requests can be done in
parallel, its deadline and budget can be always guaranteed; (2) the number of VMs
ready to serve is huge, so at every moment one can choose the number and type of
VMs appropriately. (3) VMs can be rented with a fixed cost in a certain period of
time. If the user does not use up the amount of time, other users can take advantage
of it.

Generally, the admission control and scheduling request with parameters such as
arrival time, deadline, budget, workload, and penalty rate, etc. is an NP-complete
problem [2]. Therefore, to give an optimal solution one must often do exhaustive
search while complexity is exponential, so this method cannot be applied. To
overcome this disadvantage, we study the heuristic methods to produce a near
optimal solution such as ACO method [1, 3, 4], PSO method [5–7]. After that, we
take advantage of the remaining period of this request to implement for the next
request with the purpose of greatest benefit for service providers.

In cloud computing environment, users rent through Internet and pay a fee for
use. Therefore, the scheduling algorithms based on constraints are often used. In
this case, the user’s parameters such as time, users’ service fees, providers’ service
fees, reliability, etc., are given priority when scheduling. Lee [8] made scheduling
model for the requests on the cloud computing environment with the goal of
bringing the highest profit for the service provider but looking in detail at the two
participating elements of budget and deadline requirements. The studies [9, 10]
focus on the scheduling requests for power savings on data center. The recent study
by Ramkumar [11] of schedule in real-time requests used for priority queues
mapped into resource requests but focused to solve scheduling tasks quickly satisfy
most of the requests deadline regardless of cost and its budget. Irugurala [12] make
scheduling algorithm with the objective to bring the highest return for SaaS pro-
viders but considering between the two types of costs: the cost of initializing virtual
machine and the fee of virtual machine which are used to select resources. The
studies in [1, 7], using the heuristic PSO, ACO to propose scheduling algorithms
but only focus on the minimal makespan of the tasks.

In this paper, ACACO and ACPSO algorithms are proposed with the goal of are
making the smallest cost for the system and combining with these algorithms for
proposing Mprofit algorithm to bring big profits to SaaS providers.

The article includes: building system model (Sect. 2), building algorithm,
introducing three ACACO, ACPSO and Mprofit algorithms then simulating,
evaluating between the algorithms (Sect. 3) and conclusions (Sect. 4).
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2 System Model

Systems in cloud computing environment consist of the following components [13]:
Users, SaaS, PaaS and IaaS providers. Users send requests to the SaaS provider.
PaaS providers use component admission control here to analyze the QoS param-
eters and to decide acceptance or rejection of the request based on the user’s
abilities, the availability and cost of virtual machines. If the request is accepted, the
scheduling component is responsible for locating the resources for the user’s
requests.

Users send N service requests {t1, t2,…, tN} to SaaS providers [13], each request
ti (ai, di, bi, αi, wi, ini, outi) includes the following constraints: ai: arrival time of
request; di: deadline of request; bi (budget): the maximum cost users will pay for the
services; αi (penalty rate): a ratio of compensation to the user if the SaaS provider
does not provide timely; wi (workload): how many MI (million instruction) are
required to meet the request; Size of input and output file: ini and outi.

In cloud computing environment with Y IaaS providers {x1, x2,…, xY}, each IaaS
provider providesM virtual machines {vm1, vm2,…, vmm} for SaaS providers and is
responsible for coordinating the VMs which runs on the their physical resources,
each virtual machine vmjx(pjx, sjx, Dtpjx, Dtsjx) of the provider x attributes includes:
pjx(price): pricing depends on per hour that SaaS providers must pay for IaaS
providers using VMs; sjx: processor speed of virtual machines (MIPS); Dtpjx: the
price SaaS providers must pay to transport data from resource provider to user’s
computer; Dtsjx: data transporting speed depends on network performance

In this session, we focus on PaaS provider model. All IaaS’s resource providers
are not related to one another, can be executed in parallel and are represented by
R. We set schedule for N requests independently not to follow any particular order
of priority (non-preemptive) on Y providers. The requirements are denoted npmtn.
The aim is to find the minimum cost but still satisfying deadline and budget of the
requests, it means that Cmin must be found. So the model is R | npmtn | Cmin

Call Cijx the cost of executing the request i on the virtual machine j of the
resource provider x. Mean while Cijx costs include costs:

– The cost of executing request ðCPijxÞ:

CPijx ¼ pjx � wi

sjx
ð1Þ

– The cost of data transmission ðCTDijxÞ:

CTDijx ¼ Dtpjx � ini þ outi
Dtsjx

ð2Þ
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– Costs of the SaaS provider must be returned to the users if not meeting the
deadline (CRijx), depending on the penalty rate (ai) and exceeded time deadline
bijx:

CRijx ¼ ai � bijx ð3Þ

Let Tijx is the time to process the request i on the virtual machine j of resource
providers x. Tijx is determined as follows:

Tijx ¼ wi

sjx
þ ini þ outi

Dtsjx
þ bijx ð4Þ

Therein: wi
sjx
: time to process the requests; ini þ outi

Dtsjx
: time to transfer data; bijx:

exceeded time deadline.
The goal of the paper is to construct algorithms to find the virtual machine in the

data center to minimize the cost, such as:

Max
1� i�N

XY
x¼1

XM
j¼1

ðbi � CijxÞ
 !

ð5Þ

– For the profit of SaaS provider, the cost of request i must satisfy the requests of
its budget that is:

Cijx\bi ð6Þ

– To satisfy the constraints of user, the execution time of request i must meet the
deadline itself:

Tijx � di þ bijx ð7Þ

Thus, to achieve the proposed goals (5), it must satisfy two constraints (6)
and (7).

3 Construction of Algorithm

3.1 ACACO Algorithm

The ACO heuristic and system model (session 2) are used to make a scheduling
algorithm with the objective of making the total cost to the minimum but still meet
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the budget and deadline of the requests. To apply the ACO, one must determine the
minimum function F, heuristic information ηi, pheromone update and probability
P [3, 14]. We construct minima function F and heuristic information ηi to find the
best IaaS provider as follows:

F ¼ MaxðCjxÞ; j ¼ 1. . .M; x ¼ 1. . .Y ð8Þ

gi ¼
1
Cjx

; i ¼ 1. . .N; j ¼ 1. . .M; x ¼ 1. . .Y ð9Þ

Every ant starts from the resource provider IaaS and requests resources ran-
domly. At each iteration of the ants; find the minima function and pheromone
update as follows:

sijx ¼ q � sijx þDsijx ð10Þ

Therein: Dsijx ¼ 1�q
Fk
: with Fk is a minima function of the ant k; Dsijx: was added

to the pheromone; ρ is the evaporation rate is determined in the range (0,1).
According to [4] first request is done and it selects providers randomly. The next

request will be processing and it selects the next provider with the probability:

Pij ¼
sij � gijPM

j¼1 sijx � gijx

ð11Þ

In this paper, we consider on multiple providers, each provider offers multiple
virtual machines, so the probability to select the next request ti on the virtual
machine j of the resource provider x is defined as follows:

Pijx ¼
sijx � gijxPY

x¼1

PM
j¼1 sijx � gijx

ð12Þ

Therein: gijx: heuristic information, sijx pheromone rate left when moving

ACACO algorithm
Input: ρ = 0.05, sijx = 0.01, number of ant k = 10; T, X, VMx: The set of user
requests, the set of IaaS providers and the set of VMs.
2Output: The scheduling list S contains all approved requests by SaaS provider,
each request i is mapped to the virtual machine j of provider x.
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Description algorithm:

FOR EACH ti in T DO
FOR EACH ant k DO 
FOR EACH x in X DO
Calculating heuristic information for request ti on virtual machines vmjx as the 
formula (8);
Find the value of current pheromone ;
Calculated cost and execution time as the formula (1), (2), (3), (4);
Pheromone update as the formula (10);
Calculate the probability for request ti map into virtual machine vmjx as the
formula (12); 

END FOR
END FOR
From the probability on virtual machines find the virtual machine which has 
the highest probability, but the cost bi and processing time if found 
then else inform the users that the request has been reject; 

END FOR

3.2 ACPSO Algorithm

Eberhart and Kennedy introduced PSO algorithm based on the experience of swarm
in 1995 [5]. It simulates the social behavior of birds or fish searching for food. In
every generation, each particle can change its position from time to time and find
local optimal solution (Pbest) in D-dimension search space. Then Pbest is com-
pared with global optimization solution (Gbest) of the swarm to update the value for
Gbest. Based on Gbest, the best optimal solution is found. To apply the PSO
algorithm, one must determine the position, velocity, Pbest and Gbest [5–7]. Each
particle is based on current velocity and distance from Pbest to Gbest to change
position and speed as follows [6]:

vjþ 1
x ¼ x � vjþ 1

x þ c1 � r1 � ðPbestx � posjþ 1
x Þþ c2 � r2 � ðGbest � posjþ 1

x Þ ð13Þ

posjþ 1
x ¼ pos jx þ vjþ 1

x ð14Þ

Therein: pos jx: position of particle x in dimension j; posjþ 1
x : position of particle

x in dimension j + 1; ω: inertia weight (value: 0.1 … 0.9); c1, c2: acceleration
coefficient (value: 1…2); r1, r2: random number between 0 and 1; v jx: velocity of
particle x in dimension j; Pbestx: local best position of particle x; Gbest: global best
position of the entire swarm.
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We call P the population consisting of Y particles: P ¼ X1; . . .;XYf g. Each
particle Xk ðk ¼ 1. . .YÞ searches food in Mk dimension space and is defined:
Xk ¼ pos1ix; . . .; pos

Mk
ix

� �
, where in pos jix is the position of the particle x at the loop

i in dimension j (j = 1…Mk).
Velocity Vk of particle Xk is shown as follows: Vk ¼ v1ix; . . .; v

Mk
ix

� �
, wherein v jix

is the velocity of the particle x at the loop i in dimension j.
In the model at Sect. 2, we have N requests of users and Y providers, each

particle Xk ðk ¼ 1. . .YÞ loopMk times to find resources for the request ti (i = 1… N),
each particle is equivalent with each providers. The value of pos jix is virtual machine
j of provider x, which is mapped to request ti. This value is taken from 1 to Mk, and
the value of v jix is taken from −Mk to Mk randomly, wherein Mk is the number of
VMs in each provider x. To achieve the objective of SaaS providers as in formula
(6) we construct fitness function for particle x to select virtual machine j for request
i as follows:

f ðpos jixÞ ¼
1
Cijx

ð15Þ

Therein,Cijx is defined as in formula (1)–(3).
Based on the fitness function in formula (15), the local optimal position of

particle x is as follows:

pbjþ 1
ix ¼ pjþ 1

ix if f ðposjþ 1
ix Þ� f ðpos jixÞ and Cijx � bi and Tijx � di þ bijx

pb j
ix Other cases

(
ð16Þ

Therein, Cijx � bi and Tijx � di þ bijx as formula (6) and (7)
Local best position of particle x (Pbestx) and global best position (Gbest) are

calculated as:

Pbestx ¼ max
1� j�¼Mx

ðpb j
ixÞ ð17Þ

Gbest ¼ max
1� x�Y

ðPbestxÞ ð18Þ

ACPSO algorithm
Input: T, P, VMj: The set of user requests, the set of IaaS providers, the set of VMs.
Output: The scheduling list S contains all approved requests by SaaS provider,
each request ti 2 S is mapped to the virtual machine j of provider x.
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Description algorithm:

3.3 Mprofit Algorithm

Each virtual machine of IaaS providers is hired for hours and SaaS vendors must
pay a fixed fee for the rental hours, if they do not use all their one-hour of hiring
time, they also have to pay for a whole hour. This promotes a demand for effective
positioning of costs for requests. Each vendor x can accept multiple requests, the
advantage of validity period of the lease within 1 h of request is taken in the same
vendor to provide the highest return for SaaS providers. The period of validity
within an hired hour is called as the advance time of both requests and defines the
set Ti including every request of the same provider with request ti and put the
advantage on request ti. All these requests can share the same virtual machine.

Ti ¼ tljdl � di and al\dif g ð19Þ

After identifying set Ti, the overlapping time will be calculated. tiljx is defined as
the effective time to calculate the request tl after completing the request of ti on
virtual machine j of resource provider x. The value of tiljx depends on the speed of
virtual machines, arrival time, deadline, and workload of ti and tj. tiljx is calculated
as follows:

tiljx ¼
min D� Uil; dl � alð Þ if al � ai � wi

sjx
D� Uil if al � ai\ wi

sjx
and dl � ai �D

dl � ai þUilð Þ if al � ai\ wi
sjx

and dl � ai\D

8><
>: ð20Þ
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Therein Uil ¼ wi
sjx

þmaxðal � di; 0Þ, sjx the speed of virtual machine is mapped to

request ti

Mprofit algorithm
Input: S is the set of request which has been accepted by the SaaS provider, and the
output of ACACO and ACPSO algorithms.
Output: An optimal schedule ST to map the request to virtual machine.

Description algorithm:

3.4 Correctness of the Algorithms

– Stutzle and Dorigo [3], Clerc [15] proved the convergence of the ACO and PSO
algorithms which ensure the convergence of proposed algorithm ACACO and
ACPSO.

– ACACO and ACPSO algorithms map the request i into the virtual machine j of
the provider x based on the probability and fitness function as in formula (12)
and (15). Therefore, the smaller the cost of virtual machine is, the greater the
heuristic information and the greater fitness function are. This results in more
probability of selecting low-cost VMs.

– The resource rental period is D-minute, therefore request ti completes its task on
itself with the lesser time than D-minute, but to pay the fee of D-minute. Mprofit
algorithm takes advantage of this effective time interval to process the next
request, which makes the costs of the entire system reduced, according to the
objectives of SaaS providers
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3.5 Simulation and Evaluation of the Algorithms

The algorithms are installed in NetBean 7.1.1, JDK 6, CloudSim 2.1 tools package
[16] with the following parameters: Use 4 Datacenter, 10 physical hosts, 150 virtual
machines. The parameters of users and resource providers are identified:

On the user side: the arrival time to be taken at random from 1 to 500, deadline is
generated randomly between (dl, du) minutes and the different values of dl and du
are limited from 10 to 1500, deadline must be greater than arrival time. Workload is
taken at random from 8 × 104 to 105 MI, based on the workload the required budget
is estimated, the remaining parameters are taken as implicit in CloudSim.

On the resource provider’s side: the researchers simulate upon four resources
providers; each resource provider has a number of virtual machines, costs, speed,
and different bandwidth. In simulation installation, the Vm class of CloudSim is
inherited to create a virtual machines with the parameters of speed and cost are
defined as follows: speed is taken at random from 103 to 5 × 103 MIPS corre-
sponding with the costs which are real numbers taken at random from 0.001 to 0.01,
other parameters of the virtual machine as a virtual machine initialization time,
bandwidth, etc. took default values of CloudSim.

The values in simulation is the result of the 5 tests and the average results are
obtained. In the simulation, we compare the total cost on the requests which were
accepted by the SaaS provider, these requests must be present in the output of the
algorithms. In contrast when compared to the benefit of providers, we calculate on
all requests are accepted.

3.5.1 Analyze the Total Cost and Total Profit as Fixed Requests

Figures 1 and 2 show the total cost and total profit of algorithms; using 150 VMs
and 1000 requests. Simulation results show that the total cost is often lower and

Fig. 1 The total cost of the
algorithms as fixed requests
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total profit of Mprofit algorithm is often higher than in remaining algorithms. The
reason is that the ACACO and ACPSO algorithms are responsible for admission
control, accepting or rejecting the user requests, the requests is accepted will be
mapped to VMs which have low cost, then Mprofit algorithm continues taking
advantage of the overlapping time of the requests in the same IaaS provider, which
leads to the total of processing fee reduction as Fig. 1.

In contrast, sequential algorithm does not consider the overlapping period
between requests, but uses exhaustive algorithm to find the resource, so there will
be many cases that the request can’t use all the rental time, this will make the cost of
the sequential algorithm increase and take a huge amount of time to make a
schedule. As EDF algorithms only consider the ratio used: U ¼Pm

i¼1
Ci
Ti
� 1 (where

Ci is the execution time and Ti corresponded deadline) [17, 18] to map the request
to the resource, thus EDF algorithm only ensures the request to complete before the
deadline, regardless of the cost of the request. So, we do not consider the EDF
algorithm when comparing the benefits of SaaS providers.

The results in Fig. 2 shows the total profit given by SaaS providers of sequential
algorithm and Mprofit algorithm are nearly equal. The sequential algorithm uses
exhaustive algorithm to find the best resources, whereas Mprofit algorithm takes
advantage of the period that is not used up to implement for the next request.

3.5.2 Analyze the Total Cost and Total Profit as Fixed Number
of VMs and Changing Number of Requests

This section presents the results of the total cost, total profit when change the
number of requests from 1000 to 5000 and also maintaining the fixed number of
VMs as 150, as shown in Figs. 3 and 4. Sequential algorithm uses the exhaustive
algorithm to find the resource, therefore the larger the requests are, the more time

Fig. 2 The total profit of the
algorithms as fixed requests
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used for scheduling the complexity of algorithm will be exponential, so the
sequential algorithm is not considered in this section. When the number of requests
increases, it will have many requests that can’t use all the rental time, while Mprofit
algorithm would be able to use all of such rental time. This will lead to the total cost
of Mprofit algorithm is much smaller than EDF, ACPSO and ACACO algorithms,
as shown in Fig. 3. Although the cost of ACPSO algorithm is higher than ACACO
algorithm but ACPSO load balancing and faster than ACACO. When the input data
of Mprofit algorithm is outputs of ACACO (Mprofit for ACACO) will give the
biggest benefit to the SaaS provider, as shown in Fig. 4.

4 Conclusions

The article focuses on researching the admission control algorithm and scheduling
for users’ requests with QoS constraints, in each request, the researchers check all
factors such as arrive time, cost, deadline, budget, word-load, rates of penalization,

Fig. 3 The total cost of the
algorithms when requests
change

Fig. 4 The total profit of the
algorithms when requests
change
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input and output file sizes; each virtual machine has speed, cost and different
bandwidth. This paper proposes ACACO, ACPSO algorithms to admission control
and find the resources with low cost in order to bring the lowest cost to users. In
combining with Mprofit algorithm, the Mprofit algorithm is proposed to use up all
the time that the requests rented for bringing the most profit to SaaS provider.
According to the analysis and strategically experimental results of the same samples
and using some CloudSim simulations show that ACACO, ACPSO and Mprofit
algorithms have impressive improvement of cost compared to the sequential and
EDF algorithms.
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A Novel Clustering-Based 1-NN
Classification of Time Series Based
on MDL Principle

Vo Thanh Vinh and Duong Tuan Anh

Abstract In this work, we propose a clustering-based k-NN classifier for time
series data. The classifier aims to select useful instances for the training set at the
classifying step in order to reduce the training set and speed up the classification.
First, we apply the MDL principle in selecting the core and peripheral sets for the
clusters formed in the clustering step. Second, our classifier applies the
Compression Rate Distance, a powerful distance measure for time series, which was
proposed in our previous work. We conducted experiments over a vast majority
number of time series datasets. The experimental results reveal that our proposed
method can outperform the original Clustering-based k-NN and the two other
methods INSIGHT, and Naïve Rank in most of the tested datasets. In comparison to
the traditional k-NN method which use the whole original training set, our proposed
method can run much faster while the accuracy rates decrease insignificantly (about
1.59 %) and in some data sets, the accuracy rates even increase.

Keywords Time series � MDL principle � Compression rate distance �
Clustering-based classification � k-nearest neighbor � Instance selection

1 Introduction

Due to high dimensionality, a challenging property of time series data, there are just
a few classification methods that can be applied in time series data such as:
Artificial Neural Network, Bayesian Network, Decision Tree, etc. Among these
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methods, the simple approach 1-Nearest Neighbor (1-NN) Classifier has been
considered as very hard to beat for time series data since it can bring out the highest
classification accuracy [1, 2]. There are some approaches to enhance the efficiency
of 1-NN Classifier in time series such as using some index structures, reducing
dimensions of time series, speed up the computational time of distance measure,
and reducing the number of instances in the training set. For the last direction, one
method was proposed by Xi et al. [1] which used an instance ranking function
called Naïve Rank. In 2011, Buza et al. proposed another method based on graph
theory [3], which also attempts to rank the instances in the training set.

Both methods, Naïve Rank [1] and INSIGHT [3] can reduce the training set to a
specific percentage of instances based on an instance ranking function. Naïve Rank
ranking formulas are as follows: for an instance x in the training set,
rank xð Þ ¼ P

j k, with k = 1 if class(x) = class(xj); otherwise, k = −2, where xj is the
instance having x as its nearest neighbor. When applying rank(x) function, some
time series can have the same ranking. Therefore, the authors proposed the second

function priority xð Þ ¼ P
j 1=d x; xj

� �2 to break this tie, where d(x, xj) is the distance
between instances x and xj.

The INSIGHT (Instance Selection based on Graph-coverage and Hubness for
Time series) was proposed by Buza et al. [3]. This method uses the score functions
for an instance x based on hubness property of this instance. There are three score
functions as follows: good 1-occurrence score fG xð Þ ¼ f 1G xð Þ, relative score
fR xð Þ ¼ f 1G xð Þ= f 1N xð Þþ 1

� �
, and Xi’s score fXi xð Þ ¼ f 1G xð Þ � 2f 1B xð Þ, where f 1G xð Þ is

the number of instances in the training set having x as their 1-NN and x has the
same label as them, f 1B xð Þ is the number of instances in the training set having x as
their 1-NN and x has different label from them, f 1N xð Þ is the number of instances in
the training set having x as their 1-NN.

In this work, for time series data, we proposed a novel clustering-based k-NN
classifier which based on k-means clustering algorithm in its learning step. This
kind of classifiers was firstly proposed by Hwang and Cho [4] for ordinary data and
our work is the first attempt to apply their method for time series data. Our con-
tributions in this work can be summarized as follows. First, we propose a sys-
tematical way based on the Minimum Description Length (MDL) principle to select
the core and peripheral sets for the clusters formed in the clustering step of this
classifier. Second, we apply our recently proposed distance measure in time series,
the Compression Rate Distance (CRD) in our proposed classifier. The CRD is a
powerful distance measure which was proved outperforming most of the widely
used distance measure in time series data such as Euclidean Distance, Dynamic
Time Warping Distance, Complexity-Invariant Distance. Finally, our experiments
were conducted over a vast majority number of time series datasets. The experi-
mental results reveal that our method outperforms the original Clustering-based k-
NN [4], INSIGHT [3], and Naïve Rank [1] in most of the tested datasets. In
comparison to the traditional method which uses the whole original training set, our
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proposed method can run remarkably faster while the accuracy rates decrease
insignificantly (about 1.59 %) and in some datasets, the accuracy rates even
increase.

2 Background and Related Works

2.1 Time Series and 1-Nearest Neighbor Classifier

A time series T is a sequence of real numbers collected at regular intervals over a
period of time: T = t1, t2,…, tn. Furthermore, a time series can be seen as an n-
dimensional object in metric space. In 1-Nearest Neighbor Classifier (1-NN), the
data object is classified the same class as its nearest object in the training set. The
1-NN has been considered hard to beat in classification of time series data among
other methods such as Artificial Neural Network, Bayesian Network, etc. [1, 2].

2.2 Clustering-Based Reference Set Reduction
for K-NN Classifier

The clustering-based k-NN classification method proposed by Hwang and Cho in
[4] consist of two steps: preprocessing and classification. In the pre-processing step,
the reference set is partitioned into clusters. K-means clustering is used because it is
relatively fast. The instances assigned to each cluster are the split into “core set” and
“peripheral set”. The instances located within a certain distance from the cluster
center are put into “core set” while the rest are put into “peripheral set”. In clas-
sification step, first the distance from the new instance xt to the cluster centers is
calculated. The instances from the closest cluster and from the peripheral sets of
adjacent clusters are put into the reference set. Finally, k-NN is performed with the
reference set just obtained.

2.3 Minimum Description Length Principle:
A Model Selection Method

The MDL principle is a formalization of Occam’s razor in which the best
hypothesis for a given set of data is the one that leads to the best compression of the
data. MDL was introduced by Rissanen [5]. This principle is a crucial concept in
information theory and computational learning theory. The MDL principle is a
powerful tool which has been applied in many time series data mining tasks, such as
discovery motif [6], criterion for clustering [7], semi-supervised classification of
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time series [8–10], discovery rules in time series [11], Compression Rate Distance
measure for time series [12]. In this work, we use a version of MDL for time series
which was applied in some previous studies such as in [7–12]. The MDL principle
is described as follows:

Discrete Normalization Function: A discrete function Dis_Norm is the func-
tion to normalize a real-value subsequence T into b-bit discrete value of range [1,
2b]. The maximum of the discrete range value 2b is also called the cardinality:

Dis Norm Tð Þ ¼ round T�minð Þ= max - minð Þ � 2b� 1
� �� �þ 1

where min and max are the minimum and maximum value in T, respectively. After
casting the original real-valued data to discrete values, we are interested in deter-
mining how many bits are needed to store a particular time series T. It is called the
Description Length of T.

Entropy: entropy can be understood as the average number of bits requires
representing one element of a sequence

E Tð Þ ¼ �
X

t in unique ðTÞ
P T ¼ tð Þlog2P T ¼ tð Þ

where P(T = t) = frequency(t)/length(T) is the probability of value t in time series T,
and unique(T) is a set of unique values in T. For example: T = [2 1 2 1 1 2 2 3],
length(T) = 8, unique(T) = {1, 2, 3}, frequency(1) = 3, frequency(2) = 4, frequency
(3) = 1. Therefore, E Tð Þ ¼ �P T ¼ 1ð Þ � log2 P T ¼ 1ð Þ � P T ¼ 2ð Þ � log2 P
T ¼ 2ð Þ � P T ¼ 3ð Þ × log2P T ¼ 3ð Þ ¼ � 3=8ð Þ � log2 3=8ð Þ � 4=8ð Þ � log2 4=8ð Þ
� 2=8ð Þ � log2 2=8ð Þ = 1.5306 bits. Note that time series T is a discrete time series
which was transformed by the above Dis_Norm function.

Description Length: a description lengthDL of a time series T is the total number
of bits required to represent it: DL(T) = w × E(T), where w is the length of T.

Hypothesis: a hypothesis H is a time series used to encode one or more time
series of the same length. We are interested in how many bits are required to encode
T given H. It is called the Reduced Description Length of T.

Reduced Description Length: a reduced description length of a time series
T given hypothesis H is the sum of the number of bits required in order to encode
T exploiting the information in H. i.e. DL(T|H), and the number of bits required for
H itself. The reduced description length is defined as follows:

DL T ,Hð Þ ¼ DL Hð ÞþDL T jHð Þ

One simple approach of encoding T usingH is to store a difference vector between
T and H. Therefore: DL(T|H) = DL(T − H). The MDL is a method for selecting a
good model. A model is considered good if there are some compressions obtained
through encoding. For example: Given A and B, two time series of length 20:
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A ¼ 4 5 7 7 8 9 11 11 12 13 14 16 16 17 20 19 20 21 22 22½ �
B ¼ 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23½ �

Without encoding, the bit requirement to store A and B is 20 × E(A) + 20 × E
(B) = 20 × 3.8219 + 20 × 4.3219 = 162.876 bits. The difference vectorA′ =A−B = [0 0
1 0 0 0 1 0 0 0 0 1 0 0 2 0 0 0 0−1]. The bit requirement is now just 20 × E(A′) + 20 × E
(B) = 20 × 1.154 + 20 × 4.3219 = 109.518 bits, which brings out a good data
compression.

Now given B as above and C = [23 18 13 22 8 13 5 10 11 9 6 21 19 20 4 6 9 6 10
11]. We compute the bit requirement without encoding: 20 × E(C) + 20 × E
(B) = 20 × 3.6842 + 20 × 4.3219 = 160.122 bits. With encoding, the bit requirement
now is 20 × E(C − B) + 20 × E(B) = 20 × 4.0219 + 20 × 4.3219 = 166.876 bits. This
result illustrates that C is not similar to B because there is no compression when
using encoding.

In this work, we apply the MDL principle to select the core sets for the clusters
formed in the clustering-based classification which will be depicted in Sect. 3.
Besides, the MDL principle is also a core spirit in the Compression Rate Distance
which is described in the next subsection.

2.4 Compression Rate Distance

The Compression Rate Distance (CRD) was proposed in our previous work in 2015
[12]. In the work, we showed that the CRD can outperform Euclidean Distance,
Complexity-Invariance Distance (CID) [13], and Dynamic Time Warping Distance
(DTW) [14, 15] in classification problem using 1-NN. In addition, the CRD can
satisfy many important properties such as Early Abandoning, Lower Bounding, and
Relaxed Triangular Inequality in the semi-metric space. The spirit behind the CRD
is based on the Minimum Description Length principle. If we can compress our
time series when we use one time series as a hypothesis to encode the other one,
their distance is reduced; otherwise, their distance increases. The CRD is defined as
follows:

CRD Q,Cð Þ ¼ CR Q,Cð Þa þ 1½ � � ED Q,Cð Þ

where and CR is the compression rate, computed by

CR Q,Cð Þ ¼ E Q�Cð Þ=[minfE Qð Þ;E Cð Þþ e]

with E(t) as the entropy of time series t, ED as the Euclidean Distance. For more
information about the CRD, interested reader can refer to [12].
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3 Proposed Method

The clustering-based classification method was firstly proposed by Hwang and Cho
[4] for ordinary data, our work is the first attempt to apply this method for time
series data. In the algorithm proposed by Hwang and Cho, in preprocessing step,
the reference set is grouped into clusters. The patterns assigned to each cluster are
split into “core set” and “peripheral set”. The patterns located within a certain
distance from the cluster center are put into “core set” while the rest are put into
“peripheral set”.

Different from Hwang and Cho’s method which chooses the core set with the
instances that have distance to their centroid lower than or equal to two times of the
average distance to centroid of all instances in that cluster, we propose to select the
core set by using the MDL principle. The spirit behind our method is that if we can
compress the time series by using its centroid as hypothesis, we assign them to the
core set of that cluster; otherwise, the time series is assigned into the peripheral set
of that cluster. Our propose method is separated into two steps:

• Step 1: This step is the learning step. Firstly it bases on k-means clustering
algorithm to cluster the training set; then, it selects the core set of each cluster
bases on the MDL principle. The k-means is chosen for clustering here since its
low complexity is very suitable for time series data which has very high
dimensionality. Figure 1 illustrates the algorithm of this step. Note that
Euclidean Distance is applied in k-means clustering only.

• Step 2: This step is the adaptive classification step. Firstly, it identifies which
time series in the original training set should be used; then, it classifies the new
time series with the selected patterns in training set by using 1-NN and CRD
measure. CRD measure is used here since it is more accurate than Euclidean
distance in classification and also much faster than DTW distance. In Fig. 2, we
illustrate the algorithm of this step.

[C, L, CoreSet, SurfaceSet] = Clustering-based_1-NN_Learning (TRAIN, k) 
// TRAIN: training set; k: number of clusters; C: centroids set, L: labels of each time series
from k-means (different from real label of each time series in TRAIN).
1
2 
3 
4 
5 
6 
7 
8 
9 
10

[C, L] = k-means(TRAIN, k)
for each centroid c in C

for each time series t in the cluster with centroid c
if CR(t, c) ≤ 1 

CoreSet(c) = CoreSet(c) U {t} // Add t to core set of cluster c
else

PeripheralSet(c) = PeripheralSet(c) U {t} // Add t to peripheral set of cluster c
end

end
end

Fig. 1 Learning based on k-means algorithm
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Note that in line 4 of the algorithms in Fig. 1, and line 2 of the algorithm in
Fig. 2, we use the compression rate to decide if the time series is assigned into the
core set or the peripheral set. This compression rate bases on the MDL principle and
is defined as in the CRD measure in Sect. 2.4. The rationale behind this core set
selection method is that if we can compress the time series by using the centroid of
its clusters as hypothesis, we assigned it into the core set of that cluster; otherwise,
we assigned it into the peripheral set of that cluster. Recall that for the original
method in [4], this criterion is Distance(t, c) ≤ 2 × AVERAGE{Distance(ti, c)|ti:
time series in cluster with centroid c}.

For the classification step, to select instances from the original training set to be
used in the 1-NN classifier, there are two cases: If the time series to be classified is
in the core set of its nearest cluster, the training set to be used is only the core set of
that nearest cluster; otherwise, the training set to be used is all the time series of its
nearest cluster and all the time series in the peripheral sets of the other clusters.
Notice that in the classification step, CRD distance is used in the 1-NN procedure
(Line 8 in Fig. 2).

4 Experimental Evaluation

We implemented our proposed method and the other methods in Matlab 2012 and
conducted the experiments on the Intel Core i7-740QM 1.73 GHz, 4 GB RAM PC.
In the experiments, we compare the accuracy rates of our method with those of
Traditional method (use the whole original training set), Original Clustering-based
[4], Naïve Rank [1], and INSIGHT [3]. The accuracy rate is the ratio of the number
of correctly classified instances on tested data to the total number of tested
instances. In general, the higher the accuracy rate is, the better the method is.

Our experiments are conducted by using 10-fold cross-validation over the
datasets from the UCR Time Series Classification Archive [16]. There are 47
datasets used in these experiments, which is the before summer 2015 datasets; each
has from 2 to 50 classes. The length of each time series in each datasets is from 60

label = 1-NN_Classifier (C, CoreSet, PeripheralSet, t)
// C: centroid set; CoreSet: core set of each cluster; PeripheralSet: peripheral set of 
each cluster; t: the time series to be classified; label: output label of t. 
1
2 
3 
4 
5 

7 
8 

Find nearest centroid cnr in C of time series t
if CR(t, cnr) ≤ 1
    TRAIN = CoreSet(cnr) 
else
    TRAIN = CoreSet(cnr)  U PeripheralSet(c1) U PeripheralSet(c2) U…

U PeripheralSet(ck) // k is the number of clusters
end
label = 1-NN (TRAIN, t) // use the CRD measure

Fig. 2 Classification algorithm
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to 1882. Due to space limit, we do not show details of the datasets. Interested reader
can find more details about these datasets in [16]. A list of dataset names is also
shown in Table 1 when we report main experimental results. Some initial param-
eters in the experiments are set as follows: α value of CRD is set to 2. Cardinality
for the MDL principle (described in Sect. 2.3) is set to 8 (3-bit discrete values). For
all the methods, we use CRD as distance measure. Euclidean Distance is applied
only in k-means clustering in our methods (other parts of our method still use
CRD). The number of clusters k in k-means algorithm is set to the number of classes
of each dataset. The scoring function used in the INSIGHT method is good
1-occurrence score.

4.1 Experimental Results

In Fig. 3, we show three scatter graphs of accuracy rates that compare the proposed
method (Clustering-based with support of MDL) to the three methods: Original
Clustering-based [4], Naïve Rank [1], and INSIGHT [3]. Each circle point in the
scatter graphs represents a dataset. In general, the more circle points deviate on the
lower triangle, the better our proposed method is. Figure 3a shows that our pro-
posed method outperforms the Original Clustering-based in most of the datasets.
That means the way we select the core set based on MDL principle brings better
results. In details, our method outperform Original Clustering-based in 29 datasets,
draw in 10 datasets, and lose in only 8 datasets. Due to limited space, we do not
show the details of accuracy rates. In order to compare with Naïve Rank and
INSIGHT, we first reduce the training set to the same size as in our proposed
method and then we apply the k-NN classification. Figure 3b, c also shows that our
method significantly outperform the two previous methods. The proposed method
wins INSIGHT in 34 datasets, draws in 4 datasets and loses in 9 datasets; it wins
Naïve Rank in 39 datasets, draws in 2 datasets and loses in 6 datasets. Moreover, in
Table 1, we show details about the accuracy rates of the proposed method, Naïve
Rank, and INSIGHT.

Fig. 3 Comparing the accurate rates of the proposed method with those of Original
Clustering-based (a), Naïve Rank (b), and INSIGHT (c)
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In comparison to the Traditional k-NN which uses the whole original training
set, the accuracy of our method decreases just a little, about 1.59 % in average. In
some datasets, the accuracy rate does not change or even increases. Moreover, our
proposed method just uses a small amount of time series in the training set, and it
can run much faster than the Traditional k-NN method. Table 1 illustrates details
about the speed up rate as well as the accuracy of our method compared to
Traditional k-NN. For example, over CinC_ECG_torso dataset, the speed up rate is
2.2 (speed up rate is the ratio of the running time of Traditional k-NN to that of our
method), and the accuracy rate only decrease 1.3 % (from 99.9 to 98.7 %). On
NonInvasiveFatalECG_Thorax2 dataset, the speed up rate is 27.8, and the accuracy
rate decrease only 1.3 % (from 90.9 to 89.6 %). On Yoga dataset, the accuracy does
not change, and the speed up rate is 2.1. Many other good results of our method can
be easily seen from Table 1.

In addition, we also compare our method using CRD measure against it using
Euclidean Distance. The results show that CRD helps to bring out better results than
Euclidean Distance. Due to limited space, we do not show these experiment results.

5 Conclusions and Future Works

Reducing the size of training set is very crucial in improving the accuracy and speed
of k-NN classifier. In this work, our proposed method inherits some ideas from the
clustering-based reference set reduction for k-NN classifier proposed by Hwang and
Cho [4] and applies these ideas the first time in time series classification. We
employed MDL principle in selecting the core sets of the clusters formed in clus-
tering step and applied CRD measure in our time series 1-NN classifier. The
experimental results reveal that our proposed method outperforms the two other
methods in time series classification: Naïve Rank and INSIGHT. Besides, its
accuracy rate is closely equal to the Traditional k-NN classifier, while the running
time is remarkably better. We attribute the high performance of our method to the
use of MDL principle in partitioning the clusters into core and peripheral sets and the
use of CRD measure in 1-NN classification step.

As for future work, we intend to extend our method so that it can allow user to set
a specific number of instances in the training set as in Naïve Rank and INSIGHT.
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Efficient Subsequence Join Over Time
Series Under Dynamic Time Warping

Vo Duc Vinh and Duong Tuan Anh

Abstract Joining two time series in their similar subsequences of arbitrary length
provides useful information about the synchronization of the time series. In this
work, we present an efficient method to subsequence join over time series based on
segmentation and Dynamic Time Warping (DTW) measure. Our method consists of
two steps: time series segmentation which employs important extreme points and
subsequence matching which is a nested loop using sliding window and DTW
measure to find all the matching subsequences in the two time series. Experimental
results on ten benchmark datasets demonstrate the effectiveness and efficiency of
our proposed method and also show that the method can approximately guarantee
the commutative property of this join operation.

Keywords Time series � Subsequence join � Important extreme points � Nested
loop join � Dynamic time warping

1 Introduction

Time series data occur in so many applications of various domains: from business,
economy, medicine, environment, meteorology to engineering. A problem which
has received a lot of attention in the last decade is the problem of similarity search
in time series databases.

The similarity search problem is classified into two kinds: whole sequence
matching and subsequence matching. In the whole sequence matching, it is supposed
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that the time series to be compared have the same length. In the subsequence
matching, the result of this problem is a consecutive subsequence within the longer
time series data that best matches the query sequence.

Besides the two above-mentioned similarity search problems, we have the
problem of subsequence join over time series. Subsequence join finds pairs of
similar subsequences in two long time series. Two time series can be joined at any
locations and for arbitrary length. Subsequence join is a symmetric operation and
produces many-to-many matches. It is a generalization of both whole sequence
matching and subsequence matching. Subsequence join can bring out useful
information about the synchronization of the time series. For example, in the stock
market, it is crucial to find correlation among two stocks so as to make trading
decision timely. In this case, we can perform subsequence join over price curves of
stocks in order to obtain their common patterns or trends. Figure 1 illustrates the
results of subsequence join on two time series. This join operation is potentially
useful in many other time series data mining tasks such as clustering, motif dis-
covery and anomaly detection.

There have been surprisingly very few works on subsequence join over time
series. Lin et al. in 2010 [5, 6] proposed a method for subsequence join which uses
a non-uniform segmentation and finds joining segments based on a similarity
function over a feature-set. This method is difficult-to-implement and suffers high
computational complexity that makes it unsuitable for working in large time series
data. Mueen et al. [7] proposed a different approach for subsequence join which is
based on correlation among subsequences in two time series. This approach aims to
maximizing the Pearson’s correlation coefficient when finding the most correlated
subsequences in two time series. Due to this specific definition of subsequence join,
their proposed algorithm, Jocor, becomes very expensive computationally. Even
though the authors incorporated several speeding-up techniques, the runtime of
Jocor is still unacceptable even for many time series datasets with moderate size.
These two previous works indicate that subsequence join problem is more chal-
lenging than subsequence matching problem.

In this work, we present an efficient method to subsequence join over time series
based on segmentation and Dynamic Time Warping measure. Our method consists

Fig. 1 Two time series are
joined to reveal some pairs of
matching subsequences
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of two steps: (i) time series segmentation which employs important extreme points
[1, 8] and (ii) subsequence matching which is a nested loop using sliding window
and DTW measure to find all the matching subsequences in the two time series.
DTW distance is used in our proposed method since so far it is the best measure for
various kinds of time series data even though its computational complexity is high.
We tested our method on ten pairs of benchmark datasets. Experimental results
reveal the effectiveness and efficiency of our proposed method and also show that
the method can approximately guarantee the commutative property of this join
operation.

2 Related Work

2.1 Dynamic Time Warping

Euclidean distance is a commonly used measure in time series data mining. But one
problem with time series data is the probable distortion along the time axis, making
Euclidean distance unsuitable. This problem can be effectively handled by Dynamic
Time Warping. This distance measure allows non-linear alignment between two
time series to accommodate series that are similar in shape but out of phase. Given
two time series Q and C, which have length m and length n, respectively, to
compare these two time series using DTW, an n-by-n matrix is constructed, where
the (ith, jth) element of the matrix is the cumulative distance which is defined as

c i; jð Þ ¼ d qi; cj
� �þminfc i� 1; jð Þ; c i; j� 1ð Þ; c i� 1; j� 1ð Þg

That means cði; jÞ is the summation between dði; jÞ ¼ ðqi � cjÞ2, a square dis-
tance of qi and cj, and the minimum cumulative distance of the adjacent element to
(i, j).

A warping path P is a contiguous set of matrix elements that defines a mapping
between Q and C. The tth element of P is defined as pt ¼ ði; jÞt, so we have:

P ¼ p1; p2; . . .; pt; . . .; pT maxðm; nÞ� T\mþ n� 1

Next, we choose the optimal warping path which has minimum cumulative
distance defined as

DTWðQ;CÞ ¼ min

ffiffiffiffiffiffiffiffiffiffiffiffi
XT

t¼1

pt

vuut
8
<
:

9
=
;

The DTW distance between two time series Q and C is the square root of the
cumulative distance at cell (m, n).
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To accelerate the DTW distance calculation, we can constrain the warping path
by limiting how far it may stray from the diagonal. The subset of matrix that the
warping path is allowed to traverse is called warping window. Two of the most
commonly used global constraints in the literature are the Sakoe-Chiba band pro-
posed by Sakoe and Chiba 1978 and Itakura Parallelogram proposed by Itakura
1975 [2]. Sakoe-Chiba band is the area defined by two straight lines in parallel with
the diagonal (see Fig. 2).

In this work, we use the Sakoe-Chiba Band with width R and assume that all the
time series subsequences in subsequence matching under DTW are of the same
length.

2.2 Important Extreme Points

Important extreme points in a time series contain important change points of the
time series. Based on these important extreme points we can segment the time series
into subsequences. The algorithm for identifying important extreme points was first
introduced by Pratt and Fink [8]. Fink and Gandhi [1] proposed the improved
variant of the algorithm for finding important extreme points. In [1] Fink and
Gandhi give the definition of strict, left, right and flat minima as follows.

Definition 1 (Minima) Given a time series t1; . . .; tn and ti is its point such that
1\i\n

• ti is a strict minimum if ti\ti�1 and ti\tiþ 1.
• ti is a left minimum if ti\ti�1 and there is an index right > i such that

ti ¼ tiþ 1 ¼ . . . ¼ tright\trightþ 1.
• ti is a right minimum if ti\tiþ 1 and there is an index left < i such that

tleft�1 [ tleft ¼ . . . ¼ ti�1 ¼ ti.
• ti is a flat minimum if there are indices left < i and right > i such that

tleft�1 [ tleft ¼ . . . ¼ ti ¼ . . . ¼ tright\trightþ 1

Fig. 2 (Left) Two time series
Q and C which are similar in
shape but out of phase: Using
euclidean distance (top left)
and DTW distance (bottom
left). Note that Sakoe-Chiba
band with width R is used
to limit the warping path
(right) [9]
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The definition for maxima is similar. Figure 3 shows an example of a time series
and its extrema. Figure 4 illustrates the four types of minima.

We can control the compression rate with a positive parameter R; an increase of
R leads to the selection of fewer points. Fink and Gandhi [1] proposed some
functions to compute the distance between two data values a, b, in a time series. In
this work we use the distance distða; bÞ ¼ a� bj j.

For a given distance function dist and a positive value R, Fink and Gandhi [1]
gave the definition of important minimum as follows.

Definition 2 (Important minimum) For a given distance function dist and positive
value R, a point ti of a series t1; . . .; tn is an important minimum if there are indices
il and ir, where il\i\ir, such that ti is a minimum among til; . . .; tir, and dist
ti; tilð Þ�R and dist ti; tirð Þ�R.
The definition for important maxima is similar.
Given a time series T of length n, starting at the beginning of the time series, all

important minima and maxima of the time series are identified by using the algo-
rithm given in [1]. The algorithm takes linear computational time and constant
memory. The algorithm requires only one scan through the whole time series and, it
can process new coming points as they arrive one by one, without storing the time
series in memory.

After having all the extrema, we can select only strict, left and right extrema and
discard all flat extrema.

In this work, we apply this algorithm for finding all important extrema from time
series before extracting subsequences on them.

Fig. 3 Example of a time series and its extrema. The importance of each extreme point is marked
with an integer greater than 1 [1]

Fig. 4 Four types of important minima [1]. a Strict minimum. b Left and right minima. c Flat
minimum
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3 Subsequence Join Over Time Series Based
on Segmentation and Matching

Our proposed method for subsequence join over time series is based on some main
ideas as follows. Given two time series, first a list of subsequences is created for
each time series by applying the algorithm for finding important extreme points in
each time series [1]. Afterwards, we apply a nested loop join approach which uses a
sliding window and DTW distance to find all the matching subsequences in the two
time series. We call our subsequence join method EP-M (Extreme Points and
Matching).

3.1 The Proposed Algorithm

The proposed algorithm EP-M for subsequence join over time series consists of the
following steps.
Step 1: We compute all important extreme points of the two time series T1 and T2.

The results of this step are two lists of important extreme points EP1 ¼
ep11; ep12; . . .; ep1m1ð Þ and EP2 ¼ ep22; ep22; . . .; ep2m2ð Þ where m1 and
m2 are the numbers of important extreme points in T1 and T2, respectively.
In the next steps, when creating subsequences from a time series (T1 or
T2), we extract the subsequence bounded by the two extreme points epi
and epi+2

Step 2: We keep time series T1 fixed and for each subsequence s extracted from T1
we find all its matching subsequences in T2 by shifting a sliding window
of the length equal to the length of s along T2 one data point at a time. We
store all the resulting subsequences in the result set S1

Step 3: We keep time series T2 fixed and for each subsequence s extracted from T2
we find all its matching subsequences in T1 by shifting a sliding window
of the length equal to the length of s along T1 one data point at a time. We
store all the resulting subsequences in the result set S2

In Step 1, for the algorithm that identifies all the important extreme points in the
time series, we have to determine the parameter R, the compression rate. According
to Pratt and Fink [8], they only suggested that R should be greater than 1. In
this work, we apply the following heuristic for selecting value for R. This heuris-
tic is very intuitive. Let SD be the standard deviation of the time series. We set R to
1.5 * SD.

46 V.D. Vinh and D.T. Anh



The pseudo-code for describing Step 2 and Step 3 in EP-M is given as follows.

Notice that Procedure Subsequence_Matching invokes the procedure DTW_EA
which computes DTW distance. The DTW_EA procedure applies Early
Abandoning technique as mentioned in the following subsection.

3.2 Some Other Issues

• Normalization
In order to make meaningful comparisons between two time series, both must be
normalized. In our subsequence join method, before applying EP-M algorithm
we use min-max normalization to transform the scale of one time series to the
scale of the other time series based on the maximum and minimum values in
each time series.
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Min-max normalization can transform a value v of a numeric variable A to v’ in
the range [min_A, max_A] by computing:

v0 ¼ v�minA
maxA �minA

ðnew maxA � new minAÞþ new minA

• Speeding-up DTW distance computation
To accelerate the calculation of DTW distance, a number of approaches, such as
using global constraints like Sakoe-Chiba band or Itakura parallelogram and
using some lower bounding techniques have been proposed. Besides, Li and
Wang [4] proposed the method which applies an early abandoning technique to
accelerate the exact calculation of DTW. The main idea of this technique is
described as follows. The method checks if values of the neighboring cells in the
cumulative distance matrix exceed the tolerance, and if so, it will terminate the
calculation of the related cell. Li and Wang 2009, called their proposed method
EA_DTW (Early Abandon DTW). The details of the EA_DTW algorithm are
given in [4].

4 Experimental Evaluation

We implemented all the comparative methods with Microsoft C#. We conducted
the experiments on an Intel(R) Core(TM) i7-4790, 3.6 GHz, 8 GB RAM PC. The
experiments aim to three goals. First, we compare the quality of EP-M algorithm in
the two cases: using Euclid distance and using DTW distance. Second, we test the
accuracy and time efficiency of EP-M algorithm. Finally, we check whether the
EP-M algorithm can approximately guarantee the commutative property of the join
operation. For simplicity, we always use equal size time series (i.e. n1 ¼ n2) to join
although our method is not limited to that.

4.1 Datasets

Our experiments were conducted over the datasets from the UCR Time Series Data
Mining archive [3]. There are 10 datasets used in these experiments. The names and
lengths of 10 datasets are as follows: Chromosome-1 (128 data points), Runoff (204
data points), Memory (6874 data points), Power-Demand-Italia (29931 data points),
Power (35450 data points), Koski-ECG (144002 data points), Chromosome
(999541 data points), Stock (2119415 data points), EEG (10957312 data points).

Since the subsequence join has to work on the two time series of some degree of
similarity, we need a method to generate the synthetic dataset T2 (inner time series
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in Step 2) for each test dataset T1 (outer time series in Step 2). The synthetic dataset
is generated by applying the following rule:

xi ¼ xi�1 � jxi�1 � ej where e ¼
P6

i¼1 xi
6

In the above formula, + or − is determined by a random process. The synthetic
dataset is created after the correspondent dataset has been normalized, therefore, the
noisy values does not affect to the generated dataset. Specifically for Runoff dataset
(from The Be River in Southern Vietnam) we use the real datasets (monthly data
from 1977 to 1993) at two measurement stations Phuoc Long and Phuoc Hoa. The
dataset at Phuoc Long Station will play the role of time series T1 and the dataset at
Phuoc Hoa Station will be time series T2.

4.2 DTW Versus Euclidean Distance in EP-M Algorithm

In time series data mining, distance measure is crucial factor which has a huge
impact on the performance of the data mining task. Here we need to know between
DTW and Euclidean distance which measure is more suitable for our proposed
subsequence join method. We conducted the experiment to compare the perfor-
mance of EP-M algorithm using each of the two distance measures in terms of the
number of pairs of matching subsequences found by the algorithm. Table 1 reports
the experimental results over 8 datasets. The experimental results show that with
Euclidean distance, EP-M can miss several pairs of matching subsequences in the
two time series (see the last column). That means EP-M with Euclidean Distance
can not work well in subsequence join as EP-M with DTW. The experiment rec-
ommends that we should use DTW distance in the EP-M algorithm even though
DTW incurs much more computational time than Euclidean distance.

4.3 Accuracy of EP-M Algorithm

Now we turn our discussion to the accuracy of EP-M algorithm. Following the
tradition established in previous works, the accuracy of a similarity search algo-
rithm is basically based on human analysis of the matching subsequences discov-
ered by that algorithm. That means through human inspection we can check if the
matching subsequences of a query in question identified by the proposed algorithm
in a given time series have almost the same shape as the query pattern. If the check
result is positive in most of the test datasets, we can conclude that the proposed
algorithm brings out the accurate similarity search.
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Through our experiment, we found out that the result sets provided by our EP-M
algorithm are quite accurate over all the test datasets.

4.4 Time Efficiency of EP-M

The names and runtimes (in minutes) of 9 datasets by EP-M are as follows:
Chromosome-1 (0.003), Runoff (0.007), Memory (3.227), Power-Demand-Italia
(10.8), Power (82), Koski-ECG (106.2), Chromosome (64.4), Stock (34.7), EEG
(30.45).

The maximum length of these datasets is 30000. The execution time of EP-M on
the Koski-ECG dataset with 30,000 data points is about 1 h 46 min. So, the
runtimes reported are acceptable in practice.

4.5 The Commutative Property of Join Operation by EP-M

The reader may wonder if subsequence join achieved by EP-M can satisfy the
commutative property of join operation, i.e. T1./T2 ¼ T2./T1. We can check this
theoretic property through experiments over 10 datasets with the maximum length
5000. For T1./T2, time series T1 is considered in the outer loop and time series T2 is
considered in the inner loop of Step 2 in EP-M. For T2./T1, the order of compu-
tation is in the opposite. Table 2 reports the experimental results on commutative
property of join operation by EP-M in terms of the number of pairs of matching
subsequences found by the algorithm in two cases T1./T2 and T2./T1. The
experimental results reveal that the difference between two cases is small enough to
confirm that the EP-M method can approximately guarantee the commutative
property of this join operation.

Table 1 Experimental results
in comparing DTW to
euclidean distance

Dataset Length ED DTW ED omissions

Chromosome-1 128 180 277 97

Runoff 204 387 1502 1115

Memory 1000 4040 4101 61

Power-Demand-Italia 1000 5139 23289 18150

Power 1000 8926 10523 6067

Koski-ECG 1000 6562 6562 0

Stock 1000 3236 4531 1295

EEG 1000 13550 35366 21786
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5 Conclusions

Subsequence join on time series data can be used as a useful analysis tool in many
domains such as finance, health care monitoring, environment monitoring. In this
paper, we have introduced an efficient and effective algorithm to perform subse-
quence join on two time series based on segmentation and Dynamic Time Warping
measure.

As for future works, we intend to extend our subsequence join method for the
context of streaming time series. Besides, we plan to adapt our EP-M method with
Compression Rate Distance [10], a new distance measure that is better than DTW,
but with O(n) computational complexity. Future work also includes considering the
utility of EP-M algorithm for the problem of time series clustering, classification,
motif discovery and anomaly detection.
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Multi-Instrumental Deep Learning
for Automatic Genre Recognition

Mariusz Kleć

Abstract The experiments described in this paper utilize songs in the MIDI format
to train Deep Neural Networks (DNNs) for the Automatic Genre Recognition
(AGR) problem. The MIDI songs were decomposed into separate instrument groups
and converted to audio. Restricted Boltzmann Machines (RBMs) were trained with
the individual groups of instruments as a method of pre-training of the final DNN
models. The Scattering Wavelet Transform (SWT) was used for signal representa-
tion. The paper explains the basics of RBMs and the SWT, followed by a review of
DNN pre-training methods that use separate instrument audio. Experiments show
that this approach allows building better discriminating models than those that were
trained using whole songs.

Keywords RBM � Deep neural network � Automatic genre recognition �
Unsupervised Pre-training � Neural networks � Music information retrieval

1 Introduction

Deep Learning (DL) is used in multiple application domains such as speech recog-
nition, language processing, recommendation systems and computer vision [2]. In
particular, Music Information Retrieval (MIR) found several potentials for DL in the
areas of music representation and classification [8, 14, 15, 23]. Deep models are often
constructed from several Restricted BoltzmannMachines (RBMs) stacked one on top
of another. They are trained one layer at a time in an unsupervised manner. RBMs
primarily discover statistical correlation occurring in the data. They operate as fea-
tures detectors learned from that data [3]. In the case of training a DNN to recognize
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handwritten digits1 from the image, first RBM learns to recognise “pen strokes”. The
next one learns segments of the image formed by these strokes, e.g. simple shapes,
circles, squares, crosses. Finally the model learns to recognize whole digits on the last
layer [4]. This technique was inspired by the biology and the ability of human brain
for decomposing visual and auditory signals. Although, the brain signal processing is
far beyond the scope of this paper, most would agree that a musically trained person
can recognize different instruments playing simultaneously in music. But at the same
time, the number of simultaneous sounds and the interference they cause between
each other are the reasons why it is still a challenge for MIR to deal with the
instruments recognition computationally. The techniques that have been proposed so
far are either limited to a slightly defined set of signals, or have low accuracy [16].

1.1 Recent Work

All the recent research on Automatic Genre Recognition (AGR) relied on training
different models with the representation of overall songs computed by MFCC or
Scattering Wavelets Transform (SWT) [1, 6, 21]. According to the survey described
in [22], 23 % of papers about AGR use GTZAN2 dataset for their experiments. The
second widely used benchmark is ISMIR20043 which is 17 % of all papers about
AGR. Many researchers (58 %) construct their private datasets, that unfortunately
prevent them from being compared with others. As the GTZAN is most popular, the
following survey and described experiments are also based on it.

In [21] the authors achieved 83 % accuracy using spectral features on GTZAN,
dividing it into 50, 25 and 25 % of songs for training, validation and evaluation. In
[1] the authors utilized SWT as an signal representation for training SVM classifier.
They achieved 89.3 % accuracy in 10-fold cross-validation test, which is much
better compared to 82 % achieved using MFCC in the same test. Hence, SWT has
turned out to be very effective signal representation for automatic music classifi-
cation. The power of SWT was utilized in [19] together with sparse
representation-based classifiers. They achieved 92.4 % accuracy, which is the state
of the art according to the author’s knowledge.

1.2 Insights into the Role of Musical Instruments

In a musical band, each instrument has a specific role. Percussion provides rhythm
and tempo. Bass gives a base for underlying musical harmony. Some instruments

1http://yann.lecun.com/exdb/mnist.
2http://marsyasweb.appspot.com/download/data_sets.
3http://ismir2004.ismir.net/genre_contest.
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may play backgrounds whilst other the first-plan parts of the song. The musical
genre is determined by a well-defined set of possible instruments. It is also deter-
mined by the type of instruments, their interaction and its consonance. The
instruments “communicate” with each other, playing a composition that makes the
final sound of given song. The problem of polyphonic musical signal decomposi-
tion into separate instrument streams is still a largely unsolved due to many har-
monic dependencies and the signal complexity [10].

As one instrument depends on other instruments, the features representation of
them in hidden layers of a DNN seems to be a promising approach. But obtaining
audio files for training with separate instrument audio is a very difficult task. For
this reason, this paper uses a simulation of real instruments using the sound of
virtual instruments driven by MIDI messages.

This paper is organized as follows: in the next two sections Restricted Boltzmann
Machine and Scattering Wavelet Transformation will be described. Following are
sections describing the dataset and finally, some conclusions are presented.

2 Restricted Boltzmann Machine

A Restricted Boltzmann Machine (RBM) is a generative stochastic neural network
that consists of two layers of visible V ¼ ðv1; . . .; vjÞ and hidden H ¼ ðh1; . . .; hiÞ
units. In addition, each layer has bias units associated to each unit in that layer. The
connections between V and H are symmetrically weighted and undirected. The word
“restricted” refers to the structure of the model where direct interaction between units
in the same layer is not allowed. The visible units correspond to the states of
observations (data). Hidden units are treated as feature detectors that learn a prob-
ability distribution over the inputs [5]. The parameters of an RBM model can be
estimated by maximum likelihood (ML) estimation of weights in an unsupervised
training. The RBM model maximizes the product of likelihood given the training
data, P(data) [5]. An RBM is characterized by the energy function E(V, H) which
denotes the joint probability distribution over all units assigned by the network. It is
given by PðV ;HÞ ¼ Z�1expð�EðV ;HÞÞ, where Z ¼ P

V ;H expð�EðV ;HÞÞ is a
normalizing factor obtained by summing over all possible pairs of visible and hidden
vectors. The basic RBM model has the following energy function:

EðV ;HÞ ¼ �
X

j2V
ajvj �

X

i2H
bihi �

X

j;i

vjhiwji ð1Þ

where vj, hi are the binary states of visible and hidden units, aj, bi are their biases, and
wji is the weight between them [11]. This energy function refers to an RBM with
binary units (called Bernoulli units). An unsupervised training algorithm for RBM,
has been proposed by Hinton and is called Contrastive Divergence (CD) [12]. The
algorithm performs data reconstruction (called Gibbs sampling) from the hidden
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probability distribution of the data. The algorithm is described in detail in [12]. In
addition, many practical hints about training RBMs are given in [11].

RBMs have been used before with different types of data, including images [12],
mel-cepstral coeficients (MFCC) for music and speech representation [18], bags of
words in documents [13], and user ratings of movies [20]. But RMBs owe their
popularity to their ability to be stacked on top of each other, forming Deep Belief
Networks (DBN) [12] that can subsequently be fine-tuned using back-propagation
[2–4].

3 The Scattering Wavelet Transform

The SWT uses a sequence ofWavelet Transforms to compute themodulation spectrum
coefficients of multiple orders [17]. It works by computing a series of Wavelet
decompositions iteratively (the output of one decomposition is decomposed again),
producing a transformationwhich is both transformation invariant (like theMFCC) and
experiences no information loss (proven by producing an inverse transform—some-
thing which cannot be done using MFCC without loss). The WT begins by defining a
family of dilated signals known as wavelets. A single mother waveletwðtÞ is expanded
to a dictionary of wavelets wu;s, translated to u and scaled by s, using the formula

wu;sðtÞ ¼
1ffiffi
s

p w
t � u
s

� �
ð2Þ

These wavelets are then used to decompose the input signal by using a con-
volution operator (denoted by h�i):

Wf ðu; sÞ ¼ h f ;wu;s i ¼
Z

f ðtÞ 1ffiffi
s

p w
t � u
s

� �
dt ð3Þ

Unlike the Fourier transform (which decomposes the signal into sinusoidal
waves of infinite length), the Wavelet Transform (WT) encodes the exact location
of the individual components. The Fourier transform encodes the same information
as the phase component, but this is usually discarded in the standard MFCC feature
set. This means that Fourier-based methods are very good at modeling harmonic
signals, but are very weak at modeling sudden changes or short-term instabilities of
the signal, something that the WT seems to deal with very well [17].

4 Multi-Instrumental Dataset Preparation

GTZAN consists of 1000 musical pieces (30 s. lengths) organized in 10 genres,
distributed uniformly as 100 songs per each genre. In this work, 20 MIDI files
belonging to 4 genres were selected: disco, reggae, metal, rock. The particular songs
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were also a part of the GTZAN. The MIDI files were processed in Apple Logic Pro X
software.4 First, the songs were trimmed to 30 s in length (omitting the first 30 s
intro). Next, instrument tracks were grouped into 3 categories: drums (D), bass
(B) and others (O). The latter group consists of all other instruments that were not a
percussion nor a bass but also not a vocal part (which is usually imitated by the sound
of an arbitrary instrument in the MIDI files). The EXS24 sampler in Logic Pro X was
controlled by the MIDI events generating real sounding instrumental parts. Finally,
these parts were grouped to one of the three categories and saved as audio files.

However, the task of processing MIDI files manually is very time consuming. The
author is developing an automatic method for such processing which should allow
him to extend the SIDB dataset into a much larger dataset to be used in the future.

The SWT transform was computed to a depth of 2 using the ScatNet toolbox.5

The first layer contained 8 wavelets per octave of the Gabor kind and the second
had 2 wavelets per octave of the Morlet type. The window length was set to 370 ms.
Although in [1] 740 ms was pointed out as the more effective for AGR, the author
decided to choose a shorter window in order to obtain more data for unsupervised
training. The reason was the limited number of songs in SIDB. The GTZAN was
also prepared according to the same genre taxonomy as in the SIDB, containing the
4 genres (4-GTZAN). This allowed to perform an experiment with 400 songs and
obtain the baseline (see Sect. 5.2). The goal of this paper is to investigate a new
approach and compare it with the baseline established using common window
length settings.

The data was standardized to have zero mean and unit variance. The 4-GTZAN
songs were randomly shuffled and divided into 2 equal subsets (200 songs for
training and 200 for evaluation). Each subset had exactly 50 songs per genre. These
subsets were used to perform a 2-fold cross validation test.

The core of the code was developed entirely in MATLAB. The implementation
of RBM comes from the Deep Learning Toolbox for Matlab 6

5 The Experiments

Training a traditional neural network (NN) involves initializing its parameters
randomly [7, 9]. While training a DNN, there are two phases: unsupervised
pre-trainig followed by supervised fine-tuning using labeled data. SIDB was used
for training the RBMs during the pre-training phase. Final results were obtained on
4-GTZAN during fine-tuning. In this paper, SIDB pre-training (see Sect. 5.3) was
compared with two established baselines (see Sect. 5.2): training a DNN with
4-GTZAN, and learning standard NNs on the same dataset.

4http://www.apple.com/pl/logic-pro.
5http://www.di.ens.fr/data/software/scatnet.
6http://www.mathworks.com/matlabcentral/fileexchange/38310-deep-learning-toolbox.
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5.1 Evaluation

All models were evaluated by performing 2-fold cross validation (CV) on the
4-GTZAN. The frame-level maximum voting on the test set was used for scoring.
This means that the most correctly classified frames within the song indicate its final
genre. The supervised fine-tuning was performed through 1000 iterations. The
accuracy was recorded throughout the training. The CV tests were performed three
times. Reported outcomes present an average accuracy over three trials of training.

5.2 Baseline

The first baseline used standard NNs with different number of hidden layers on the
4-GTZAN database. There were 4 standard NN models trained. Each layer had 603
units—using the same dimensionality as that of the input. The last layer had 4 units
corresponding to each of the 4 genres. The second baseline was with a DNN, where
GTZAN was used for both, pre-training and fine-tuning. This model had 3 hidden
layers. The final results are presented in Fig. 1.
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Fig. 1 The figure presents the two baselines. It plots accuracy versus iterations in a 2-fold cross
validation test. The lines refer to different topologies of the models and indicate the average
accuracy values over the three trials of training the same model. Hidden units had sigmoid
activation functions. The standard NN models were trained with back-propagation using
cross-entropy cost function, 0.01 learning rate, no momentum and the 1e-4 value of regularization.
DNN in turn, was pre-trained on 4-GTZAN using RBMs through 350 iterations
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5.3 Multi-Intrumental Learning

There were 3 RBMs trained separately with 3 different instrument groups in the
SIDB dataset. In order to train them, the CD-1 algorithm was used for 350 itera-
tions. Momentum was set to 0.5 for only the first 10 epochs. After the 10th epoch,
the momentum was increased to 0.9. During the first 10 epochs, the initial progress
in the reduction of reconstruction error relatively settled down. This technique was
recommended by Hinton in [11]. The training was performed with a mini-batch
data size equal to 30 frames.

The RBMs had 603 units in both their visible and hidden layers. Their parameters
were used to initialize the final DNN model. Equal number of units in the visible and
hidden layers allowed to examine the 6 combinations of pre-training of the final
models. This was possible to achieve by combining the order in which the RBMs
took the place in the individual layers of final DNN. The author assumed that such
approach is allowed, due to the fact that all RBMs learned the features for individual
instrument groups and altogether they can form the features for the whole songs.

There were 6 different DNN models studied. They used RBMs in the following
orders (D-drums, B-bass, O-other): O/B/D, O/D/B, B/O/D, B/D/O, D/O/B and
D/B/O. The models were fine-tuned with back-propagation using 0.0007 learning
rate (it was very low in order not to blur the pre-trained parameters too much) using
the cross-entropy cost function. The value of regularization was decreased during
fine-tuning. As mentioned in [4], unsupervised pre-training acts as strong regu-
larization so it was decreased from 1e-4 to 1e-7. Described experiments allowed to
observe how the order of particular RBM influences the genre classification
accuracy. The results are presented in Fig. 2.
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Fig. 2 The figure plots accuracy versus iterations in DNNs after pre-training their weights with
SIDB. The legend indicates the group of instruments being used for pre-training of the subsequent
hidden layer: drums (D), bass (B), other (O)
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6 Conclusions

In this paper, Restricted Boltzmann Machines and the Scattering Wavelet
Transform were used together in the problem of Automatic Genre Recognition.
Deep Neural Networks were trained to recognize 4 genres in the 4-GTZAN data-
base (reduced from the original GTZAN database). The research took advantage of
features recognized by the three RBMs. They were trained with the three groups of
instruments: drums, bass and others.

Particular attributes of music can be better recognized when analysed separately.
One might not hear characteristic notes for jazz in the double bass part, while hearing
all instruments playing simultaneously. As the experiments showed, analysing them
separately can bring advantages that help training DNNs for AGR. The intuition
about how human perceive the music was one of the inspiration for writing this paper.

From the research that was carried out, it is possible to conclude that the order of
pre-trained weights plays a significant role (see Fig. 2). Every case gives at least a
minor improvement in accuracy compared to training the DNN only with GTZAN
(see Fig. 1). The order in which the first layer was pre-trained by others, next by
drums and finally by bass, can boost the results by about 2 % in the simplified 4
genre recognition task. Also the order of B/D/O performs similarly very well. Using
this approach, it was possible to obtain 92 % accuracy (see Fig. 2) which is better
than the 89 % and 90.5 % obtained in the baselines (see Fig. 1).

According to the author’s knowledge, there were no publications about training
RBMs with separate musical instruments for this task. More data and additional
experiments are required to validate if this method performs the same with more
genres. The author hopes that this paper is a modest contribution to the ongoing
discussions about how human recognize genre of music and how it can be trans-
lated into machine learning. On the basis of the quite promising findings presented
in this paper, work on the remaining issues is continuing and will be presented in
future papers.
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support.
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A Multiple Kernels Interval Type-2
Possibilistic C-Means

Minh Ngoc Vu and Long Thanh Ngo

Abstract In this paper, we propose multiple kernels-based interval type-2 possi-
bilistic c-Means (MKIT2PCM) by using the kernel approach to possibilistic clus-
tering. Kernel-based fuzzy clustering has exhibited quality of clustering results in
comparison with “routine” fuzzy clustering algorithms like fuzzy c-Means
(FCM) or possibilistic c-Means (PCM) not only noisy data sets but also overlap-
ping between prototypes. Gaussian kernels are suitable for these cases. Interval
type-2 fuzzy sets have shown the advantages in handling uncertainty. In this study,
multiple kernel method are combined into interval type-2 possibilistic c-Means
(IT2PCM) to produce a variant of IT2PCM, called multiple kernels interval type-2
possibilistic c-Means (MKIT2PCM). Experiments on various data-sets with validity
indexes show the performance of the proposed algorithms.

Keywords Type-2 fuzzy sets � Fuzzy clustering � Multiple kernels � PCM

1 Introduction

Clustering is one of themost important technique inmachine intelligence, approach to
unsupervised learning for pattern recognition. The fuzzy c-Means (FCM) algorithm
[1] has been applied successfully to solve a large number of problems such as patterns
recognition (fingerprint, photo) [2], image processing (color separated clustering,
image segmentation) [3]. However, the drawbacks of FCM algorithm are sensitive to
noise, loss of information in process and overlap clusters of different volume. To
handle this uncertainty, Krishnapuram et al. used the compulsion of memberships in
FCM, called Possibilistic c-Means (PCM) algorithm [4]. The PCM algorithm solves
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so well some problems of actual data input which may be uncertainty, contradictory
and vaguenesses that FCM algorithm cannot handle correctly. Though, PCM still
exists some drawbacks such as: depending deeply on initializing centroid or sensi-
tivity to noise data [5, 6]. To settle these weakness associated with PCM and improve
accuracy in data processing, multiple kernel method based clustering is used. The
main idea of kernel method by mapping the original data inputs into a higher
dimensional space by transform function. However, different input features may
impact on the results, the multiple kernel method can be combined from various
kernels.

Type-2 fuzzy sets, which are the extension of fuzzy sets of type-1 [7], have
shown advantages when solving uncertainty, have been researched and exploited to
many different applications [8, 9], including fuzzy clustering. The interval type-2
Fuzzy Sets (IT2FS) and the kernel method [10, 11] considered separately have
shown potential for the clustering problems. This combination of IT2FS and
multiple kernels gives the extended interval type-2 possibilistic c-Means [12] in the
kernel space. In this paper, we propose a multiple kernels interval type-2 possi-
bilistic c-Means (MKIT2PCM) which is the kernel method based on the possi-
bilistic approach to clustering. Because data-sets could come from many sources
with different characteristics, the multiple kernels approach to IT2PCM clustering
could be to handle the ambiguousness of data. In which, the final kernel function is
combined from component kernel functions by sum of weight average. The algo-
rithm is experimented with various data to measure the validity indexes.

The paper is organized as follows: Sect. 2 brings a brief background of type-2
fuzzy sets and kernel method. Section 3 describles the MKIT2PCM algorithm.
Section 4 shows some experimental results and Sect. 5 concludes the paper.

2 Preliminaries

2.1 Interval Type-2 Fuzzy Sets

A type-2 fuzzy set [9] defined in X denoted ~A, comes with a membership function
of the form l~Aðx; uÞ; u 2 Jx�½0; 1�, which is a type-1 fuzzy set in [0, 1]. The
elements of field of l~Aðx; uÞ are called primary membership grades of x in ~A and
membership grades of primary membership grades in l~Aðx; uÞ are called secondary
ones.

Definition 1 A type-2 fuzzy set, denoted ~A, is described by a type-2 membership
function l~Aðx; uÞ where x 2 X and u 2 Jx�½0; 1�, i.e.

~A ¼ fððx; uÞ; l~Aðx; uÞÞj8x 2 X; 8u 2 Jx�½0; 1�g ð1Þ
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or

~A ¼ Z

x2X

Z

u2Jx
l~Aðx; uÞÞ=ðx; uÞ; Jx�½0; 1� ð2Þ

in which 0� l~Aðx; uÞ� 1
At each value of x, say x ¼ x0, the 2-D plane whose axes are u and l~Aðx0; uÞ is

called a vertical slice of l~Aðx; uÞ. A secondary membership function is a vertical
slice of l~Aðx; uÞ. It is l~Aðx ¼ x0; uÞ for x 2 X and 8u 2 Jx0�½0; 1�, i.e.

l~Aðx ¼ x0; uÞ � l~Aðx0Þ ¼
Z

u2Jx0
fx0 ðuÞ=u; Jx0�½0; 1� ð3Þ

in which 0� fx0 ðuÞ� 1 (Fig. 1).
A type-2 fuzzy set is called an interval type-2 fuzzy set if its secondary mem-

bership function fx0 ðuÞ ¼ 1 8u 2 Jx i.e. such constructs are defined as follows:

Definition 2 An interval type-2 fuzzy set ~A is characterized by an interval type-2
membership function l~Aðx; uÞ ¼ 1 where x 2 X and u 2 Jx�½0; 1�, i.e.,

~A ¼ fððx; uÞ; 1Þj8x 2 X; 8u 2 Jx�½0; 1�g ð4Þ

Footprint of uncertainty (FOU) of a type-2 fuzzy set is union of primary func-
tions i.e. FOUð~AÞ ¼ S

x2X Jx. Upper/lower bounds of membership function
(UMF/LMF) are denoted by �l~AðxÞ and u~AðxÞ.

Fig. 1 Visualization of a
type-2 fuzzy set
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2.2 Kernel Method

Kernel method gives an exclusive approach which maps all data ϕ from the basic
dimensional feature space Rp to a different higher possibly dimensionality vector
space (kernel space). The kernel space could be of infinite dimensionality.

Definition 3 K is a kernel function on X space if

K x; yð Þ ¼ / xð Þ:/ðyÞ ð5Þ

where / is a nonlinear map from X to a scalar space F: / : Rp ! F; x; y 2 X.
Figure 2 [13] represents the mapping from the original space to kernel space

The function k : X � X ! F is called Mercer kernel if t 2 I and x ¼
x1; x2. . .; xtð Þ 2 Xt the t � t matrix K is positive semi definite.

3 Multiple Kernels Interval Type-2 Possibilistic C-Means
Clustering

3.1 Interval Type-2 Possibilistic C-Means Clustering

Interval type-2 possibilistic c-Means clustering (IT2PCM) is an completion of the
PCM clustering in which we use two fuzzification coefficients m1, m2 corre-
sponding to the upper and lower values of membership. Objective functions used
for IT2PCM is shown in:

Jm1ðU; vÞ ¼ min
Xc

i¼1

Xn

j¼1

ðuijÞm1d2ij þ
Xc

i¼1

gi
Xn

j¼1

ð1� uijÞm1

$ %
ð6Þ

Fig. 2 Expression of the mapping from feature space to kernel space
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Jm2ðU; vÞ ¼ min
Xc

i¼1

Xn

j¼1

ðuijÞm2d2ij þ
Xc

i¼1

gi
Xn

j¼1

ð1� uijÞm2

$ %
ð7Þ

where dij ¼k xj � vi k is the Euclidean distance between the jth data and the ith
cluster centroid, c is the number of clusters and n is number of patterns. m1, m2 is
the degree of fuzziness and gi is a suitable positive number. Upper/lower degrees of
membership �uij and uij are formed by involving two fuzzification coefficients m1, m2

(m1\m2) as follows:

�uij ¼

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ 	 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ otherwise

8
>>><
>>>:

ð8Þ

uij ¼

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ � 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ otherwise

8
>>><
>>>:

ð9Þ

i ¼ 1; 2; . . .; c; j ¼ 1; 2; . . .; n

where gij and gij are upper/lower degrees of typicality function calculated by

gij ¼
Pn

j¼1 �uijd
2
ijPn

j¼1 �uij
ð10Þ

and

gij ¼
Pn

j¼1 uijd
2
ijPn

j¼1 uij
ð11Þ

Because each pattern comes with the membership interval as the bounds �u and u.
Cluster prototypes are computed as

vi ¼
Pn

j¼1ðuijÞmxjPn
j¼1ðuijÞm

ð12Þ

In which i ¼ 1; 2; . . .; c

Algorithm 1: Determining Centroids.

Step 1: Find �uij; uij using (8), (9)
Step 2: Set m	 1
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Compute v0j ¼ ðv0j1; . . .; v0jPÞ using (12) with uij ¼ ð�uij þ uijÞ
2 .

Sort n patterns on each of P features in ascending order.
Step 3: Find index k where: xkl � v0jl � xðkþ 1Þl with k ¼ 1; ::;N and l ¼ 1; ::;P
Update uij: if i� k then do uij ¼ uij else uij ¼ �uij
Step 4: Compute v00j by (12) and compare v0jl with v00jl
If v0jl ¼ v00jl then do
vR ¼ v0j:

Else
Set v0jl ¼ v00jl:
Back to Step 3.

For example we compute vL

In step 3
Update uij:
If i� k then do

uij ¼ �uij:
Else

uij ¼ uij:
In Step 4 change VR with vL.
After having vRi , v

L
i , the prototypes is computed as follows

vi ¼ vRi þ vLi
2

� �
ð13Þ

For the membership grades we obtain

uiðxkÞ ¼ ðuRi ðxkÞþ uLi ðxkÞÞ=2; j ¼ 1; . . .; c ð14Þ

where

uLi ¼
XM

l¼1

uil=P; uil ¼ �uiðxkÞ if xil uses �uiðxkÞ for vLi
uiðxkÞ otherwise

�
ð15Þ

uRi ¼
XM

l¼1

uil=P; uil ¼ �uiðxkÞ if xil uses �uiðxkÞ for vRi
uiðxkÞ otherwise

�
ð16Þ

Next, defuzzification follows the ruleif uiðxkÞ[ ujðxkÞ for j ¼ 1; . . .; c and i 6¼ j
then xk is assigned to cluster i
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3.2 Multiple Kernel Interval Type-2 Possibilistic C-Means
Algorithm

Here, we introduce MKIT2PCM algorithm which can use a combination of dif-
ferent kernels. The pattern xj, j ¼ 1; . . .n and prototype vi, i ¼ 1; . . .c are mapped to
the kernel space through a kernel function /: The objective functions used for
MKIT2PCM is shown in

Qm1 U;Vð Þ ¼
Xc

i¼1

Xn

j¼1

um1
ij k /comðxjÞ � /comðviÞ k2 þ

Xc

i¼1

gi
Xn

j¼1

ð1� uijÞm1 ð17Þ

Qm2 U;Vð Þ ¼
Xc

i¼1

Xn

j¼1

um2
ij k /comðxjÞ � /comðviÞ k2 þ

Xc

i¼1

gi
Xn

j¼1

ð1� uijÞm2 ð18Þ

where k /comðxjÞ � /comðviÞ k¼ d/ij is the Euclidean distance from the prototype vi
to the pattern xj which is computed in the kernel space.

Where /com is the transformation defined by the combined kernels

kcomðx; yÞ ¼ \/comðxÞ;/comðyÞ[ ð19Þ

The kernel kcom is the function that is combined from multiple kernels.
A commonly used the combination is a linearly summary that reach as follows:

kcom ¼ wb
1k1 þwb

2k2 þ � � � þwb
l kl ð20Þ

where b[ 1 is a certain coefficient and satisfying the constraint
Pl

i¼1 wi ¼ 1.

The typical kernels defined on R
p � R

p are used: Gaussian kernel k x; yð Þ ¼
exp �x�y2

2r2

� �
and polynomial kernel kðxi; xjÞ ¼ ðxi 
 xj þ dÞ2

The next is how to compute �uij and uij which can be reached by:

�uij ¼

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2Þ
gi

� �1=ðm1�1Þ 	 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ otherwise

8
>>><
>>>:

ð21Þ

uij ¼

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm1�1Þ � 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ otherwise

8
>>><
>>>:

ð22Þ
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Respectively, where d/com
ðxj; viÞ2 ¼k /comðxjÞ � vi k2

¼ kcom xj; xj
� �� 2

Pn
h¼1 uihð Þmkcom xj; xh

� �
Pn

h¼1 uihð Þm þ
Pn

h¼1

Pn
l¼1 uihð Þm uilð Þmkcom xh; xlð ÞPn

h¼1 uihð Þm� �
2

ð23Þ

where gij and gij are calculated by

gij ¼
Pn

j¼1 �uij/comðxjÞ � v2iPn
j¼1 �uij

ð24Þ

gij ¼
Pn

j¼1 uij/comðxjÞ � v2iPn
j¼1 uij

ð25Þ

Algorithm 2. Multiple kernel interval type 2 possibilistic c-Means clustering
Input: n patterns X ¼ fxigni¼1, kernel functions fkigli¼1, fuzzifiers m1;m2 and

c clusters.
Output: a membership matrix U ¼ fuijgj¼1;::;c

i¼1;::;n and weights fwigli¼1 for the
kernels.

Step 1: Initialization of membership grades

1. Initialize centroid matrix V0 ¼ fvigCi¼1 is randomly chosen from input data set
2. The membership matrix U0 can be computed by:

uij ¼ 1
Pc

k¼1
dij
dlj

� � 2
m�1

ð26Þ

where m[ 1 and dij ¼ d xj � vi
� � ¼ xj � vi

		 		.

Step 2: Repeat

1. Compute distance dðxj; viÞ2 using formula (23)
2. Compute gij and gij using formulas (24), (25)

3. Calculate the upper and lower memberships �uij and uij using formulas (21), (22)
4. Use Algorithm 1 for finding centroids and using formula (12) to update the

centroids.
5. Update the membership matrix using formula (14)

Step 3: Conclusion criteria satisfied or maximum iterations reached:

1. Return U and V
2. Assign data xj to cluster ci if data (ujðxiÞ[ ukðxiÞÞ, k ¼ 1; . . .; c and j 6¼ k.
Else
Back to step 2.
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4 Experimental Results

In this paper, the experiment is implemented on remote sensing images with
validity index comparisons. The vector of pixels is acquired from various sensors
with different spectral. So that, we can identify different kernels for different
spectrals and use the combined kernel in a multiple-kernel method.

The data inputs involve Gaussian kernel k1 of pixel intensities and Gaussian
kernel k2 of spatial information. The spatial function is defined as follows [14]

pij ¼
X

k2NB xjð Þ
uik ð27Þ

where NBðxjÞ represents a squared neighboured 5 × 5 window with the center on
the pixel xj. The spatial function pij express membership grade that pixel xj belongs
to the cluster i.

The kernel algorithm produces Gaussian kernel k of pixel intensities as data
inputs. We use Lansat-7 images data in this experiment with study data of Cloud
Landsat TM at IIS, U-Tokyo, (SceneCenterLatitude: 11.563043 S
SceneCenterLongitude: 15.782159 W).

The results are shown in Fig. 3 where (a) is for VR channel, (b) is for NIR
channel, (c) is for SWIR channel and (d), (e) and (f) are image results of the

Fig. 3 Data for test: land cover classification. a VR channel image; b NIR channel image; c SWIR
channel image; d MKPCM classification; e IT2PCM classification; f MKIT2PCM classification
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classification of MKPCM, IT2PCM and MKIT2PCM algorithms. Figure 4 com-
pares results between MKPCM, IT2PCM-F, MKIT2PCM algorithms (in percentage
%).

We consulted the various validity indexes -which maybe the Bezdek’s partition
coefficient (PC-I), the Classification Entropy index (CE-I), the Separation index
(S-I) and the Davies-Bouldin’s index (DB-I) [15]. We can see the results of these
indexes in the Table 1

The value of validity indexes coming from MKIT2PCM algorithm has smaller
values of PC-I, S-I, DB-I and larger value only of CE-I. So that, the results in
Table 1 show that the MKIT2PCM have better quality clustering than KIT2PCM
and MKPCM in comparison by validity indexes.

5 Conclusion

In this paper, we applied the multiple kernel method to interval type-2 PCM
clustering algorithm which enhances the efficiency of the clustering results. The
experiments completed for remote sensing images dataset that the proposed algo-
rithm quite better results than others produced by the familiar clustering methods of
PCM. We demonstrated that the proposed algorithm can determine proper clusters,
and they can realize the advantages of the possibilistic approach. Some future

Fig. 4 Comparisons between
the result of MKPCM,
IT2PCM, MKIT2PCM

Table 1 The various validity
indexes

Validity Index MKPCM IT2PCM MKIT2PCM

PC-I 0.334 0.225 0.187
CE-I 1.421 1.645 1.736
S-I 0.019 0.171 0.0608
DB-I 2.42 2.051 1.711
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studies may be focused on other possible extensions can be incorporated interval
type 2 fuzzy sets to hybrid clustering approach to data classification use multiple
kernel fuzzy possibilistic c-Means clustering (FPCM).
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Application of Artificial Neural Networks
in Condition Based Predictive
Maintenance

Jiri Krenek, Kamil Kuca, Pavel Blazek, Ondrej Krejcar
and Daniel Jun

Abstract This paper reviews different techniques of maintenance, artificial neural
networks (ANN) and their various applications in fault risk assessment and an early
fault detection analysis. The predictive maintenance is in focus of production
facilities supplying in long supplier chains of automotive industry to ensure the
reliable and continuous production and on-time deliveries. ANN offer a powerful
tool to evaluate machine data and parameters which can learn from process data of
fault simulation. Finally there are reviewed examples of usage of ANN in specific
predictive maintenance cases.
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1 Introduction

Contemporary worldwide industrial environment with high demands of customers
requires a robust, reliable and lean manufacturing processes. This is mainly caused
by requirements like Kanban system of production and Just-In-Time strategy [1]. It
basically means that any overproduction is evaluated as a waste, the storage
capacity at the customer is minimized to essential stock to cover the few following
days or even hours of production.

Due to fact that any overproduction is undesirable and the stock of finished
goods at customer and supplier is limited to necessary minimum, the high demands
are focused on production processes from incoming goods input till the final pro-
duct [2]. Overall equipment effectiveness (OEE) [3] is one of the most important
production facilities key performance indicators and shows how effectively are
manufacturing operations used.

This paper is focused on OEE supporting process, namely the maintenance and
its strategies that are described in second chapter. The third chapter sums up the
artificial neural networks and the areas of their usage. In the follow-up fourth part
comes the review of application of artificial neural network in predictive mainte-
nance. The last, fifth chapter discusses the used applications and their advantages
and/or disadvantages.

2 Maintenance

Maintenance is an activity required to keep the assets close to their original con-
dition to make sure the asset can fulfil the function it was developed or even
purchased for. There exist three strategies of maintenance: Corrective, Preventive
and Predictive.

2.1 Corrective Maintenance

Corrective maintenance, known as a run-to-failure is the one that is activated in case
of machine failure [4]. Such an activity is a must and leads to fast recovery of
running process. In case the problem occurs during production the machine failure
has to be solved immediately. The biggest disadvantage of such a case is that it
often happens without notice of any warning signals and comes in the less
appropriate time causing unexpected interruption of manufacturing process. It is
directly related to additional production costs. This kind of maintenance is exten-
sively time consuming and a cost challenging.
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2.2 Preventive Maintenance

Preventive maintenance is also called condition based maintenance. It is based on
the knowledge from machine manufacturer, experience of maintenance engineers
and a lessons learnt from past service incidents and means a set of activities to be
done within certain period on a set regular frequencies (daily, weekly, monthly and
an annually). Daily activities could be simple checks done by machine operators
like visual inspection of hydraulic oil level or air leakage in selected areas,
inspection of machine noises, control of machine gauges with record of observed
measurements, defined clean-up activities etc. Weekly and monthly activities could
be very similar to daily maintenance tasks but could be more detailed and provided
by specially trained person. Annual preventive maintenance is mainly done by
dedicated engineer if not directly by manufacturer. Such work could also contain
replacement of some machine parts that are identified by manufacturer, different
runtime counters, or by any other definition. The advantage of this maintenance
strategy is that it can be well planned and causes no interruption to manufacturing
processes due to machine idle or during downtime periods. It is also counterbal-
anced with a disadvantage where there could be replaced costly ok parts “just in
case” even if they would do a lot of further job. A value added to the condition
based maintenance is a fact that it leads to system optimization and improvement of
productivity [5].

2.3 Predictive Maintenance

The predictive maintenance brings the new look and a philosophy on the mainte-
nance strategies to achieve the maximum lifetime of machines while the risk of
machine failure is minimized. Some of the failures being fixed within corrective
maintenance could have been identified earlier based on different and specific signs
like uncommon noises, shorter cycle time or obvious change in machine run like
motion speed and fluency, baseless stopping of machinery, overheating parts, etc.
Some of these signs cannot be properly measured and therefore are dependent on
human observation. The other signs might progress over the longer time period and
are not identifiable for human on day-to-day basis. Today’s manufacturers can
supply machines with additional diagnostics software that can capture the machine
system data and parameters or there exist variety of different sensors and techniques
to monitor the noises, heat distribution, torque etc. and store them for further
analysis.

When there are used sophisticated methods of data capturing, the datasets nor-
mally contain tens of thousands records. On the other side the implementation of
preventive maintenance might be very expensive as there is a need of use at least
statistical tools or even better an advanced tools for data processing like data mining
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or artificial neural network, additional sensory systems and therefore needs a good
evaluation whether it is valuable to install these tools.

3 Artificial Neural Networks

Artificial neural network (ANN) is a method of artificial intelligence inspired by
biological structure—a brain [6]. Similarly to this structure the artificial neural
network is built of body called processing element, inputs and outputs. The sig-
nificance of each input is multiplied by weight and together with bias they get to
cell body, the processing element. In the first step the multiplied inputs are summed
by summation function and in the second step they are propagated by transfer
function to an output.

Artificial neural networks are mostly used to solve the following tasks: associ-
ation, classification, clustering, pattern recognition, image processing, control,
optimisation and modelling. The basic design of artificial neuron is very simple
(Fig. 1). It consists of three basic types of layers: an input layer, a hidden layer and
an output layer. The hidden layer can have one or more layers, commonly up to
three based on complexity of solved problem. Weighted signal goes to hidden
layers where there is done most of the computations. Finally it is followed to the
output layer.

3.1 Designs and Topologies

ANNs have different topologies suitable for solving of specific problems. It can be
from simple feed-forward network where the signal flows directly from inputs to
outputs in one direction only till the recurrent or back-propagation networks where

Fig. 1 Layers of artificial
neural network
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the signals beside the direct flow can make the loops to a previous layer or even
within the same layer [7].

A very specific neural network design are the self-organising maps
(SOM) alternatively called Kohonen maps. These topologies use unique architec-
ture with rectangular two dimensional grids up to three dimensional arrays and
employ a characteristic neighbourhood function (Fig. 2). The SOMs are often used
for image processing.

3.2 Learning Algorithms

The process of learning is basically the manipulation of input signal weights to
ensure the best computational results are achieved. During the ANN design and the
testing phase the dataset should be divided into three sets: a training set, a validation
set and a test set. The training set is used for the basic training of the network. The
validation set is used for tuning the algorithm to ensure the best results and the test

Fig. 2 Self-organising map with adopted neighbourhood
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set is there for evaluation of finally designed network with the right algorithm. It is
important, that each of the set contain different data.

There exist two basic types of learning: supervised and unsupervised. The target
of unsupervised training is the system optimization and in practice it can be seen as
maximizing the profit, minimizing the costs or energy, etc.

3.3 Software Computational Tools

Work with artificial neural networks is always connected with processing of high
volume of data which requires advanced commercial and open-source software
tools [8]. Hardware requirements are mostly limited to minimum requirement from
developers. Any computer not older than 8 years will be able to run the SW tools.
The biggest impact on software performance has the number of CPU cores able to
run parallel calculations, RAM and bus speed.

3.4 Applications of ANN

Well trained ANN can cover noisy or incomplete data or is even suitable to predict
unknown data based on defined parameters [9]. ANN tools are massively used for
predictions in economics, weather forecast, chemistry, medicine and pharmacy and
of course in industry. Industrial usage can be found in manifold intelligent sensory
or visual systems or in applications of process control.

In pharmacy the ANN are used for drug design and development where based on
experimentally collected data the ANN can predict new potential drugs with
expected attributes, higher efficiency or lower toxicity based on in vitro-in vivo
relationship [10].

Applications of ANN in biomedicine are focused on early disease diagnosis in
radiology, CT colonography or EEG (electro-encefalography) and EMG
(electro-myography) [11]. The wide applications can be found in diagnosis of
cancer in its early stages [12, 13].

4 ANN Application in Predictive Maintenance

There are available various sensors systems, from simple capacitive and inductive
proximity sensors and photoelectric or laser sensors and vibration sensors to
advanced industrial systems like thermographic cameras, vision systems, process
control systems and measurement sensors that can capture large amount of machine
data available for further elaboration [14–16]. Artificial neural networks show
promising results as a robust tool for evaluation these data in order to support
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predictive maintenance activities. There exist a lot of papers focused on application
of ANN in maintenance. Mainly multi-layer perceptrons (MLP) are used for fault
diagnosis of bearings, induction motors, non-destructive evaluation of check valve
performance and degradation and in robotic systems [17]. Sun et al. [18] has
developed self-organising map for monitoring multi-equipment health management
system with fault detection and a real-time monitoring.

4.1 Mechanical Damage and Crack Detection

Stiffness and damping data based on engine load of large diesel engine crankshafts
were used for early detection of cracks by Villanueva et al. [19]. Their method was
capable to evaluate risk of forming cracks using radial basis function neural network
(RBF) and suggest an implementation possibility of on-line monitoring. Castejón
et al. [20] applied artificial neural networks beside the multiresolution analysis to
diagnose damage of rolling bearings which are a frequent cause of machinery
breakdowns and added radial load data to their model. The data about the crank-
shaft rotation came from accelerometer, phototachometer and the simulations were
done with the new bearing and with bearings combinating artificial damage of inner
race, outer race and a ball. For fault classification, multi-layer perceptron with the
conformance of 80 % was successfully used.

Saxena et al. [21] used combination of accelerometers and an acoustic emission
sensor for the diagnosis of mechanical bearings and compared results of genetic
algorithm (GA) supported ANNs. Pacheco et al. [22] used for bearing fault
detection a method of acoustic measurement with conformity rate 95 % and higher,
Unal et al. [23] with the same results above 95 %. On the top of the above
mentioned defects, Rao et al. [24] defines the additional faults and defects of
bearings that are cage fault, surface irregularities, misaligned races, cracks, pits and
spalls on rolling surfaces. Tian [25] suggests that the late in the bearing life is the
prediction accuracy more important as the aging could affect decision making about
whether the bearing should be replaced or not and uses for computations feed
forward ANN (FF ANN).

4.2 Early Detection of Faulty Electrical Devices

Infrared thermography in non-corrective maintenance is used for detection of heat
distribution of the machine parts. This method profits from the phenomenon that
every object emits infrared radiation. In industrial maintenance, the application of
infrared thermography, is suitable for example for detection of heat losses in
detection of heat of the electrical equipment, transformer load, etc. [26, 27].

Thermal snapshot of machine electrical control cabinet can quickly and easily
display invisible temperature irregularities of electrical devices such as circuit
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breakers, transformers, fuses, relays etc. Abnormal heat concentration on these
devices is caused by faulty, oxidised or loosen contacts, damaged or cracked
insulations or broken surge arrestors [28].

The evaluation could be done by simple look on picture with the temperature
scale finding the places coloured above the set temperature limits. Huda et al. [29]
used multi-layer perceptron with one hidden layer and 5-fold cross validation
method for evaluation of temperature differences from ambient temperature or a
component with the similarly expected temperature value.

The temperatures were classified in three classes: no defect with temperature
difference less than 5 °C; probable deficiency with difference above 5 °C and a
defect with major discrepancy with temperature difference above 15 °C. This
procedure advances from the fact, that it is robust against the differences of subject
emissivity on measuring its temperature. Normalisation of the images was done by
conversion to greyscale bitmaps where focused regions were selected for detailed
analysis.

Huda et al. [29] used comparison of hotspot features like highest grey value,
kurtosis, standard deviation, entropy, contrast, energy against the reference areas.
For feature selection they used a discriminant analysis to reduce noisy data and
applied further various tests to evaluate the features performance. They achieved up
to 83 % of sensitivity rate on defect classification while parallel discriminant
analysis prediction produced better results on specificity and accuracy.

4.3 Detection of Faults on Pneumatic Systems

Pneumatic systems consisting from various pneumatic cylinders are used as a cheap
and reliable instruments for machine driven parts where there is no requirement for
precise positioning. System of the pneumatic cylinder and an air valves block was
in focus of Demetgul et al. [30]. There was used a station with testing set of linear
potentiometer and proximity sensors (optical, capacitive and inductive) and for
training process used simulated modes like empty magazine, dropped work piece,
no pressure at valve, low pressure with a conformity rate from 93 till 98 %.

Some of the selected sensors used were vacuum analogue pressure sensor,
material handling arm pressure sensor where the data were classified into two
classes, signal below or over the 3 V. The type of ANN used was adaptive reso-
nance theory (ART) with back propagation topology.

Although the fault modes used in this study were set to 11, authors recommend
to reduce the number of fault modes below 5 to improve ANN classification reli-
ability due to experience of misidentification of some faults.
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4.4 Monitoring of Robotic Manipulator

Robotic manipulators are used for precise positioning of manufactured parts during
transfer to the following process step or they can be equipped as an automated
welding machines. These robots have numerous joints with rotational axis for wide
movement and positioning flexibility. Due to complicated design and implemen-
tation in fully automated process, these have to be well maintained and monitored
mainly for early risk of fault analysis.

Eski et al. [31] deployed radial basis function network and a Kohonen
self-organising maps for analysis of joint accelerometer data and compared per-
formance of these two methods with the approach of vibration prediction on
industrial robots. The employed SOM shown differences on acceleration variations
data at the peak values independent on the joint running speed. Root mean square
error in this case was from 0.04 till 0.06. On the other side, radial basis function
demonstrated superior performance on accelerations variation descriptions for dif-
ferent running speeds with root mean square error below 4 × 10−4.

5 Discussion

From the above reviewed methods the often used is multi-layer perceptron ANN
(see Table 1). The advantage of MLP is in its simplicity. It is suitable for simple
classification of faults or machine (instrument) condition. In case of implementation
of MLP for fault detection caused by mechanical damage, it would be convenient to
use boundary samples in training phase.

The usage of artificially produced faults might lead to phenomenon, where an
undiscovered fault in an early stage could cause irreversible damage on other parts.
This could lead to an accelerated wear of the machine if the first damage is not

Table 1 Overview of used ANN designs with achieved results

Predictive maintenance task ANN design Achieved results References

Crankshaft crack RBF 96 % [19]

Bearing condition MLP 80 % [20]

Bearing condition GA 93 % [21]

Bearing condition MLP 95 % [22]

Bearing condition MLP 95 % [23]

Bearing condition FF ANN 89 % [25]

Bearing condition FF ANN 87 % [4]

Electrical fault MLP 83 % [29]

Pneumatic system ART ANN 93 % [30]

Robotic manipulator SOM RMSE 0.0004 [31]

Robotic manipulator RBF RMSE 0.04 [31]
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recognised correctly and at the right time. This approach is useful in cases where
there is expected as a fault a destroyed part or machine.

In case the focus of predictive maintenance is on the extensively worn machine
parts it is more helpful to use continuous data as an output of the ANN, that would
for example give an estimation of remaining useful life of the parts as suggested by
study [25].

The application of artificial neural networks is useful for processing of high
volume data and a prediction. Analysis of thermal images of electrical devices from
the above mentioned study [29] still needs of manual selection of regions of
interest, conversion to greyscale. Beside that there is a problem that thermal images
are commonly adjusted to the range of detected temperatures, i.e. there exist no
reference to the absolute temperature scale and as a reference there serves the
adopted scale for each picture and therefore application of automated and unsu-
pervised methods seems to be complicated. This would need a referenced pictures
with exactly the same range or an algorithm for automated referencing from the
attached scales.

6 Conclusions

Artificial neural networks show strong potential in industrial applications, espe-
cially in predictive maintenance tasks. Due to need of well-trained person for ANN
computations, necessity of special software and availability of sensors able to
capture and systematically store the collected data it has to be properly evaluated
whether the use in real production will be meaningful and profitable. The advantage
of these methods is the potential of effective equipment failure prevention and the
increase of the OEE performance results.

Beside the research of different ANN applications the authors focus on appli-
cations of ANN in automotive industry chain. The future research will be focused
on injection moulding machines for rubber compounds, mainly on predictive
maintenance activities based on machine process data and evaluation of the
injection moulding process parameters.
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Long Term Analysis of the Localization
Model Based on Wi-Fi Network

Rafał Górak and Marcin Luckner

Abstract The paper presents the analysis of long term accuracy of the localization
solution based on Wi-Fi signals. The localization model is built using random forest
algorithm and it was tested using data collected between years 2012–2014 inside of
a six floor building.

1 Introduction

While there are effective localization solutions available outdoor [2] such as Global
Positioning System (GPS), finding a similar solution for the indoor environment is
more difficult. The lack of GPS signal as well as the fact that greater accuracy is
required, makes the problem of indoor localization more challenging. In our paper
we describe the solution that is based on the existing Wi-Fi infrastructure of a
building. This particular approach brings attention of many researchers however
solutions as popular as GPS positioning are still not available. One of the indoor
localization systems that is used commercially is Ekhau© Real-Time Location
System. It uses readings of RSSI (Received Signal Strength Indication) vectors. For
the calibration of the system a database of fingerprints (measurements) is required.
The independent tests [3] showed that the average error was about 7 m.

In our paper we present a localization solution that also requires a collection
of fingerprints and the calibration process. The model is built using Random
Forest© algorithm [1]. It is worth mentioning that different learning methods were
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previously applied. In [7] multilayer perceptron was used and in [6] k Nearest
Neighbours was tested. While preparing this paper we tested all three methods. It
appeared that random forest approach gave us as good results as multilayer per-
ceptron and far better than kNN algorithm (several natural metrics were consid-
ered). Different methods can be found in [9–11]. At the same time creating and
applying the random forest model is the fastest. However, the aim of this paper is
not to present the comparison of different machine learning methods. We focus on
long term changes in accuracy of the localization solution based on random forests.
We analyse data collected between years 2012–2014 and check if there is any
decrease in accuracy. This is very important issue from a perspective of future
implementations since building a localization model as well as updating it can be
quite expensive and time consuming.

All the tests were held inside the building of Faculty of Mathematics and
Information Science of Technical University of Warsaw. This is a 6 floor building
of irregular shape (see Fig. 1) that fits inside the rectangle of dimensions 50 m by
70 m. In order to build and test the model we used the data gathered in five different
series, each one covering the same region of the building (see Fig. 1).

The data were collected using the Android application. For more details about
the application see [8].

2 Precise Definition of the Localization Problem

Definition 1

(i) T S is the set of all transceiver stations used for the localization model.
(ii) F ¼ R3 � R� Rn is the set of all measurements (fingerprints).

Fig. 1 The building with measurement points marked
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(a) n ¼ ]T S.
For f 2 F

(b) first two coordinates f1½m�; f2½m� denote a horizontal position of a place
where measurement was taken and f3 2 f0; 1; . . .g is the floor number;

(c) f4½s� is the time of the measurement;
(d) fk½dBm�, where 4� k� nþ 4, is the RSSI from kth source from T S. If

there is no signal from kth transceiver station than fkþ 4 ¼ noSignal, where
noSignal is a special unique value. In our considerations we define
noSignal½dBm� as the minimal signal strength ever recorded minus 2 (our
devices reports only odd values). The minimal value that was ever reported
was −115 hence we set noSignal ¼ �117.

(iii) We call a set of fingerprints S � F a measuring series. Usually S is collected
during a few days in a particular building.

(iv) L ¼ ðLx;Ly;Lf Þ : F 7!R3 is the projection onto the first three coordinates of
the set F and p : F 7!Rn is the projection onto the last n coordinates.

(v) For v 2 Rn we denote suppðvÞ ¼ fi: vi 6¼ noSignalg which is just the set of
visible transceiver stations in the point where the measurement v (RSS vector)
was taken.

The localization problem is to construct a function bL:Rn 7!R3 such that given a

RSSI vector v 2 Rn, bLðvÞ predicts a localization of the point where the measure-
ment v was taken.

Definition 2 Let S be a measuring series. For an element s 2 S we introduce the
following notions:

horizontal error

EhðsÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx̂� xÞ2 þðŷ� yÞ2

q
;

and the floor error:

Ef ðsÞ ¼ jf̂ � f j;

where bLðpðsÞÞ ¼ ðx̂; ŷ; f̂ Þ and LðsÞ ¼ ðx; y; f Þ:
In order to evaluate how well bL predicts a localization for a given testing series

S, we introduce the following:

Definition 3 For a testing series S let us define:
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(i) Mean horizontal error

lEhðSÞ ¼ meanfEhðsÞ: s 2 Sg;
(ii) Median horizontal error

mEhðSÞ ¼ medianfEhðsÞ: s 2 Sg;
(iii) Percentile horizontal error

p80EhðSÞ ¼ Perc80fEhðsÞ: s 2 Sg;
(iv) Accuracy of floor’s prediction

af ðSÞ ¼ ]fs 2 S : Ef ðsÞ ¼ 0g
]S

;

Obviously the main goal in the localization problem is to make lEh;mEh; p80Eh

small and to obtain af as close to 1 as possible. We will not consider any separate
central tendency measures as we will provide graphs of cumulative distributions of
EhðSiÞ instead.

3 Data Collection

Let us denote by Si where i 2 f1; 2; 3; 4; 5g the data set of fingerprints collected
during ith series. Here series S1; S2; S3 were collected in 2012 within three months
period and data sets S4; S5 were collected during two series in 2014 within two
months period. In each of five series fingerprints were taken in a 1.5 × 1.5 m grid.
There were 40 fingerprints taken in every point and each grid covers the same
region. Creating a model we considered only the academic net that consists of
46 APs. Hence, following the introduced notation ]T S ¼ 46. At this point it is
worth to mention that there were far more than 46 Access Points visible inside the
building (almost 600) but we decided not to take them into account while building a
model. It is because we had control only over the academic net and we can
guarantee no changes in its infrastructure (location of APs, device changes etc.)

4 The Localization Model

In this report we apply a random forest method to create five localization models
bLi, i 2 f1; 2; 3; 4; 5g, where bLi is created using Si for training purposes. More

precisely, we create bLi
x, bLi

y and bLi
f where i 2 f1; 2; 3; 4; 5g. In order to create bLi

x,
bLi
y and bLi

f we apply a random forest algorithm described in [1] where the training
set is pðSiÞ with responses LxðSiÞ, LyðSiÞ and Lf ðSiÞ, respectively. Obviously for
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creating bLi
x and bLi

y we grow regression trees and for bLi
f the decision trees are

grown. We select a number of grown trees to be 30 as we checked that growing
more does not improve the accuracy of the localization algorithm. Finally we may

define bLiðvÞ ¼ ðbLi
xðvÞ; bLi

yðvÞ; bLi
f ðvÞÞ.

5 Accuracy of Indoor Localization Model

In order to revel any changes in the long term performance of the localization

model, we test each bLi, 1� i� 5 against the series Sj for every 1� j� 5. Let us
recall that there were no changes inside the net infrastructure that is used for the
localization purposes, that is no changes of devices (APs) as well as their location.
We also have not observed any major changes in the building construction during
this two years period. Four Tables 1, 2, 3 and 4 represent the measures of accuracy
introduced in Definition 3. Rows correspond to the results of a model built on the
appropriate data set (see the header of each row). The header of each column is the
name of the testing series.

5.1 Floor’s Prediction

Let us first analyse the floor’s prediction. The results are presented in Table 1.
While looking at the accuracy of floor’s prediction we can see that we lose very

Table 1 Accuracy of floor’s prediction (af )

Series 1 Series 2 Series 3 Series 4 Series 5

Training series 1 (2012) 0.99 0.97 0.98 0.92 0.92

Training series 2 (2012) 0.90 0.99 0.95 0.92 0.92

Training series 3 (2012) 0.97 0.97 1.00 0.91 0.91

Training series 4 (2014) 0.89 0.94 0.93 1.00 0.95

Training series 5 (2014) 0.89 0.94 0.93 0.94 0.99

Table 2 Horizontal mean error (lEh[m])

Series 1 Series 2 Series 3 Series 4 Series 5

Training series 1 (2012) 1.32 3.61 3.52 4.39 4.52

Training series 2 (2012) 4.18 0.69 3.50 4.71 4.71

Training series 3 (2012) 4.25 3.63 0.53 4.40 4.54

Training series 4 (2014) 5.14 4.80 4.40 0.40 3.20

Training series 5 (2014) 5.23 4.80 4.36 3.04 0.35
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little with the time passing. In Table 1 we can see that the worst possible situation
occurs when we teach the model using series from 2014 and we test it on series 1
from 2012. The accuracy of these models can be as high as 95 % when testing on
different series from 2014. It drops to 89 % when testing on series 1 which is still
considerably good result taking into account that the localization is on spot that
means it is based on just one measurement. While Series 1 serves as the worst
testing series it should be observed that Series 2 from 2012 serves as the best testing
series when checking floor’s prediction. On the other hand, when we look at the
performance of the model built on Series 1 we see that we obtain very good results
of floor’s prediction throughout the whole two years period.

5.2 Horizontal Error

While looking at the horizontal accuracy we can see from Tables 2, 3 and 4 that we
have a decrease of all the accuracy measures we proposed (lEh, mEh and p80Eh) by
not more than 1.5 m which is a very good result in such a big building. Obviously
we exclude from that the values on the diagonals which are just tests of the models
performed on their training data sets. It appears that when looking at the horizontal
accuracy the models built on Series 4 and 5 and tested on Series 1 give the worst
results.

In fact Series 1 serves as an example of a testing series with the worst lEh for all
the five models (see Table 2). This time we can expect such results because the
horizontal error of the model built on Series 1 (2012) and tested on the same series
gives us the mean horizontal error of about 1.5 m which is considerably more when

Table 3 Horizontal median error (mEh[m])

Series 1 Series 2 Series 3 Series 4 Series 5

Training series 1 (2012) 0.18 2.85 2.95 3.70 3.79

Training series 2 (2012) 2.93 0.15 3.00 4.03 4.04

Training series 3 (2012) 3.11 2.96 0.15 3.73 3.82

Training series 4 (2014) 3.78 3.94 3.74 0.12 2.68

Training series 5 (2014) 3.75 3.78 3.58 2.52 0.14

Table 4 Horizontal 80th percentile error (p80Eh[m])

Series 1 Series 2 Series 3 Series 4 Series 5

Training series 1 (2012) 1.19 5.20 5.09 6.49 6.48

Training series 2 (2012) 5.64 0.72 4.99 6.91 6.86

Training series 3 (2012) 5.54 5.05 0.62 6.37 6.49

Training series 4 (2014) 7.48 7.08 6.36 0.38 4.59

Training Series 5 (2014) 7.53 6.74 6.18 4.28 0.42
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considered a similar situation for other models built on other series where a similar
error is less than 0.5 m (see the diagonal of Table 2). Tables 3 and 4 shed some light
on the problem since we can easily spot that while median error is more or less the
same on the diagonal for all the five models, while looking at p80Eh we see that the
model built on Series 1 performs the worst. Hence, the gross errors were respon-
sible for high lEh. On the other hand when looking at af , lEh, mEh and p80Eh for
the model built on Series 1 tested on Series 2 to 5 (first row) we see that the
performance is as good as for the other four remaining models or better. Thus we
can draw a conclusion that the data set collected during Series 1 contains many

outliers that were misclassified due to the pruning process when bL1 was tested

against S1. This explains why the model bL1 performs as good as the others but
worse when tested on the training data S1.

Let us focus now on the performance of the bL1 model. Figure 1 presents an
empirical cumulative distribution of EhðSiÞ for all i 2 f1; 2; . . .; 5g. Figure 1 pre-
sents the gross error rate for different Thresholds that defines the gross error. More

precisely the gross error rate is the value ]fEhðsÞ�Threshold: s2Sig
]Si

. Figure 2 shows the

performance’s decrease with time of the localization model bL1 even more visible.

5.3 Visible APs

The above analysis suggests that the time influences the accuracy of the localization
algorithm. It is reasonable to check if there are any characteristics of the data sets
fSigi2f0;1;...;5g that changed with time and hence can be somehow related to the
accuracy of the proposed solution. It appears that one of such characteristics is the

function si: f0; 1; 2; . . .g 7!R given by the formula siðkÞ ¼ ]fs2Si: ]suppðsÞ¼kg
]Si

. The

Fig. 2 Horizontal error analysis of the model created using S1 as the learning series. a Horizontal
error cumulative distribution. b Gross error rate
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graphs of fsig1� i� 5 are presented in Fig. 3. The value siðkÞ describes the rate of
fingerprints taken in Si for which there is k APs visible.

We can clearly see the difference between data sets from 2012 and 2014 when
looking not only at the performance of the localization models but also at the
characteristics si. Let us recall that each set LðSiÞ covers the same region of the
building. More precisely each time it is a 1.5 m by 1.5 m grid where there is a
40 fingerprints in Si for every point from LðSiÞ. We are also aware that no revo-
lutionary changes took place in the building’s infrastructure between years 2012
and 2014. Most probably this was caused by the accumulation of minor changes in
the infrastructure of building such as furniture replacements etc. All the series were
collected during academic holidays with minimal building occupancy.

6 Summary and Directions for Future Research

The analysis presented in this short note provide a very important results con-
cerning localization based on Wi-Fi networks. Our analysis indicates that although
performance of the model that was once built changes with time, its accuracy is still
quite good. For instance, a horizontal mean error is about 5 m (the worst case—see
Table 2) inside of a big building and af around 90 % (the worst case—see Table 1)
in a six floor building. These are very promising results. Especially that it could be a
good starting point for building a localization system that predicts the localization
not on just one reading but takes into account several previous readings as well,
which could give us further accuracy improvements.

In order to obtain localization solution that are stable in the long term one could
consider frequent updates of the model by just collecting a new data set of fin-
gerprints for learning purposes. Although most probably it would solve the

Fig. 3 Graphs of si
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problem, the process of fingerprints collection with their exact locations is time
consuming and hence expensive. This suggests the following:

Problem 1 Create a localization system that determines the necessity of collecting
additional series of fingerprints for training purposes.

To avoid collecting fingerprints inside the whole building it would be reasonable to
create a system which determines an area of the building that requires additional
measurements. At this point it is worth mentioning an interesting paper [4] that
suggests an adaptive localization system. However the proposed solution still
requires a real life tests for the bigger areas or even the whole buildings. Another
self adaptive solution was proposed by authors in [5]. However this one deals with
the problem of changes inside the Wi-Fi infrastructure (missing APs etc.) which is
slightly different problem to the one we consider in this paper.

From our analysis we can see that the gross errors of Eh are also an important
issue one should address in further investigations. We can observe in Fig. 1 that for

the localization model bL1 we can obtain Eh greater than 7 m for about 10 % of
fingerprints or even more depending on the testing series. It suggests the following:

Problem 2 Create a localization system that detects readings for which we obtain a
gross localization error.

Readings for which the localization system produces a gross error could be
excluded from the decision (localization) process providing more reliable local-
ization solution.
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Specific Behavior Recognition Based
on Behavior Ontology

Ngoc Q. Ly, Anh M. Truong and Hanh V. Nguyen

Abstract In this paper, we propose a novel method based on ontology for human
behavior recognition. The state-of-art behavior recognition methods based on low
visual features or high visual features have still achieved low recognition accuracy
rate in reality. The two most important challenges of this problem are still
remaining such as the semantic gap and the variety of appearance of human
behaviors in reality. By using prior knowledge, our system could completely detect
a behavior without training data of entire process and could be reused in other
cases. In experimental results, our method have achieved the encouraging perfor-
mance on PETS 2006 and PETS 2007 datasets. These results have proved the good
prospect of the human behavior recognition system based on behavior ontology.

Keywords Behavior ontology � Human behavior recognition � Specific behavior

1 Introduction

Human Behavior consisted of Gestures, Actions, Activities and Expressions. In real
life, Human Behavior could be expressed as a sentence with subjects, verbs and
objects. Moreover, actions, activities or expressions could be considered as the
verbs of that sentence. In this work, we only focus on Activity aspects of human
behaviors. There are many studies of general human activity recognition; however,
the result of them are not high on real data. In addition, there are many applications
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such as surveillance system need the good precision result on some specific
behaviors. Because of that reason, in this paper, we only focus on the approach to
improve the recognition result on the specific behaviors.

In the field of behavior recognition, there are many current studies based on
using low-level visual features such as local space-time features (e.g. [1]), dense
point trajectories (e.g. [2]) or learning features (e. g. [3]). The main drawback of this
approach is lack of semantic information; therefore, they have limited ability to deal
with complex data.

Another approach of behavior recognition tackles the lack of information by
using semantic units such as action poses, action attributes or action hierarchical
(e.g. [4]) and scene terms (e.g. [5, 6]). The use of semantic units is reducing the gap
between low-level features and behavior terms. However, they still have lack in
relations and constraints between defined semantic units.

The next approach addresses the semantic gap problem by defining an ontology.
For example, Vu [7] and Akdemir [8] proposed the method to describe the ontology
for human activities as the set of entities, environments and interactions between
them. In general, this approach could break behavior recognition issue into
sub-problems and resolve semantic gap problem better because it not only uses
semantic units but also defines in detail about the constraints, relationships between
those semantic units. However, not all of behaviors can be modeled because some
of them are too complex and diverse such as fighting, abnormal behavior.

In this paper, we proposed a method to recognize specific behavior based on
behavior ontology by using common concepts from previous works. The basic
ideas is using the strategy “Divide and Conquer” to break the recognition problem
into sub-problems by the guidelines was create from behavior ontology. We also
create the basic ontology for left luggage and loitering at the corridor behaviors. To
evaluate the system and behavior ontology, the experiments on PETS 2006 and
PETS 2007 are performed and received the encouraging result.

The rest of this paper is structured as follows: In Sect. 2, we review some related
works. The the general frame work, model of behaviors and how the system work
are detailed in Sects. 3, 4 and 5 respectively. Then, the experiment was show in
Sect. 6. Finally, we conclude our work in Sect. 7.

2 Related Works

Ontology is the term which was borrowed from the philosophy. In computer science,
this word usually means the specification of a conceptualization. In Gruber [9] also
proposed the very first guideline to design and develop an Ontology for Artificial
Intelligent System with five important criteria to evaluate the ontology design:

• Clarity: An ontology should explicitly express the meaning of defined terms.
• Coherence: An ontology should be logical, so they do not have any defined

concepts which are conflicting or incompatible.
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• Extendibility: The design of the ontology should be easily to upgrade in the
future by adding more terms based on the original definitions of the system.

• Minimal Encoding Bias: in other words, it means the ontology need to specify
at the general knowledge level without depending on a particular situation.

• Minimal Ontological Commitment: this evaluation criterion is used for
reducing as much as possible the redundant terms. So it help the ontology
become simple and general.

To address the recognition activity based on ontology approach, there are many
researches such as Vu [7], Akdemir [8], Gómez-Romero [10]. In [7, 8], the
ontology was created in the same way based on the scenario term to describe the
plot of the human behavior and the relationships between the objects. In
Gómez-Romero [10], applied the ontology for improving tracking objects result for
surveillance system.

3 Framework Outline

Our framework is divided into three levels are low, medium and high. The
high-level system is the main processing area of behavior inference. At this level,
the system has two tasks: requesting the behavior inference input from the
medium-level and making recognition decision. The missions of medium level are
managing the low-level processing method and executing the requirement of the
high-level. Finally, at the low level, the fundamental processing method such as
preprocessing, features detection and selection was implemented. And the input of
this level is an image sequence or a video was recorded from cameras (Fig. 1).

Fig. 1 The example regarding the scenes of left luggage behavior. There are 4 scenes: a person A
in the area, b person A is near his luggage placed on the ground, c person A is far away from his
luggage was placed on the ground, d person A is not in the area and his luggage is in the area
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4 Modeling Behavior

In general, a specific behavior can be acted in various ways however they still share
general plot (e.g. the left luggage behavior has the general plot as follow: the
person enters the area then puts the luggage on the ground. Finally, he leaves the
area). To express the general plot of a specific behavior, we use the concept scene
(Figs. 2 and 3).

4.1 Object Modeling

The objects, in our work, are everything that appear in the video. We use same the
idea with Vu [7] to describe an object by four types of attribute:

• Position: including position, size of an object
• Appearance: describing the identifying characteristics of an object such as color,

texture, shape and visual features [11]
• Component: describing the local appearance of an object by its component and

relationship of those component. There are also have 2 special types of com-
ponent are parts (e.g. legs, arms, etc.) and belonging objects (The belonging
objects are things owned by one people, e.g. luggage, shirt, etc.)

• Name: the name of object in real life (e.g. luggage as “Luggage”) (Fig. 4).

Fig. 2 The framework of our recognition system

Fig. 3 The modeling of a
specific behavior
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4.2 Relation and Condition Modeling

In our work, we model all relationships of objects by three kinds of relation and two
types of condition (Fig. 5).

• Relations:

– Space Relation: this relation expresses the correlation of position of an object
with other via the terms are used in daily. Maillot in [11] introduced the
ontology to model various types of space relation.

– Space-Time Relation: this relation was built based on space relation to
express the change of space relation by the time.

– Action Relation: this relation is used for expressing the action or
sub-behavior interaction of objects in one behavior

• Conditions:

– Position condition: this condition expresses the constraint regarding position
of objects that should be satisfied.

– Action condition: this condition is used for expressing the action or
sub-behavior constraint of objects in one behavior (the action or
sub-behavior in action condition is not interaction with other objects)

Fig. 4 The modeling of an object

Fig. 5 The example interested objects and their relations, conditions in left luggage behavior
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We also applied three kinds of space relation (near, far and tangential) and two
kinds of position condition (in frame and out frame).

4.3 Time Relation Modeling

In our work, we use the time relation to express the constraint between the scenes
and Allen’s interval algebra for the time operator [12]. In addition, we define the
time operator before for the experiment on PETS 2006 dataset, for all scenes S1; S2
happen at t1; t2 respectively.

Before relation:

S1 before S2 ffi t1\t2 ð1Þ

5 Behavior Recognition

5.1 Recognition Process

Behavior recognition process

Input: Images sequence/Video
Output: List of new behavior

Step 1: The high-level system send the request to medium-level to get objects and their
relations, conditions for the inference.

Step 2: The medium-level system send the request to low-level to get required features
corresponding to scenes detection.

Step 3: The low-level system perform the processing method corresponding to
medium-level’s request.

Step 4: The medium-level system perform detecting objects and their relations, conditions.
Step 5: The high-level system detect scenes and their relations based on the scene ontology.
Step 6: The high-level system deduce specific behaviors based on behavior ontology.

5.2 Ontology for Left Luggage Behavior

In general, left luggage behavior starts with the person A brings his luggage
appeared in the frame. Then, he puts his luggage on the ground (the person no
longer carries the luggage). Finally, he goes far away his luggage (maybe out the
frame or in frame but the distance between him and luggage is far enough).
Therefore, we define two model of left luggage behavior for those situation (Fig. 6).
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The details of all scenes are shown as follow:

SC01: person A appeared
[Space condition: person A in frame]

SC02: person A near his luggage
[Space condition: person A in frame]
[Space condition: luggage D in frame]
[Space relation: luggage D near person A]
[Belonging Objects: luggage D]

SC03: person A far his luggage
[Space condition: person A in frame]
[Space condition: luggage D in frame]
[Space relation: luggage D far person A]
[Belonging Objects: luggage D belong to
person A]

SC04: person A near his luggage
[Space condition: person A out frame]
[Space condition: luggage D in frame]
[Belonging Objects: luggage D belong to
person A]

5.3 Evaluating Behavior Ontology

Evaluating the specific behavior model: the specific behavior ontology is based
on fundamental terms such as scene, object and relationship in space, space-time,
time, action. Therefore, our specific behavior model is able to ensure the quality of
simplicity and generality to satisfy the criteria of the ontology.

Evaluating the left luggage behavior model: According to observation, the left
luggage behavior was created. It’s not only suitable for normal situation but also
special case. In reality, there are many special situation such as obstruction or the
owner throws away his luggage. The explanations in detail of those cases are
below:

• Obstruction case: In complex situation, the tracking module may have errors
because of the tracking technical limitation. In this case, the information from
other cameras in surveillance system can be used to resolve this problem.

• Throwing luggage case: in this case, the owner throw away the luggage in the
scene. Our left luggage behavior ontology still has ability to address this

Fig. 6 The modeling of left luggage type 1 and 2
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situation because the changes of the relation between owner and luggage are the
same as our defined left luggage behavior ontology. (First, the luggage moves
far away the owner, then, the owner leaves the scene or keeps the long distance
with the luggage in a long time)

• Reusing case: we presented the ontology for left luggage behavior with four
scenes related the space relation between the owner and his luggage. The system
can be reused the defined scenes and relationships. In case of the specific
behaviors are related to luggage such as swapping luggage or stealing luggage,
the system could be extend by adding some scenes involved to bringing baggage
farther the owner. While other kind of specific behaviors may need some dif-
ferent modifications (Fig. 7).

6 Experiments

6.1 PETS 2006 Dataset

This datasets contains seven frame sequences about left luggage behavior are
recorded from four surveillance cameras in different views. In PETS 2006 dataset,
luggage is defined to include all kinds of hand baggage as bag, valise, suitcase,
briefcase, backpack, rucksack, ski gear carrier.

6.2 PETS 2007 Dataset

PETS 2007 dataset includes 8 sequences contain 3 specific behaviors: loitering,
theft luggage, left luggage; 1 sequence for background training and 1 sequence does
not have any specific behavior that was recorded from surveillance cameras
(Fig. 8).

Fig. 7 The result of left luggage behavior recognition. In the first frame, the man went into the
scene. In the second frame, he put his luggage down. In the last scene, he went out the scene
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6.3 Left Luggage Behavior Recognition

The goal of this experiment is checking the efficient of our framework when
applying on a real specific behavior. Table 1 shows the comparison our proposed
method with other researches regarding detecting unattended luggage in PETS 2006
dataset. As we can see, our system has acceptable results and the false alarm errors
are smaller than others. Because the methods used in [13, 14] only detect unat-
tended luggage without concerning with the behavior. While our method considers
the unattended luggage is an object in left luggage behavior and detects its behavior
by an ontology based on the space, time relationships (Table 2).

Though this method has good precision in unattended luggage detection, the
accuracy when recognizing left luggage behavior is lower. The main reason of these
errors is the wrong result in tracking module. If luggage is obstructed in a long time
while being tracking, the system may make the wrong tracking result or owner
detection (Table 3).

Fig. 8 The example scene from 4 camera of PETS 2007 dataset
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7 Conclusion

In this paper, we presented the framework to recognize specific behavior by using
behavior ontology to recognize the specific behavior without training process. The
experiment in PETS 2006 and PETS 2007 datasets show that our proposed method
have a good precision. It also can be flexibly reused and easily extended to other
specific behaviors such as stealing or swapping luggage by adding some scenes.

In future work, we have planned to improve the behavior ontology system and
apply it to more complicated specific behavior. In this work, the tracking and
detecting module of our system could have better results by using ontology.

Acknowledgment This research is funded by Vietnam National University, Ho Chi Minh City
(VNU-HCM) under grant number B2014-18-02.

Table 1 The comparison between the best result of our proposed method and other methods on
detecting unattended luggage from sequence S1 to S7 in PETS 2006 dataset

Method S1 S2 S3 S4 S5 S6 S7

Proposed method 1/0/1 1/0/1 0/0/0 1/0/1 1/0/1 1/0/1 1/0/1

[13] 1/0/1 1/0/1 0/0/0 1/0/1 1/13/1 1/0/1 1/3/1

[14] 1/0/1 1/0/1 0/0/0 1/1/1

The result of each sequence shows true positive, false positive and total number of unattended
luggage in the image sequence respectively

Table 2 The result of recognition left luggage behavior of our proposed method

No Detail Dataset Precision (%) Recall (%)

1 Left luggage type 1 (size filter) PETS 2006 71.4 71.4

2 Left luggage type 1 (no size filter) PETS 2006 71.4 71.4

3 Left luggage type 2 (size filter) PETS 2006 50 71.4

4 Left luggage type 2 (no size filter) PETS 2006 38.46 71.4

5 Left luggage type 2 (no size filter) PETS 2007 50 50

Table 3 The comparison between our proposed method and other methods on loitering behavior
recognition in PETS 2007 dataset

Sequence Our proposed
method

[15] Total loitering person

TP FP TP FP

S1 1 0 1 0 1

S2 1 0 1 0 1

TP True positive, FP False positive. The result shows true positive and false positive number of
loitering people was detected by the system
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A New Method for Transforming TimeER
Model-Based Specification into OWL
Ontology

Toan Van Nguyen, Hoang Lien Minh Vo, Quang Hoang
and Hanh Huu Hoang

Abstract Building ontologies in Semantic Web from the Entity—Relationship
model (ER model) is one of the approaches which attracts interests from the content
theory research community. In this paper, we propose a method to transform
specifications in TimeER model into OWL ontology by transforming the entities
and relationships in a TimeER model to an OWL 2 ontology. Our transformation
approach is based on the improvement of the transformation methods from ER
model to OWL ontology, and adding the transforming rules for the temporal
components of the TimeER model.

Keywords Semantic web � OWL � Ontology � TimeER � Data model

1 Introduction

Ontology has become a well-known term in the field of computer science and has
different significance from its original meaning. Ontologies help people and
machines communicate, and help the machine “understand” and so that they are
enable to process the information efficiently.

The current Web are usually designed from ER or extended ER models, while
the Semantic Webs is mainly built with ontologies serialized in OWL. OWL is a
language describing the classes, properties and relationships between these objects
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in a way that machines can understand Web contents. OWL 2 is an extension of
OWL DL by adding the expression syntax but still not loses the deciding ability [1].
Particularly, the OWL 2 is able to present the key of the class similar to key of
entities in the ER model.

TimeER model is an ER model that supports temporal attributes. Comparing
with other ER models that support temporal attributes, the TimeER model is fully
supported to the temporal attributes [2]. Currently, there are no studies about the
transformation method for TimeER model into OWL ontology, although it is
considered as the expansion of the transformation method from ER model into
OWL ontology allowing the design of OWL ontology with the temporal attributes.

The W3C vision of Semantic Web is to transform the current Web contents into
a Semantic Web contents in which reuse of the previous legacy system. Many
previous legacy systems was based on the ER model. Therefore, the upgrading and
transformation of the ER model into Ontology to reduce cost is necessary.
A majority of this research has been done [3, 4, 5] but no study has yet to mention
the transformation of the TimeER to OWL ontology. Our transformation rules is
useful for integrating heterogeneous data sources as well as upgrade the legacy
systems by providing a method for transformating ER model into OWL ontologies
equivalent.

In this paper, a systematic approach for an automatic transformation method to
the OWL ontology from an ER model is presented, and this result allows preserving
the information of ER models, including the entity with key constraints, attributes
and the relationship. In addition, the mapping method also performed the time
factor of TimeER model in OWL ontology. Accordingly, this paper is organized as
follows: in Sect. 2 provides an overview of related work. Section 3 we show some
existing works on the research field, and add additional rules key constraints to
OWL ontology resulting ensure key constraints. Section 4 we are going to propose
a method for transforming TimeER to OWL ontology. This method inherits the
transformation methods in Sect. 3 and simultaneously adds the rules to convert the
temporal attributes in TimeER model to OWL ontology. Section 5 concludes and
points out fields for future work.

2 Related Work

There are several approaches and frameworks on building ontologies for Semantic
Web by mapping ER model to OWL ontology.

Fahad [3] presented the rule to transform ERD to OWL-DL in details. The
framework provides OWL ontology for Semantic Web fundamental. This frame-
work helps software engineers in upgrading the structured analysis and design of
ERD artifacts, to components of Semantic Web. Myroshnichenko and Murphy [4]
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introduced a solution to a notable special case of the automatic and semantically
equivalent transformation of well-formed ER schemas to OWL-Lite ontologies.
They presented a set of mapping rules that fully capture the ER schema semantics,
along with an overview of an implementation of the complete mapping algorithm
integrated into the SFSU ER Design Tools software. Chujai et al. [5] proposed an
approach of building OWL ontology from relational database based on ER model
using the ontology editor Protégé. Their rules can transform each part of an ER
model: entities, relationship and attributes into each part of OWL ontology.

However, mentioned transforming approaches remain following limitations: the
results of transformations were presented as OWL 1, a language has not been
supported in key constraints as in ER model. Therefore, the results have not sat-
isfied the key constraints, the rules have not been formed or have already formed
apparently, just for orientation, multi-valued attribute and complexes have not been
mentioned.

3 Transformation EER Model into OWL Ontology

3.1 Transformation of Entity Types and Object-Oriented
Components

3.1.1 Transformation of Entity Types

Rule EER1: Transform each entity type into a class with the same name in OWL
ontology [6].

3.1.2 Transformation of an Inheritance Relationship

Rule EER2: For each inheritance relationship, add the subclasses constraint (in-
heritance) for the corresponding class of set of entity subclasses [6] is shown in
Fig. 1.

A

B

=>

<owl:Class rdf:Id=”B”>

<rdfs:subClassOf rdf:resource=”#A”/>

</owl:Class>

Fig. 1 Transformation of an entity type and an inheritance relationship
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3.1.3 Transformation of Disjoint Specializations

Rule EER3: With each entity of a subclass in disjoint specializations, use owl:
disjointWith to add to the corresponding class of constraints which do not intersect
with the corresponding class of other entity set in subclasses inheriting from that
disjoint subclass [6].

3.1.4 Transformation of Overlap Specializations

Rule EER4: For each overlap specializations, add to the corresponding class which
is the entity type which has this overlap specializations the union constraint
including the classes corresponding with the inherited entity type to that overlap
subclass [6].

3.1.5 Transformation of Union Specializations

Rule EER5: For each union specializations, add the union constraint of disjoint
specializations for class corresponding with this entity type of that union special-
izations which the parameters are the corresponding with this entity type in union
specializations.

3.2 Transformation of Attributes

The composite and single-valued attribute can be represented by its single and
single-valued attributes. By considering the multivalued composite attributes of an
entity type as an weak entity type of this owner entity, so we can convert each
multivalued composite attribute in a similar way as the transformation rules of weak
entity types.

Rule EER6: With each attribute attA of entity E, add a datatype property attA
with E as domains and range is the actual datatype of that attribute [6].

Rule EER7: With each single valued attributes attA, set functional character-
istics for datatype attribute A [6].

Rule EER8: With each attribute attA (not Null), we can set minimum cardinality
constraint to one for datatype property attA [4].

Rule EER9: For each key attribute KE of entity E, add the datatype property KE
to the set of key attributes of class E. Figure 2 demonstrates EER6, EER7, EER8,
EER9.
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3.3 Transformation of the Weak Entity Type

Let’s consider that W is a weak entity type of the identifying relationship R and the
owner entity type E. Suppose W with partial key KW, and E with key KE. A weak
entity always participates in the identifying relationship with cardinality constraint
(1,1). In general, because a key of the weak entity type W is created by combining
the partial key KW with the key KE of the entity type E, therefore, we have the key
constraint KEY(KW, KE).

Rules EER10: Transform each weak entity type W of the owner entity type E
into a class W, and add two object properties which show the relationship between
class E and class W. They have identifier, domain, and range shown in Table 1.
Depending on the cardinality constraint of the identifying relationship, add the
corresponding min/max constraint to the object property just added with domain is
the class with corresponding entity type which has pairs cardinalities.

E

KE attA

=>

<owl:Class rdf:about="#E">

<owl:hasKey rdf:parseType="Collection">

<rdf:Description rdf:about="#KE"/>

</owl:hasKey>

</owl:Class>

<owl:DatatypeProperty rdf:about="#attA">

<rdf:type 

rdf:resource="&owl;FunctionalProperty"/>

<rdfs:domain>

<owl:Restriction>

<owl:onProperty rdf:resource="#attA"/>

<owl:minQualifiedCardinality 

rdf:datatype="&xsd;nonNegativeInteger">1

</owl:minQualifiedCardinality>

<owl:onDataRange 

rdf:resource="&xsd;string"/>

</owl:Restriction>

</rdfs:domain>

</owl:DatatypeProperty>

Fig. 2 Transformation of attributes and set functional characteristics, min cardinality constraint
for property

Table 1 Properties added
when transformation of weak
entity type

Identity Domain Range

EhasW E W

WOfE W E

Note IfW is a weak entity type of many owner entity types, for each
owner entity type, add two inverse object properties which show
relationship between class W and class of the owner entity type
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Weak entity attributes are transformed into datatype property, similar to the
transformation rules of attributes of strong entity type (Fig. 3).

Rule EER11: For each partial key KW of the weak entity type W, add the
corresponding datatype property to the set of key attributes of class W.

Rule EER12: In general, a key of the weak entity type W is created by com-
bining the partial key KW with the key KE of the entity type E and for each object
property originally from Rule EER10 with domain is class W, add this property to
the set of key attributes of class W.

3.4 Transformation of Relationship

3.4.1 Transformation of Relationship Without Attributes

Rule EER13: For each binary relationship without attributes between entity A and
B, add two inverse object properties which show the relationship between class
A and B [6]. Their domain and range is shown in Table 2. For each min/max
cardinality differential 0 and n on the relationship R, add corresponding min/max
constraint to the object property just added, whose domain is corresponding class
with that entity type.

3.4.2 Transformation of Binary Relationship with Attributes

Rule EER14: Transform each binary relationship R with attributes between two
entities A, B into a class, add two inverse object properties: AHasR, ROfA shown in
Table 3, add two inverse object properties BHasR, RofB. Attributes of relationship
R are transformed into datatype property in class R [6]. Add function characteristic
for their inverse object properties: ROfA, ROfB, min constraint set to one. Each

E

KW C

R

W

KE

=>

<owl:Class rdf:about="#W">

<owl:hasKey rdf:parseType="Collection">

<rdf:Description rdf:about="#KE"/>

<rdf:Description rdf:about="#KW"/>

</owl:hasKey>

</owl:Class>

Fig. 3 Transformation of the weak entity types

Table 2 Properties added
when transformation of binary
relationship without attributes

Identity Domain Range

ARB A B

BRA B A
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min/max cardinality differential 0 and n on the relationship R of entity A and B, add
corresponding min/max constraint to the object properties AhasR and ROfB. If the
binary relationship R is n-n, add two object properties ROfA, ROfB to set of key
attributes of class R (Fig. 4).

3.4.3 The n-ary Relationship

Transformation of the n-ary relationship R among the entity types Ei is also exe-
cuted as the binary relationship with attributes. Adding class R and pair of inverse
object properties shows the relationship between class R and classes Ei together
with the max/min min cardinality constraints. Also, the attributes of the relationship
R is transformed into the datatype properties of class R and add the object properties
which has just added with the domain is class R and the key set of class R (Fig. 5).

Table 3 Properties added
when transforming binary
relationship with attributes

Identity Domain Range

AHasR A R

ROfA R A

BHasR B R

ROfB R B

Note Transformation of recursive relationship is similar to binary
relationship. Using the name of the relationship to set identifier
for object properties to distinguish two inverse properties to
present new relationship of the class created itself

A

R

B

(1, n)

(1, n)

attR

=>

A

R

B

xsd:unsignedByteattR

Key attribute of class R

Fig. 4 Transformation of binary relationship with attributes

A R B
(0, n) (0, 1)

C

(1, n) =>

A R B

Key attribute of class R

C

Fig. 5 Transformation of the n-ary relationship types. Note If relationship R has function
constraint, remove the object property which has range is the corresponding with the entity
appeared on the right of the function constraint out of the key set of class R. This is also an
expansion in comparing to the previous researches
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4 Transformation of TimeER Model into OWL Ontology

TimeER model is an extension of EER model by allowing quite fully support the
temporal components in comparing to the other temporal ER model. Some temporal
aspects that this model supported as the lifespan of an entity, the valid time of a fact,
and the transaction time of an entity or a fact [2, 7].

This model have a convention that, temporal aspects of the entities in the
database can be either the lifespan (LS), or the transaction time (TT), or both the
lifespan and the transaction time (LT). The temporal aspects of the attributes of an
entity can be either the valid time (VT), or the transaction time (TT), or both the
valid time and the transaction time (BT). Besides, because a relationship type can
be seen as an entity type or an attribute, consequentially, the designer can define the
temporal aspects supported with this relationship type, if necessary.

We propose a transformation method TimeER model into OWL ontology in 3
steps:

• Step 1. Transform the components without temporal aspects on TimeER model
(including the temporal entity type) into OWL ontology.

• Step 2. Create the OWL ontology to present the temporal aspects in TimeER
model. This step will create some components on OWL for representing the data
and temporal aspects’ constraints on TimeER model (showed in Sect. 4.1).

• Step 3. Transform the components of a TimeER model into OWL ontology. The
temporal aspects are: the temporal aspect of entity type, the temporal attributes,
the temporal relationship and the temporal attributes of an entity type (showed in
Sect. 4.2).

4.1 Initiate Ontology for Presenting Temporal Aspect

4.1.1 Initiate InstantDateTime Class

Create the class InstantDateTime are represented for a timeline. In this class, create
the functional datatype property hasDateTime with min cardinality set to one, range
is set to xsd:dateTime and it is the key attribute of InstantDateTime class.

4.1.2 Create Object Properties for Presenting the Temporal
Constraints on TimeER Model

Six functional datatype properties are created with min cardinality set to one:
hasVTs, hasVTe, hasLSs, hasLSe, hasTTs, hasTTe represent the relationship
between class owl:Thing and class InstantDateTime, range set to the class
InstantDateTime and domain set to class owl:Thing.

118 T. Van Nguyen et al.



4.2 Transformation of Temporal Components on TimeER

4.2.1 Transformation of Temporal Entity Type

Rule TimeER1: Transformation of temporal aspect XX of entity E into class
E_XX, adding two inverse object properties: EHasXX with domain set to class E
and range set to class E_XX, XXOfE with domain set to class E_XX and range set
to class E. In addition, specified functional for XXOfE and min cardinality set to
one. Set of key attributes of class E_XX include XXOfE and some attributes rep-
resent temporal constraint depends on temporal aspect XX as in Table 4. Figure 6
illustrates Rule TimeER1.

4.2.2 Transformation of Temporal Attributes of an Entity Type

Rule TimeER2. For each temporal attribute A with temporal aspect XX of entity E,
create a class A_XX, add two inverse object properties: AHasXX with domain set to
class E and range set to class A_XX, XXOfA with domain set to class A_XX and
range set to class E. Simultaneously, set functional characteristics for XXOfA and
min cardinality set to one. Transform attribute A into a datatype property of class
A_XX by applying those rules EER6, EER7 and EER8. Set of key attributes of
class A_XX includes XXOfA and some attributes represent temporal constraint
depends on temporal aspect XX as in Table 4. Figure 7 illustrates Rule TimeER2.

4.2.3 Transformation of Temporal Relationship

Rule TimeER3. For each attribute R between entities Ei with their temporal XX,
create a class R. Corresponding to each entity E in the relationship R, create two
inverse object properties to show the relationship between class R and E: EhasR

Table 4 The key attribute
corresponds with the temporal

Temporal aspect Key attribute

VT hasVTs

LS hasLSs

TT hasTTs

LT hasLSs, hasLSe, hasTTs

BT hasVTs, hasVTe, hasTTs

Employee LS => Employee Employee_LS

EmployeeHasLS

LSOfEmployee

Fig. 6 Transformation of temporal entity type
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with domain set to class E and range set to class R, RofE with domain set to class R,
and range set to class E, set functional characteristics for XXOfA and min cardinality
set to one. In addition, for each min/max cardinality according to the time on entity
type E different 0 and n, add min/max cardinality constraint corresponding to
property EHasR. The non-temporal attribute of relationship R will convert to
datatype property of class R similar to rule EER6, EER7 and EER8. If relationship
R is binary or one-to-one recursive, key of class R include one of the two object
properties has just added with domain set to class which corresponding to entity
type in relationships type R and some properties which show temporal constraint,
depending on temporal type XX showed in Table 4. Conversely, key of class R
include object properties just added with domain set to class corresponding with
entity which is in side n of relationship and some properties which show temporal
constraint, depending on temporal type XX showed in Table 4. Figure 8 illustrates
Rule TimeER3.

4.2.4 Transformation of Temporal Attribute of Relationship

Rule TimeER4: Transformation of attribute A has temporal aspect XX of rela-
tionship R into class A_XX, add two inverse object properties showing relationship
of class R and A_XX, and min cardinality set to one: AhasXX with domain set to
class R and range set to class A_XX, XXOfA with domain set to class A_XX and
range set to class R, in addition XXOfA is function object property. Transform

E

A BT

=>

E

A_BT

AHasBT
BTOfA

xsd:long A

Fig. 7 Transformation of temporal attribute of entity type

R

A   BT

=>

R

A_BTxsd:long A

BTOfA AHasBT

Fig. 8 Transformation of temporal attribute of relationship. Note If R is the n-ary relationship
having functional constraint, set of key attributes will be removed the object property whose
domain was set to class which corresponding to right entity in functional constraint
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attribute A to datatype proprties of class A_XX by applying the rules EER6, EER7
and EER8, and key of class A_XX contains property XXOfA and some properties
show temporal constraint depending on temporal type as Table 4.

5 Conclusion

In this paper we have proposed a method of converting the TimeER model to OWL
ontology. This method is collected and improved from transformation methods ER
and EER model into OWL ontology before, by adding key constraint for result
class. And, this method has proposed class and properties for showing the temporal
aspect corresponding on TimeER model when converting the components which
relate to temporal aspect on TimeER model to OWL ontology.

The ontology result from the transformation is data conservation in corre-
sponding database of TimeER model. The ontology result is OWL 2, which is
considered as an extension of OWL DL, so that to ensure deciding ability. We
successfully setup our rules for transforming TimeER model into OWL ontology.
OWL results is compatible with the Protégé and HermiT 1.3.7 reasoner. This
somehow proves the correctness of transformation method that we proposed in
Sect. 4.
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Peer to Peer Social Network for Disaster
Recovery

Duy Tai Nguyen, Pham Tran Vu and Quang Tran Minh

Abstract Keeping people connected even in a severe condition when main parts of
communication infrastructures are destroyed by disasters is essential to loss miti-
gation and emergency relief. It is hard, however, to quickly recover communication
infrastructures due to many difficulties on available resources such as time,
equipment, man-power and so forth. This paper proposes a practical solution
thereby victims in the disaster areas can easily connect with each other to share their
safety status via the means of a social network, namely the peer to peer social
network for disaster recovery (P2PSNDR). The P2PSNDR is designed so that it
can feasibly run on top of a mobile multihop ad hoc network established on demand
utilizing the beacon stuffing mechanism. This approach does not require additional
hardware such as network interface cards (NICs). Instead, it leverages the available
WiFi NIC on the mobile devices to listen the data embedded in the beacon frames
sent by the neighbor nodes. As nodes can deal with the received messages by
appropriately forwarding messages to the intended destination, multihop commu-
nication is established extending the communication coverage. The feasibility of the
proposed network has been validated via simulations with various scenarios. The
results reveal that the network can work properly with maximum 250 nodes which
is large enough for common disaster recovery situations.
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1 Introduction

Disaster may occur in any circumstance (man-made or natural) causing loss of life
while destroying infrastructures. In many situations, it is impossible to avoid dis-
aster, specifically natural disasters. However we can diminish serious consequences
caused by disasters by preparing better response and recovery plans. One of the
most important plans is to quickly provide communication means for disaster
victims to help them share their status or call for helps to nearby peers including
rescue staffs. As mentioned, disaster may drastically destroy telecommunication
infrastructure isolating victims in disaster area. This makes the situation more
serious with more difficulties for emergency relief. Meanwhile, recovery of the
network infrastructure takes a long time requiring a huge cost and man-power
which are not always available at the disaster areas.

However, as users almost always carry a mobile device such as a laptop or a
mobile phone, they could use these devices to connect to neighbors using the
built-in WiFi interfaces. In turn, the connected neighbors may continue to extend
the network topology by connecting to the further neighbors. Consequently, a
mobile ad hoc network (MANET) is established allowing victims to share their
safety information to further people. Furthermore, if a device in this connected
network has the Internet connectivity, it can spread its Internet connectivity to the
rest of network by acting as a Internet gateway (IG). Eventually, rescue team
collects enough information in order to make correct decisions.

One of the difficulties in establishing the mobile multihop network mentioned
above is that ordinary users could not manually configure networks as they are
commonly non-technical users. They need an user-friendly application to com-
municate with other victims. This paper proposes a peer to peer social network for
disaster recovery (P2PSNDR) solution to provide an easy means of network con-
figuration and management to disaster victims. This approach leverages the ideas
came from STARs [1] and PeerSON [2] while adding to specific constraints for
disaster recovery applications. This paper also proposes basic theory of simple peer
to peer social network (SP2PSN) and describes the extended beacon stuffing
(EBS) model used for network establishment. This solution helps to overcome the
bottleneck issues at the root node on the tree-based approaches such as DRANS [3],
[4], NodeJoints [5] or even MA-Fi [6]. The feasibility of the proposed approach is
analyzed using NS3.

The rest of the paper is organized as follows. Section 2 thoroughly analyzes
notable related papers which deal with identical network scenarios. Section 3
describes the P2PSNDR and the EBS model. Section 4 verifies the feasibility of the
proposed approach. Section 5 concludes our work and draws out the future
directions.
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2 Related Work

To the best of our knowledge, there are few works that mainly focus on social
network for ad hoc systems/environments. STARS [1] allows users exchanging
their information in the same star topology (i.e., network with a single hop is
established, multihop communication is not supported). It also provides several
properties of decentralized social network. The STARS has been implemented as a
mobile application and experimented in the real world. Unlikely, the PeerSON [2]
provides a solution for saving the data communication cost across many peers by
using distributed hash table (DHT) as a look up service. It concentrates on privacy
and security problems. Both of these approaches are conducted under an important
assumption that underlying physical connectivity works smoothly. This constraint
is broken in disaster scenarios.

Considering a severe condition in disaster environments where the main parts of
communication infrastructures may have been heavily damaged, DRANS [3], [4],
NodeJoints [5], and MA-Fi [6] attempted to establish physical connectivity between
many nodes utilizing multihop communication technologies. They virtualized a
single wireless network interface card (WNIC) to extend the star topology to
tree-based topology. DRANs addressed de facto standard requirements for disaster
recovery networks and proposed their own network model named wireless multihop
access networks (WMANV) for WiFi based multihop ad hoc networks. It achieved
a speed of 1.8 Mbps in several real life experiments. In contrast, NodeJoints
focused on routing protocol and designed network architecture with tests on 10
laptops (10 hops for the best cases). However, similar to DRANS, it suffered from
the topology changes. In Ma-Fi, router nodes (RONs) create the back-bone of ad
hoc network while station nodes (STANs) connects to them. Ma-Fi’s throughput is
comparable with an infrastructure network.

As described none of the existing methods mentioned above can form a mul-
tihop MANET with minimal cost for network establishment and management for
disaster recovery applications. In order to overcome this issue, we extend the
beacon stuffing [7] idea to achieve MANET topology by leveraging the control
beacon for carrying the necessary messages even in the phase of network estab-
lishment. Beacon stuffing was firstly introduced by Microsoft Research Lab for the
original purpose of spreading advertisement messages such as coupons for a dis-
count campaign, Wi-Fi advertisements, etc. In this work, readable data or
information-carried messages are embedded to beacon frames, thus the nearby
nodes can read the data without association while the network is being established.
Obviously, with this design the a social network can run on top of the on demand
multihop ad hoc networks established based on the EBS model. This paper com-
bines social network and connectivity formulation into one unified system, the
P2PSNDR. However, as discussed before establishing connectivity for multihop
communications in severe environments as in disasters is challenging problem, this
paper mainly focuses on resolving this issue utilizing EBS model.

Peer to Peer Social Network for Disaster Recovery 125



3 Network Establishment for SP2PSN

3.1 Simple Peer to Peer Social Network (SP2PSN)

Firstly, it is believed that all nodes in disaster areas will provide trusted information.
Therefore, identifying node is purely based on information node provided. There is
no need to add a central server to validate information provided by participating
nodes. The next inferences will be occurred in context of all nodes belonged to a
MANET and no node had internet connectivity.

In SP2PSN, data is stored locally. When a node joins the SP2PSN, it will
broadcast its profile, while other nodes conduct the process of profile identification.
The profile includes: {MAC address, full name, extra fields}. MAC address is used
to avoid profile duplication. Nevertheless, with strange MAC addresses, people do
not know exactly who they are. Thus, the profile should also contain phone number,
full name and some extra fields such as: age, gender, job, etc. This extension is
provided to the user community as an option when they use the proposed system.
The more information is provided in the profile the more probability node is
identified by other nodes.

After the identification process occurred, every node searches in the database to
determine relationship, which is follower or stranger. It is noticed that the rela-
tionship in SP2PSN is one-sided. Initially, A and B are stranger. When A recog-
nizes B, it may send a following request to B to be a B’s follower. It is quite
different from popular social networks such as Facebook, Twitter, etc. Because
physical connection of B is not always available and B’s data is stored locally.
Instead of A pulling messages away from B, B actively decides to send messages to
A or not.

Messages are sent in three modes: public, private and following. In the public
mode, messages belonged to a specific node are broadcasted to all other nodes in
the SP2PSN. In the private mode, messages are unicasted to a particular node while
in the following mode this node multicasts messages to a group of followers.
However, it is impossible to build a physical connection between two nodes which
are located in different networks. Instead of sending messages immediately, the
sender caches data. After that, if the Internet connectivity is available, it will send
the cached data to a specific global server (a specific server in the Internet). On the
other hand, a receiver possibly pulls messages at any time later.

In order to extend the SP2PSN in the daily life, we add phone number to the
profile. If user switches to another device, global server conducts following steps to
identify user. The global server sends one-time key via telecommunication network,
then user provides correct key to the server, then the global server accepts key and
returns the cached data back. In addition, if the cached data is profile then user can
continue using it to get other cached data.

As mentioned, SP2PSN is built on top of the mobile ad hoc network, the next
section will present our approach on utilizing the EBS model to build an on demand
MANET.
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3.2 Extended Beacon Stuffing Model (EBS)

As aforementioned, the network is on-demand established. That means nodes will
discover, negotiate to form the network. A node is free to choose its neighbors.
A neighbor acts as a router that routes packets to the destination. If there is no node
which has Internet connectivity, then the established network of a group of nodes is
named isolated network (IN).

Figure 1 shows that there are three separate disaster areas: Area 1, Area 2 and
Area 3. The dotted straight line is symbolic of wireless signal, the cloud is a black
box which connects stations to the global server and be always alive. If any two
devices directly connected, it is represented by 2 straight lines. In Area 3, the
infrastructure is completely destroyed leading to form an IN, node {K, L, M, N, O}
can not connect to the outside world. On the other hand, in Area 2, node G connects
to a radio station, it unconsciously contributes the Internet connectivity to other
nodes forming a zone network (ZN), it happened the same in Area 1. In order to
link multiple ZNs together, a global server is added to route packets across multiple
ZNs and store data of social network. Figure 1 shows all elements of possible
networks in a disaster area. Every device located in the same ZN or across multiple
ZNs can communicate with each other such as: E communicates with H by using
path {C, A, radio station, global server, radio station, G, H}. Additionally,

Fig. 1 All network elements
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conversation in the IN is cached and is likely to sync with the global server when
Internet connectivity is available such as:{conversation between L and N is cached
in L. After that, if L has internet connectivity, it is pushed to the global server and
be available for synchronization process from N}.

As the IN is the most severe situation in terms of the damage level on com-
munication infrastructure when a disaster occurs, this paper focuses on solving the
network establishment and manage for message communications in the IN. As
mentioned before mechanism on beacon stuffing can be utilized to embed data
messages while establishing the network. However, the original beacon stuffing
uses one-hop routing protocol which is not directly applicable to build a multihop
ad hoc network required in this work. We propose the means of extending the
beacon stuffing model by adding AODV [8] algorithm, namely the EBS model, to
route beacon frames through many nodes depicted in Fig. 2.

Figure 2 shows that all nodes were added the routing algorithm for message
forwarding. When node A sends a beacon frame X, node D may receive and
forwards it to C and C drops it based on C’s routing table. Meanwhile {B, E} act
the same as D. The EBS also naturally solves two difficult problems: MANET
connection establishment, dynamic IP allocation [9]. When a node sends out a
beacon frame, all in-range nodes can read without association, decryption key. In
the other word, all possible connections are established or the MANET connection
is constructed. In addition, beacon frame runs on layer 2 of the OSI model and
MAC address is global unique. Therefore, EBS uses MAC address to route beacon
frames instead of IP. Another advantage of the EBS is that it also runs concurrently
with other MAC 802.11 mode such as ad hoc, AP, station. For example, a node can
surf Facebook and route beacon frames at the same time.

Fig. 2 Route beacon frame through multiple hops
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3.3 Routing for Beacon Frame

There is a large number of works attempted to solve routing problem in MANET.
AODV is a famous one among them. It provides several approaches in which we
can customize in a specific scenario to be fit with the EBS. According to the EBS,
AODV should be converted to work with beacon frame. Converting process must
consider the beacon frame structure depicted in Fig. 3.

Figure 3 describes that a beacon frame includes one frame body reaching a
maximum of 2312 bytes. The frame body contains a group of Information Elements
(IEs) and an IE is formed by three parts: Element ID (1 byte), Length (1 byte),
Information (variable length, maximum of 255 bytes).

As proposed in [7], there are three fields that data can be embed in: SSID, BSSID,
IE. The SSID and BSSID allow embedding only 32 and 6 bytes respectively which
are too small to be beneficial for data carrying. However, every beacon frame has
frame body of maximum 2312 bytes, every IE contains 255 bytes in which 1 byte
for IE ID, 1 byte for IE header, and the rest for IE body. The maximum number of
IEs which belong to one beacon frame is 9. This means one beacon frame allows
transporting up to 9 × 253 = 2277 bytes revealing that IE is the best component for
data carrying.

If a node sends 1 beacon every 10 ms, during 1 s it sends about 100 beacons
transporting 100 * 2277 bytes = 222.7 kbytes. Therefore, maximum speed of EBS
is about 223 kbytes/s. It could be a promising speed.

Packets in AODV belongs to one of the three basic types: Routing Request
(RREQ), Routing Reply (RREP) and Data Packet (DP). All of them are filled one by
one in the IE body of beacon frame. It could be across multiple IEs, multiple beacon
frames if data is large. A beacon frame is treated as a fragment. RREQ, RREP are fit
in a beacon frame. As DP is variable in length, DP could be broken into multiple
fragments and be reassembled at the destination.

Fig. 3 Beacon frame structure
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4 Evaluation

In this section, we evaluate the feasibility of P2PSNDR using basic chatting
function via simulations on NS3. To conduct a suitable experiment which repre-
sents the feasibility of the proposed approach on real world application, we must
design a suitable network scenarios. However, there are a large number of
important factors which affect the result of simulation such as two-node distance,
number of nodes, number of beacon frames, size of packet, etc. Therefore, we
conduct a preliminary simulation to find suitable values for these factors. We start
with a small number of nodes with a short range between the two nodes and then
increase the number of nodes and the distance, respectively. The destination and
source nodes (many nodes concurrently serve as source nodes) are randomly
selected from all nodes in the network. Every beacon frame contains 1 kbyte data
and each source node sends up to 500 beacons in a simulation. The result is
described as in Fig. 4.

In Fig. 4, the X axis shows the number of nodes and the Y axis shows the
average rate of missing of beacon frames. Two-node distance increases from 5, 10,
25, 50, up to 100 m. The result shows that when increasing number of nodes or
two-node distance, missing percentage is intent to increase gradually, except in
100 m. Overall, the missing percentage is unstable because of randomly starting
sending beacon frame and unexpected collision in the air. However, it seems to be
stable when two-node distance is 10 or 5 m, where the missing rates are always less
than 10 %.

After thoroughly analyzing these results, we design new appropriate network
scenarios to evaluate the feasibility of P2PSNDR. Every node is randomly assigned
to a particular position in a limited square area. As focusing on validating the
feasibility of P2PSNDR using basic chatting function, packet size is set to 64 bytes
which is similar to the length of daily chat messages. Only 30 % nodes are assigned
as active nodes (source or destination) among which the destination is randomly
selected while the rest are sources (it should be noted that the other 70 % of nodes

Fig. 4 Missing of beacon frames via multihop communication under the proposed EBS models
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serve as forwarding nodes). Every approximately 5 s, every active node serving as a
source node sends a data beacon. This time interval could be similar to a period of
time that people wait for chatting messages. One node will send 500 beacon frames
in total. The size of the network will be increased by 50 nodes in every simulation.
In total, we have conducted five network scenarios for this evaluation, namely
networks with 50 nodes, 100 nodes, 150 nodes, 200 nodes, and 250 nodes.

The result of simulation is measured by Average Receiving Rate (ARR), which
describes the percentage of packets from source nodes that reach correct destina-
tions. Simulation result is showed in Table 1.

The sending packets in every simulation is a number of beacon frames which are
sent by source nodes. Which means Table 1 does not include beacon frames for-
warded by median nodes. Table 1 shows that all network scenarios accept an
ARR > 93 %. When increasing the network size, beacon frame collision occurs
more frequently, it decreases ARR gradually. In addition, every node starts sending
beacons at different times in different simulations. Therefore, the results fluctuate.
However, the results show that it is a little bit better than simulation result of AODV
because every node in P2PSNDR does not move. It avoids the re-routing cost.
Beacon interval is 5 s, which is a good number to avoid beacon frame collision in
the air. The results are also reasonable for chatting function on P2PSNDR. It also
proves that P2PSNDR is feasible in real world, specifically for disaster recovery.

5 Conclusion and Future Work

This work proposed an extension model for the beacon stuffing, the EBS, to effi-
ciently establish an ad hoc network supporting for social network functions used for
disaster recovery. It is completely possible to implement in mobile devices such as
Android mobile phones by modifying Linux kernel. It could be written as built-in
kernel module to parse, generate, and route beacon frames to exchange packets on
the P2PSNDR. The simulation result shows that chatting function works well on the
proposed networks. It is absolutely possible to extend this approach for more useful
functions on P2PSNDR such as sharing images or files, conducting video calls, etc.

However, beacon frame collision (BFC), reliable connection (RC) on the pro-
posed EBS model are still challenging issues. In the future work, we should pay

Table 1 The simulation
result for five network
scenarios

Number of
nodes

Sending
packets

ARR(%)

Scenario 1 50 7500 98.44

Scenario 2 100 15,000 99.983

Scenario 3 150 22,500 96.35

Scenario 4 200 30,000 93.715

Scenario 5 250 37,500 96.357
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more focuses on resolving these issues. In addition, further evaluations should be
conducted to confirm not only the feasibility but also the effectiveness, energy
consumption, overhead, etc., of the proposed solution before implementing this
approach on the real mobile devices.
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Impact of Information System-Based
Customer Relationship Management
Strategy, Social Media Interaction
on Customer Perception, Satisfaction,
Loyalty, Corporate Image and Purchase
Intention to XYZ Cellular Customers
in Samarinda City

Wick Indiyarto and Harisno

Abstract This study aims to investigate the impact of information system-based
Customer Relationship Management (CRM) strategy, social media interaction on
customer point of view from XYZ cellular customers in Samarinda city, East
Kalimantan, Indonesia. This study used Structural Equation Modeling-Partial Least
Square (SEM-PLS) with two-step approach for second order confirmatory factor
analysis from 246 customers as respondents. This paper found the direct and
indirect impact of information system-based CRM strategy on variables related with
customers such as perceived value, perceived service quality, customer satisfaction,
customer loyalty, corporate image and purchase intention.

Keywords Customer relationship management � Information systems � Purchase
intention � Structural equation modeling-partial least squares

1 Introduction

Despite many companies have implemented Customer Relationship Management
(CRM) to maintain existing relationship with their customer, but they fail to
develop a comprehensive strategy because they view CRM as a technological
solution and ignore the business issues [1]. Moreover due to high cost of acquiring
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new customers, companies are also giving efforts to maintain existing customers,
especially the most profitable customers [1]. In order to do that, companies should
have strategy or capability to be able the tendency of customer interest, the nec-
essary information which is processed to identify trends to understand customer
need, manage customer relationship and maintain customer loyalty from the
implementation of Customer Relationship Management (CRM). According to
Buttle [2], CRM is a business strategy integrates core internal processes, functions
and external networks to create and deliver value to customers with the goal of
achieving a profit [2]. Information system—based CRM provide continuous
improvement in customer relations in hotel organisations [3]. From the information
systems perspective, Business analytics (BA), business intelligence (BI) and
especially on how to leverage big data from social media, network, mobile and web
data are dynamic, fascinating and highly relevant field of research need to be
discovered [4]. PT. XYZ aims the implementation of CRM to provide customer
insights for better decision making, faster decisions, and has a high business per-
formance, the company has been using big data and big data analytics [5]. Data
analytics refer to the Business Intelligence and Analytics (BI&A) technologies with
data mining techniques and statistical analysis [6, 7]. Business Intelligence (BI) is
an information system, BI can be interpreted as a decision support, executive
information systems, and management information systems management [8, 9].
This paper has contribution to investigate the effect of implementation information
system-based CRM strategy which is measured from customer point of views such
as perceived value and service quality, satisfaction, loyalty, corporate image and
purchase intention in PT. XYZ cellular customers.

2 Research Background

The lack of knowledge about the impact of information system-based CRM in
customer point of view in XYZ cellular customers in Samarinda city give rise to 4
research questions below:

1. Are there positive and significant influence between information system-based
CRM on customer perceived value, perceived service quality, corporate image,
customer satisfaction, and customer loyalty from XYZ cellular customers in
Samarinda city?

2. Are there any positive and significant correlation between customer satisfaction
and customer loyalty towards purchase intention from XYZ cellular customers
in Samarinda city?

3. Is there any positive and significant influence between social media interaction
on purchase intention from XYZ cellular customer in Samarinda city?

4. What factors that directly or indirectly affect customer satisfaction, customer
loyalty, and purchase intention to XYZ cellular customer in Samarinda city?
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2.1 Previous Study

Develop from relevant literature [10–12, 13]. Table 1 shows previous research
framework used and developed in this study.

Information systems-based CRM strategy as exogenous variables in this study
using Ngai et al. [11] classification framework for data mining techniques in CRM
consist of 4 sub dimensions: customer retention, customer identification, customer
development, customer attraction. Another exogenous variable was social media

Table 1 Previous research

Study Research title Research
methodology

Result

Bayol
et al. [10]

Use of PLS path
modelling to estimate
the European consumer
satisfaction index
(ECSI) model

Using Lohmöller’s
program LVPLS 1.8
to estimate ECSI

Presenting ECSI models
with PLS approach used
to estimate model
parameters

Ngai et al.
[11]

Application of data
mining techniques in
customer relationship
management: a
literature review and
classification

Identified 24 journal
and 87 papers from
2000 to 2006

A literature review and
a comprehensive
classification scheme for
data mining techniques
for CRM consisting of
customer identification
customer attraction,
customer retention and
customer development

Scheepers
et al. [12]

The dependent variable
in social media use

Using SEM-PLS
method, for
measurement model
using confirmatory
factor analysis and
structural analysis
models using
SmartPLS

Findings of this study
indicate that dependent
variable of a sense of
community reflects four
sub construct that can
identify the behavior of
social media users is
information seeking,
hedonic activities,
sustaining extending of
strong ties and weak ties

Kurniati
et al. [13]

The effect of customer
relationship marketing
(CRM) and service
quality to corporate
image, value, customer
satisfaction, and
customer loyalty

Using descriptive and
GSCA (generalized
structured component
analysis)

CRM and quality of
service can directly
enhance the corporate
image, value, customer
satisfaction and loyalty,
while the image of the
company does not
directly affect customer
satisfaction and loyalty,
but increase customer
satisfaction and loyalty
through value
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interaction [12], while endogenous variables in this study were: corporate image
[10], perceived value [14, 15] perceived service quality [16], customer satisfaction
[10, 17, 18] customer loyalty [10, 19] and purchase intention [20, 21].

2.2 Research Hypothesis

The research hypothesis and model can be illustrated in Fig. 1. The four dimensions
of CRM consist of:

i. Customer Retention: The purpose of customer retention is customer loyalty
where customer satisfaction is a very important condition for retaining
customers or make loyal customers. Customer retention is central concern of
CRM [11].

ii. Customer Identification: In the identification phase, determined the target
populations to determine which customers are most profitable [11], moreover
customer identification provides information on the characteristics of prof-
itable customers and analyze customer lost and how to get back to the
customer [22].

iii. Customer Development: The goal of development is expand its customer
consistently to the intensity of the transaction, transaction value and aims to
enhance customer benefits [11].

iv. Customer Attraction: After identifying of potential customers segment, the
company can directly approach the customer towards customers segment [11].

v. Hypothesis 1: information system based-CRM has positive relationship and
significantly effect to customer perceived value.

vi. Hypothesis 2: information system based-CRM has positive relationship and
significantly effect to customer perceived service quality.

Fig. 1 Research hypothesis, path model with hierarchical component structure → : direct effect
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vii. Hypothesis 3: information system based-CRM has positive relationship and
significantly effect to corporate image.

viii. Hypothesis 4: information system based-CRM has positive relationship and
significantly effect to customer satisfaction.

ix. Hypothesis 5: information system based-CRM has positive relationship and
significantly effect to customer loyalty.

x. Hypothesis 6: Customer perceived service quality has positive relationship
and significantly effect to customer perceived value.

xi. Hypothesis 7: Customer perceived service quality has positive relationship
and significantly effect to corporate image.

xii. Hypothesis 8: Customer perceived service quality has positive relationship
and significantly effect to customer loyalty.

xiii. Hypothesis 9: Customer perceived value has positive relationship and sig-
nificantly effect to customer loyalty.

xiv. Hypothesis 10: Customer perceived value has positive relationship and
significantly effect to customer satisfaction.

xv. Hypothesis 11: Customer perceived service quality has positive relationship
and significantly effect to customer satisfaction.

xvi. Hypothesis 12: Corporate image has positive relationship and significantly
effect to customer perceived value.

xvii. Hypothesis 13: Corporate image has positive relationship and significantly
effect to customer satisfaction.

xviii. Hypothesis 14: Corporate image has positive relationship and significantly
effect to customer loyalty.

xix. Hypothesis 15: Customer satisfaction has positive relationship and signifi-
cantly effect to customer loyalty.

xx. Hypothesis 16: Customer satisfaction has positive relationship and signifi-
cantly effect to purchase intention.

xxi. Hypothesis 17: Customer loyalty has positive relationship and significantly
effect to purchase intention.

xxii. Hypothesis 18: Customer interaction social media has positive relationship
and significantly effect to purchase intention.

3 Research Methodology

3.1 Population and Sample

This study used quantitative approach with purposive sampling technique because
the respondent must meet the following requirements:

1. As a cellular customer of PT. XYZ.
2. Based in Samarinda city, East Kalimantan, Indonesia.
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Sample size was determined using Ferdinand Formula as much as 5–10 times the
number of parameters to be estimated [23]. In this study the questionnaires contain
44 observed indicators, so the minimum number of samples required is 220
respondents. The questionnaires were distributed to 250 respondents but only 246
were completed, so total samples in this study were 246 respondents and considered
sufficient.

3.2 Respondents Profile

Overall, customer frequency by gender was composed of 48.37 % male and
51.63 % female. Respondent’s education was dominated by the respondents who
studying in high school 78.05 % followed by respondents who studying or finished
bachelor degree and university 18.70 %. In terms of age majority of respondents
were between 21 and 30 years old 55.28 %, followed by respondents were under
20 years old 40.24 %. In terms of respondent job, most of respondents was students
73.17 % followed by respondents who had job as worker 18.29 %. The majority of
respondents declared that they got online promotion 3–5 times a month 36.18 %,
followed by respondents got online promotion 6-8 times a month 15.85 % and they
has become telecom operator customer 6–10 years 56.50 %, followed by respon-
dents were less than 5 years 27.24 %.

3.3 Data Techniques Analysis

The Structural Equation Modeling—Partial Least Square (PLS-SEM) software was
used to analyze the statistical data. Method for analyzing CRM strategy using
second order confirmatory factor analysis with two stage approach using SmartPLS
3.0 Software. In the two-stage approach used the following steps [24, 25]:

1. Draw the construct and its indicators in the Low Order Constructs (LOC), then
run PLS Algorithm to get scores of latent variables.

2. Input latent variable scores as indicators of higher-order constructs (HOC) and
other constructs in the model and then be evaluated structural models.

Figure 2 in the step 1, repeated indicator approach is used to obtain the latent
variable scores for the LOCs: customer retention, customer identification, customer
development and customer attraction connected to CRM. After running PLS
Algorithm, we obtained the latent variable scores result.

The evaluation result of first stage of CRM dimension measurement are as
follows:

1. Convergent validity (loading factor): the result confirm all indicators has loading
factor values 0.60 or higher, so all indicators were valid or already met the
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convergent validity. According to Hulland in exploratory studies loading factor
value 0.4 are acceptable [26].

2. Discriminant validity (cross loading): The most conservative criterion recom-
mended to evaluate discriminant validity is the Fornell and Larcker criterion.
The method compares each construct’s AVE value with the squared intercon-
struct correlation (a measure of shared variance) of that construct with all other
constructs in the structural model [27]. The result confirm correlation value of
each construct indicator is higher than construct correlation with other indica-
tors, it proves that predicting latent constructs indicators on their block are better
than the indicator in others block.

3. Reliability (composite reliability and Cronbach Alpha): an acceptable composite
reliability is 0.70 or higher [24, 28] while an acceptable Cronbach Alpha is 0.60
or higher [29]. The result confirm all constructs expressed reliable.

In step 2, we took latent variable scores from the result of step 1, then input
latent variable scores as indicators of higher-order construct (HOC): CRM and
drawed also the other constructs (perceived value, perceived service quality, cor-
porate image, customer satisfaction, customer loyalty, and purchase intention) in
the model. Then result of step 2 of Two Stage Approach on Second Order CFA of
this study:

Fig. 2 Step 1 of two stage
approach on second order
confirmatory factor analysis
of this study
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3.4 Analysis of Measurement Model

The evaluation for measurement model from Fig. 3, to measure the validity of the
outer model can be obtained from convergent validity which the value of loading
factor is 0.70 or higher [28]. In the second stage evaluation, SERVQ2 and
VALUE4 indicators have loading factor value below 0.70, so indicators: SERVQ2
and VALUE4 were removed in the study then the result become as Fig. 4.

Fig. 3 Step 2 result of two stage approach on second order confirmatory factor analysis

Fig. 4 Result of PLS Algoritm for measurement and structural model
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After removing those 2 indicators, the loading Factor for all indicators have met
the value of convergent validity (factor loading) >0.70. Then the discriminant
validity were obtained from cross loading and √AVE (square root of average
variance extracted). AVE value is calculated as the mean of the squared loadings for
all indicators associated with a construct [27]. The result of discriminant validity
were valid because construct correlation to the indicator itself is higher than the
correlation indicators to other constructs and √AVE for each construct is greater
than the correlation between the construct and other constructs [24, 28]. Then the
result of the constructs were also reliable because AVE score were greater than 0.50
and composite reliability and Cronbach Alpha >0.70 [24, 28].

3.5 Analysis of Structural Model

This evaluation includes an examination of R-square and the significance of the
estimated coefficients. Below were the result of R-square and path coefficient
(Table 2).

Value of R-squares or adjusted R-square are ≤0.7, ≤0.50, and ≤0.25 that is
strong, moderate and weak model [28]. The significant of the hypothesis in this
study can be explained in Table 3.

To assess the path coefficients’ significance, critical t-values for a two-tailed test
are 1.65 (significance level = 10 %), 1.96 (significance level = 5 %), and 2.58
(significance level = 1 %) [28]. Table 3 shows the result for the proposed
hypothesis: 16 hypothesis were significant and 2 hypothesis were not significant.
Then we can answer some of the research questions in this study:

1. There were positive and significant influence between information system-based
CRM on customer perceived value, perceived service quality, corporate image,
customer satisfaction, and customer loyalty from XYZ cellular customers in
Samarinda city.

2. There were positive and significant correlation between customer satisfaction
and customer loyalty towards purchase intention from XYZ cellular customers
in Samarinda city.

Table 2 R-square Variables R-square Variance on the
model

Corporate image 0.374 Moderate

Customer loyalty 0.598 Strong

Purchase intention 0.634 Strong

Customer satisfaction 0.604 Strong

Perceived service
quality

0.400 Moderate

Perceived value 0.484 Strong
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Table 3 Path coefficient result of this study

Original
sample
(O)

Sample
mean
(M)

Standard
error
(STERR)

T statistics
(|O/STERR|)

P
values

result (P
value <0.05
and <0.1)

CRM→ corporate image 0.448 0.447 0.072 6.266 0.000 Significant

CRM → customer
loyalty

0.190 0.190 0.066 2.885 0.002 Significant

CRM → customer
satisfaction

0.269 0.267 0.066 4.078 0.000 Significant

CRM → perceived
service quality

0.632 0.635 0.044 14.278 0.000 Significant

CRM → perceived value 0.437 0.434 0.065 6.707 0.000 Significant

Corporate
image → customer
loyalty

0.127 0.129 0.060 2.105 0.018 Significant

Corporate
image → customer
satisfaction

0.100 0.100 0.057 1.758 0.040 Significant

Corporate
image→ perceived value

0.241 0.245 0.062 3.917 0.000 Significant

Customer
loyalty → purchase
intention

0.462 0.459 0.060 7.721 0.000 Significant

Customer
satisfaction → customer
loyalty

0.377 0.376 0.069 5.472 0.000 Significant

Customer
satisfaction → purchase
intention

0.381 0.383 0.059 6.419 0.000 Significant

Perceived service
quality → corporate
image

0.219 0.219 0.081 2.717 0.003 Significant

Perceived service
quality → customer
loyalty

0.163 0.163 0.055 2.947 0.002 Significant

Perceived service
quality → customer
satisfaction

0.302 0.298 0.056 5.356 0.000 Significant

Perceived service
quality → perceived
value

0.122 0.122 0.075 1.628 0.052 significant

Social media
interaction → purchase
intention

0.049 0.056 0.044 1.110 0.134 Not
significant

Perceived
value → customer
loyalty

0.052 0.050 0.064 0.815 0.208 Not
significant

Perceived
value → customer
satisfaction

0.257 0.261 0.065 3.971 0.000 Significant
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3. There was no positive and insignificant influence between social media inter-
action on purchase intention from XYZ cellular customer in Samarinda city.

Then result of indirect path values to analyze mediating effect that influence the
hypothesis can be seen in Table 4.

Table 4 Indirect path result of this study

Indirect path Original
sample
(O)

Sample
mean
(M)

Standard
error
(STERR)

T statistics
(|O/STERR|)

P
values

CRM → corporate image 0.139 0.139 0.052 2.670 0.004

CRM → customer loyalty 0.471 0.471 0.056 8.380 0.000

CRM → purchase intention 0.567 0.566 0.039 14.717 0.000

CRM → customer
satisfaction

0.418 0.420 0.050 8.407 0.000

CRM → perceived service
quality

CRM → perceived value 0.219 0.221 0.052 4.224 0.000

Corporate
image → customer loyalty

0.073 0.073 0.027 2.711 0.003

Corporate
image → purchase intention

0.154 0.156 0.044 3.541 0.000

Corporate
image → customer
satisfaction

0.062 0.064 0.024 2.527 0.006

Corporate
image → perceived value

Customer
loyalty → purchase
intention

Customer
satisfaction → customer
loyalty

Customer
satisfaction → purchase
intention

0.174 0.172 0.035 4.920 0.000

Perceived service
quality → corporate image

Perceived service
quality → customer loyalty

0.176 0.176 0.036 4.882 0.000

Perceived service
quality → purchase
intention

0.297 0.296 0.043 6.840 0.000

Perceived service
quality → customer
satisfaction

0.067 0.069 0.029 2.339 0.010

(continued)
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4 Discussion

The result analysis of measurement and structural model can be discussed and
explained as below:

1. In this study indicate that the purchase intention of the XYZ products in
Samarinda city was influenced very strongly by loyalty (t-statistic 7.721) and
customer satisfaction (t-statistic 6.419), which was in line with research
Chinomona and Dubihlela [21], where customer loyalty encourage or influence
customer purchase intention. While customer interaction in social media did not
affect purchase intentions (t-statistic 1.110) which maybe the customers acces-
sed social media to interact with their friends or to find information for private
purpose only and not related to mobile products and services provided by PT.
XYZ in Samarinda city

2. In this study indicate that customer loyalty was influenced by customer satis-
faction (t-statistic 5.472), CRM strategies (t-statistic 2.885), customer perceived
service quality (t-statistic 2.947), and corporate image (t-statistic 2.105). While
customer perceived value did not affect customer loyalty directly, it was not in
accordance with the research from Kurniati et al. [13] because customer per-
ceived value influence indirectly on customer loyalty after the customer get
satisfaction in advance on products and services provided by PT. XYZ in
Samarinda city.

3. In this study indicate that customer satisfaction was influenced by the customer
service quality (t-statistic 5.356), customer perceived value (t-statistic 3.971),
corporate image (t-statistic 1.758), and CRM strategy (t-statistic 4.078), which
was in line with research from Kurniati et al. [13]. Customer retention, which
was part of the CRM aims to maximize the value of customer lifetime value that
can create customer satisfaction [13].

Table 4 (continued)

Indirect path Original
sample
(O)

Sample
mean
(M)

Standard
error
(STERR)

T statistics
(|O/STERR|)

P
values

Perceived service
quality → perceived value

0.053 0.054 0.026 2.068 0.019

Social media
interaction → purchase
intention

Perceived
value → customer loyalty

0.097 0.098 0.032 3.027 0.001

Perceived
value → purchase intention

0.167 0.168 0.047 3.523 0.000

Perceived
value → customer
satisfaction
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4. In this study indicate that corporate image, service quality and customer per-
ceived value was influenced directly by the CRM strategy, which was in line
with research Kurniati et al. [13] where CRM is how to increase customer value
by using a marketing tool such as communication, trust, commitment and
empathy that aims to make customers feel safe, to achieve the company’s
profitability and improve the corporate image [13]. In this study the strategy of
Customer Relationship Management which was formed from 4 sub dimensions
of identification, attraction, development and retention of the most powerful
influence in shaping the corporate image, customer service quality, perceived
value, satisfaction and customer loyalty in sequence were customer identifica-
tion, attraction, development, and retention.

5 Conclusions

Based on the discussion, then we can conclude that:

1. There were positive and significant influence between information system-based
CRM on customer perceived value, perceived service quality, corporate image,
customer satisfaction, and customer loyalty from XYZ cellular customers in
Samarinda city.

2. There were positive and significant correlation between customer satisfaction
and customer loyalty towards purchase intention from XYZ cellular customers
in Samarinda city.

3. There was no positive and insignificant influence between social media inter-
action on purchase intention from XYZ cellular customer in Samarinda city.

4. Customer perceived value, perceived service quality, and corporate image have
mediating effect between information system-based CRM to customer satis-
faction, customer loyalty, and purchase intention to XYZ cellular customer in
Samarinda city.

This study has limitation number of latent variables measured and can be
explored from different point of view, it is suggested for the future studies are
expected to use different variables such as the addition another exogenous and
endogenous to enrich the results of analysis of other factors that can affect corporate
image, customer perception, satisfaction, loyalty and purchase intention.
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Lexical Matching-Based Approach
for Multilingual Movie Recommendation
Systems

Xuan Hau Pham, Jason J. Jung and Ngoc Thanh Nguyen

Abstract Recommendation systems (RecSys) have been developed for personal-
ized users interaction process to deal with overload information. Movie
Content-based recommendation approaches try to measure similarity between
movie or users based on relevant information. Nowadays the amount of information
on the web exists in several languages. The items description on the RecSys may be
not only native languages but also multilingualism. Besides, users interact to the
system come from many countries in different languages. However, most of these
recommendation systems lack mechanisms to support users overcoming the lan-
guage problem. Thus, in this paper, we propose a lexical matching-based approach
to deal with multilingualism in our process and show efficient experiment for
multilingual recommendation system in movie domain.
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1 Introduction

With the rapid growth of the Web and the overload information that we have to deal
with, the systems have to be responded customer needs without taking them a lot of
time and many declarations. Users have to face an evident difficulty in selecting
interested items. Recommendation systems (RecSys) is the best choice. RecSys is a
automatically mechanism to provide to users interested items (e.g., web pages,
documents, movies, books, music and so on) from a large information repository
based on analyzing user profile. These systems can generate a set of items “po-
tentially” to show to users. These items are shown to help users finalize their
decisions (e.g., products to buy, music to listen to, movies to watch, and news to
read). Thus, it is important for the RecSys to collect as a lot of user feedback and
user interactions as possible and to compute similarities among them. These con-
tents not only relevant users but also items information.

Nowadays, most of the e-commerce systems can be accessed that not be
restricted by language barriers. As we known, in the real world customers come
from many countries and they can interact to the system in different languages
including native language. They also have many foreign friends. Therefore, how the
systems can generate profiles and measure the similarity among them? Besides,
there are many of the target items contents have been internationalized, such
contents can be localized. We consider the following example:

and these movies are expressed as follows:
Taking Tables 1 and 2 into account, we assume that u1 and u3 are friends, u1 is

French and u3 is Korean. We know that i1 and i5 are the same one, i1 is original
edition and i5 is Korean languages edition. If the system cannot identify i1 and i5, it
has a mistake for recommending. For this case, how can user profiling and rec-
ommend interested movies to these users? In order to deal with this, we will
consider multilingual contents in the recommendation process. In this paper, we
propose a lexical matching-based approach for multilingual movie recommendation
systems. The recommendation performance consists of two main stages: user
profiling and recommending with multilingual content of movies.

The outline of paper is organized as follows. In Sect. 2, we represent the pre-
vious studies on content-based recommendation systems and user profiling.

Table 1 User-item multilingual information

User ID (Language) Movie ID (Title) Language Rating

u1 (French-fr) i1 (Avatar)
i2 (Taxi (1998))

English
French

4
4

u2 (English-en) i3 (Taxi (1998))
i4 (A beautiful mind)

English
English

5
2

u3 (Korean-ko) i5
i6 (Titanic)

Korea
English

3
5
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In Sect. 3, we describe our proposal and present formal modeling with mathe-
matical definitions and properties. Section 4 presents some experimental results and
our discussion. Finally, Sect. 5 draws our conclusion of this work.

2 Related Work

Content-based recommendation systems is a suitable approach for personalizing
items based on analyzing user profile [1, 2]. In order to recommend, content-based
method extracts the content of items to predict relevant items based on the users
profile. Thus, in this approach, the systems collect user feedback and user inter-
actions for user profiling. There are many user profiling approaches have been
proposed.

In [3], a content-based document representation based on requested pages to
build a user’s interest model. The system builds the user model as a semantic
network. It has been used a multilingual database to allows navigation multilingual
agents. During the matching phase, the system obtains the senses representation of a
document and the user interest model, and the recommendation results as an pre-
diction of the relevant document. WebShopper+ [4] is a system to help user find
and compare products using different languages. It designed with a multilingual
ontology to deal with the language barriers. A semantic search mechanism to help
user to find interested products based on concept similarity. The semantic similarity
of concepts and lexical based on ontology have been presented in [5–7].

Multilingual information retrieval in the extracting keywords of document has
been proposed by [8]. The authors developed a new algorithm to extract multiple
languages and effective keywords with high degree, uniquely identify a document.
The approach has been implemented by using a keyword search algorithm on a
Japanese-English bilingual corpus and the Reuter’s corpus. In [9], the authors have

Table 2 Multilingual movie information

Movie ID Genre Director Actor Country

i1 Action, Adventure J. Cameron S. Worthington
Z. Saldana

USA

i2 Comédie G. Pirès S. Naceri
F. Diefenthal

Français

i3 Comedy G. Pirès S. Naceri
F. Diefenthal

French

i4 Drama R. Howard R. Crowe
Ed Harris

USA

i5

i6 Drama J. Cameron L. DiCaprio
Kate Winslet

USA
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been proposed an approach to integrate content of document across languages for
presentation of retrieved. The form of dynamic multilingual documents generated to
respond to user interest. In [10], they have been proposed user profiling based on
ontology and the RDF/OWL EuroWordNet. This approach recommends relevant
information as a personalize retrieval systems according to user preferences with
multilingual data of the user. Flickling [11], a multilingual search interface have
been presented to collect a large search log of multilingual image searches. It has
two ways for searching, mono and multilingualism, that allow to represent Flickr
images annotated in different languages. The interface is able to automatically
translate it into several languages based on user preference. The integrated multi-
lingual entities dataset for recommendation system has been proposed in [12].

3 Multilingual Recommendation Systems

In this approach, we assume that the multilingual values of movies have been
extracted. It means that multilingual movie attributes and values are described as
Tables 1 and 2.

3.1 Multilingual Recommendation Process

We denote as follows:

– U is a set of users
– I is a set of movies
– A is a set of movie attributes
– V is a set of values
– L is a set of languages
– R is a set of rating

In order to be easy understand our approach and also perform the matching up
among languages. The following table will show the list of languages codes and
describe them (Table 3).

Table 3 The languages
codes

Language name Native language Code

English English en

French français fr

German Deutsch de

Korean ko

Italian Italiano it
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Definition 1 (Item representation) Each certain movie, denoted i 2 I can be
expressed as follows:

i ¼ fða; t; lÞj8a 2 A; t 2 V ; l 2 Lg

In the above mentioned example as Tables 1 and 2, “Avatar” English movie is
directed by “J.Cameron’’, movie genre is “Action” and “Adventure”, movie starting
is “S. Worthington” and “Z. Saldana’’, and recommended language is English,
denoted i1,

i1 ¼ f(id, “tt049954”, o),(language, “English”, en), (title, “Avatar”, en), (di-
rector, “J.Cameron”, en), (starting, “S. Worthington”, en), (starting, “Z.
Saldana”, en), (genre, “Action”, en), (genre, “Adventure”, en) g

The “ “ Korean edition is the same one, “Avatar” movie. It is described as
follows:

With a certain movie, we define a multilingual movie collection as follows:

Definition 2 (Multilingual item) Given movie i 2 I, L1 � L is a set of movie
languages in different editions, D is a set of languages codes. The multilingual
movie collection can be defined as follows:

CðiÞ ¼ fðd; l0; lÞjðd; lÞ ¼ ðd; l0Þ : l 6¼ l0; d 2 D;\l0; l[ 2 L1g

For example, The “Avatar” movie has seven editions in English, French, Korea
and so on. It can be described in a multilingual movie collection:

Cð00Avatar00Þ ¼ f(en, “English”, “English”), (fr, French, “Français”), (ko,
Korean, “ ”)}

Definition 3 (Transaction) Given user u 2 U, u rated a certain movie, denoted
i 2 I, each user-movie interaction can expressed as follows:

TðuÞ ¼ fði; l; rÞj9i 2 I; l 2 L; r 2 R; r 2 ½1::5�g

For example, we can see user-movie matrix in Table 1. The table has three users
and six movies. User u1 watched two movie i1, i2 with English and French lan-
guages of editions, respectively. We have:

Tðu1Þ ¼ fði1;English; 4Þ; ði2;Vietnamese; 2Þg
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Similarly,

Tðu2Þ ¼ fði3;English; 5Þ; ði4;English; 2Þg

Tðu3Þ ¼ fði5;Korean; 3Þ; ði6;English; 5Þg

The set of selected movies of certain user without ratings and languages is
denoted by IðuÞ and a set of users who selected the same movie is denoted by UðiÞ.

3.2 User Profiling

In our approach, we try to extract user profile based multilingual movie description
and user-movie transaction. Each movie is described by a tuple (attribute, attribute
value, language) as Def. 1. The systems obtain user preference based on the
measurement the dominant attribute values of item. This means that the dominant
values will transform from movie information into user interest by analyzing user
transactions. In order to user profiling, we have to extract item contents as values
and the similarity between them.

Definition 4 (User model) A model of user as a triple is described as follows:

M ¼ hT ;Ci

where T is a set of user transactions, C is a set of multilingual movies.
After collecting user data, the systems have to extract which interested items that

will be recommended to user. In order to do this, it try to analyze and find out user
preference. It means that we have to measure to identify which value is dominant.
The list of movies candidate will be identified based on the matching between them
and user preference. In order to find out the dominant value, we have to compute
the weight of each value with respect to correlative attribute.

Definition 5 (Weighted value) The weight of certain value in the user profile of
multilingual data is defined as follows:

wðIðuÞ; ta; lÞ ¼ cardðta; lÞ
cardðta; uÞ ð1Þ

where cardðta; lÞ is number of ta values in languages l and cardðta; uÞ is number of
ta values of user u.

The weight of value on a set of selected movies of certain user u, obtained by:

wðta; IðuÞÞ ¼
X

l2L
ðwðIðuÞ; ta; lÞÞ ð2Þ
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Definition 6 (User preference) Each given user u, u preference can be expressed as
follows:

f ðuÞ ¼ fða; t; lÞjwðva; IðuÞÞ� s : a 2 A; ta 2 V ; l 2 Lg

where s is threshold and s 2 ½0::1�

3.3 Recommendation Process

There are four steps for recommendation process:

– Collecting user-movie transaction
– Extracting user preference with multilingual collected data.
– Matching and finding potential items.
– Representing multilingual recommended movies.

In content-based recommendation process approach, the main task is to find out
which items are closed to user preference based on their information. It means to
compute the similarity between a set of item values and user preference. There are
many measures have been proposed to compute the similarity of two vectors. The
cosine similarity is the most widely used among them. The similarity between two
set of values can obtained by cosine normalization [2, 13, 14].

Definition 7 (Value similarity) Give two values, t1 and t2, the value similarity is
computed by:

simðt1; t2Þ ¼ 1 if Ml2L t1; lð Þ ¼ Ml2L t2; lð Þ
0 otherwise

�

where Ml2Lðt1; lÞ is function to get a set of the same value in the set of languages L.
Based on the computed similarity, we extend it to propose the definitions for

content-based multilingual recommendation systems. In collaborative filtering
approach, item similarity usually measures based on user rating data. Otherwise, in
content-based approach, item similarity take into account the value similarity in
different item attributes.

User preference contains a set of dominant values that the system extracts from
user profile. Thus, instead of measure similarity on users’ profiles we measure on
users’ preferences.

The recommendation process will extract a set of items recommendation based
on user preference and measuring the user similarity and movie similarity. User
similarity extracts the set of user neighbors who have relevant dominant value to
current user on each interested value and take in into account all of the values of the
user preference. Movie similarity finds out a set of movies which become potential
movies to recommend to user. In the next section, we present the datasets that we
implemented for our proposal.
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4 Experimental Results and Discussion

In this paper, in order to implement our proposal, we have to collect and integrate
datasets from multi-sources:

1. IMDB1 dataset contains movies and related information about movies.
2. DBpedia2 contains multilingual movie information.
3. collected users’ profiles describe native language and multilingualism.

The multilingual related information of movies have been described in Table 4.
In the Table 4, we can see that the number of movie title languages is more

different than movie actor and movie director. Based on each attribute value on each
movie, we try to extract a set of multilingual values on DBpedia repository.
However, the quantity of languages on each entity is not the same depending on the
original source, Wikipedia.3

In order to perform our proposal, we try to construct the structure of profile in the
Table 5.

We implement 50 users on our dataset. We compare between content-based
approach (CB) and multilingual content-based approach (MCB). We separate user
profile into two types based on their languages for evaluating our proposal as
follows:

1. Monolingual user profiling for content-based approach (e.i., these user can only
watch movies with native language)

2. Multilingual user profiling for multilingual content-based approach.

We assume that English is language of system. We can predict three scenarios for
these cases on our dataset:

Table 4 The multilingual
movies

Attribute #Attribute value #Languages

Title 497 20

Actor 2469 88

Director 599 66

Table 5 Structure of profile User ID Native language Multilingualism

u1 German German, English

u2 Vietnamese Vietnamese

u3 Vietnamese Vietnamese, French, English

1www.imdb.com.
2www.dbpedia.org.
3www.wikipedia.org.
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1. User cannot get any movies for non English users.
2. System can show a list of recommendation movies to user for English users
3. The list of multilingual movies will be recommended to user.

For monolingual user profiles case, we extract a list of movies in English movies
repository. There are 31 users who can get candidate movies. However, there are
19 users who cannot get any related movies. The simple reason is that their profile
do not match any English movies. It means that they cannot watch English movies
(e.g., Spanish, French and so on). For multilingual user profiles, system can rec-
ommend movies to 19 users from multilingual movies dataset. The result is shown
in the Fig. 1

5 Conclusion

In this paper, there is a new multilingual content-based recommendation systems
approach in movie domain have been proposed. We extract user’s preference in
difference languages based user feedback and user interactions. The similarity
between items or users based on movie attributes, attribute values and a set of
languages have been defined to find out a set of potential movies that can recom-
mend to user. A multilingual dataset have been generated to perform our approach
from several sources. In this approach, we not only take into account users pref-
erence but also integrate multilingualism into them. The experimental results show
that our approach more efficient and flexible. In future work, we will show eval-
uation of recommendation accuracy.
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Analyzing and Conceptualizing
Monitoring and Analytics as a Service
for Grain Warehouses

Tien-Dung Cao and Hong-Linh Truong

Abstract In developing countries, like Vietnam, it is vital to ensure high quality of
grain with traceable origins, because grain is of paramount importance for business
and food security purposes. However, it is very challenging to build information
systems to track, monitor, analyze and manage grain warehouses in scattered flood
of Mekong delta—Vietnam, given under developed physical and informational
infrastructures. In this paper, we analyze requirements and conceptualize moni-
toring and analytics as a service for grain warehouses, with a focus on Vietnam’s
environment. We analyze different stakeholders and their needs for monitoring and
analytics features for grain warehouses. Leveraging the cloud computing model, big
data analytics and Internet of Things (IoT), we design a conceptual framework to
monitor various important information for grain warehouses and present different
data analytics services that should be provided.

Keywords Grain warehouse monitoring � Monitoring and analytics as a service �
IoT � Cloud computing

1 Introduction

Recently, advances in cloud computing, big data management, business intelli-
gence, and Internet of Things (IoT) have been introduced to various domains,
including transportation, logistics, and smart agriculture [1–3]. Furthermore, sub-
stantial reduction of investment costs in smart devices and software services in the
cloud has enabled the further integration between physical worlds with software
services in the cloud. Apart from such emerging technologies, shared economy
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models have shown that assets will be shared and managed with joint interesting
from different partners [4]. In this trend, we have also observed that novel tech-
nological and economic models are needed to pave the way for smarter, but
cheaper, logistics and management, enabling shared economy models to provide a
lot of benefits for farmers, small and medium enterprises (SMEs), and government
in agriculture in developing countries, e.g., Vietnam.

We are interested in investigating how such novel techniques and models could
be utilized for grain warehouse management in the context of Vietnam, in particular,
in the Mekong delta. In such a context, we face several problems in managing grains:
(i) poor storage infrastructures with high air humidity; (ii) severe floods in the rain
season; (iii) farmers are lack of knowledge in post harvest; (iv) and poor role of
modern scientific and technological methods and tools in post grain harvest. Such
problems, on the one hand, cause loss of grains due to poor quality management, and
reduce readiness in logistics and grain trading. On the other hand, these problems
prevent stakeholders in producing and selling grains to follow standard models, such
as VietGAP/GlobalGAP,1 to provide high quality of grains with clear sources of
origins in order to be able to gain benefits in a highly competitive environment, being
governed by international treaties, like the future Trans-Pacific Partnership (TTP).2

In this paper we analyze requirements for building a grain warehouse infor-
mation network by levering advanced concepts on everything-as-a-service [5],
cloud computing and IoT. First, we contribute to an analysis of requirements for
grain warehouse information under the service model by examining various
stakeholders and their needs. Second, we propose a monitoring and analytics as a
service framework, in which the SMEs/farmers can rent a warehouse to store their
grain and use this framework to monitor the quality of grain as well as to receive
early warning about the risk. In this framework, we enable the gathering of various
types of monitoring data of grains, stakeholders, grain input/output flows and grain
knowledge. This enables us to provide analytics and management features for grain
warehouses under cloud services in data center.

The rest of this paper is organized as follows: Sect. 2 presents the motivating
scenario. Section 3 analyzes stakeholders of monitoring and analytics as a service.
Section 4 describes our conceptual framework. We discuss related work in Sect. 5.
Section 6 concludes the paper and outlines our future work.

2 Motivating Scenario

Despite being one of the leading countries in rice producer and exporter, the rice
value in Vietnam is low and, therefore, the life of farmer is still challenging. Among
some reasons (e.g., type of grain, there is no brand) leading to the low value, an

1http://vietgap.gov.vn/, http://www.globalgap.org/.
2https://en.wikipedia.org/wiki/Trans-Pacific_Partnership.
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important reason is that the process of harvest and storage is poor. According to
Jayas [6], the post-harvest losses of grains is approximately 20–50 % in case of
poorly managed storage systems comparing to the case of well managed facilities
with aeration and drying capabilities. In Vietnam, the government currently allows
state enterprises or private enterprises who have their warehouse with the capacity to
store at least 5000 tons of grain to export the rice [7]. However, in fact, most
enterprises, who have license to export the rice, do not store the grain at their
warehouse.3 When they get an order from customers, they will collect rice or grain
from smaller enterprises or directly from farmers, packaging and exporting the
requested grain/rice. It means that the grain after harvest is stored by farmers or small
enterprises in different warehouses. The main problem is that such a storage
infrastructure, i.e., warehouse, is not adequate for keeping quality of grain.
Moreover, currently it is not easy to identify, if not impossible, the origin (i.e., where
the rice is planted) due to the lack of various information sources and analytics
because the rice is mixed from many different sources. This is very difficult to build
the rice brand for farmers. Apart from these technical problems, current business
models in grain warehouses are also not flexible. While there is no standard ware-
house in which the SMEs/farmers use to store their grain, building their own stan-
dard warehouse is out of their capacity because they need not only money but also
the knowledge to operate it and to share information to others. The shared economy
models [4] is a good solution for this situation, in which the government or large
enterprises can build a network of grain warehouse reached grain storage standard.
The SMEs/farmers then use it to store their grain and pay as they use. However, to
realize this, online collaboration and sharing, two major characteristics of the sharing
economy must be enabled. It means that the grain warehouse network must support
advanced monitoring and analytics features to allow various stakeholders involved
in the grain warehouses to interact with their warehouse providers, their renting
warehouse, domain experts, as well as retrieve their grain history to the potential rice
consumer. All the above-mentioned problems call for the development of novel
grain information network in Vietnam with the following features:

– allow providers to govern their grain warehouses in a seamless and smart
manners (e.g., changing the temperature, the humidity of air, or the light inside
warehouse).

– allow consumers to monitor the quality of grain by through various sensors and
analytics in a near-realtime manner.

– enable early warning for consumers about the quality of grain if the properties
such as temperature, humidity, weather, are changed or the warehouse is
flooded.

– manage the grain warehouse contract and the grain history.
– provide the grain history, such as origin, storage period, weather/land/water of

place during the rice growing, to potential rice customers.

3As private discussion with Prof. Tong-Xuan Vo.
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In order to support the above-mentioned features, in the next sections, we will
present our detailed requirement analysis and propose a novel monitoring and
analytics as a service framework.

3 Stakeholder Analysis

We determine in this section relationships between stakeholder and the activities of
grain warehouse information framework. Of course, two main stakeholders are
warehouse provider and user. Domain experts play an important role in this
framework since they can advise to warehouse provider during the operation. The
grain users concern to this framework since they can query the grain history.
Because the warehouse network is built from many providers by providing their
resources, so a macro decision, e.g., distributing grain, on whole network is
impossible for a single provider. However the government agencies can do it. In
summary, there are five groups of stakeholder including: provider (large enterprises
and government agencies), user (SMEs and farmers), scientist (domain expert),
government agencies and grain user. The activities of framework are grouped into
five services: sensor operation, grain information, grain knowledge, contract
management and data analytics (Fig. 1). Figure 2 details relationship between
stakeholders, activities, data sources and services, in which:

Government 
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Large 
Enterprises

SMEs/
FarmersGrain Information Network

grain

Potential rice 
customers

sensors
grain 

information
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base

analyticsget info
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monitor 
grain quality

get grain 
history

update

warn

warn

Component Service

Contract

view

manage

update

update grain 
history

monitor 
grain quality

update grain 
history

Fig. 1 The stakeholders and their interaction in the framework

164 T.-D. Cao and H.-L. Truong



– Large Enterprises: large enterprises are the providers who provide the ware-
house for rent. It means that they must: (i) define and manage warehouse renting
contracts; (ii) operate and monitor their warehouses to control the quality of
grain; (iii) update knowledge base, e.g., grain seed and its properties, weather,
from different sources. They also plays the role of consumer to use their
warehouse to store their grain;

– SMEs and Farmers: they need monitoring and analytics features for grain
information to monitor their grain and update their grain history.

– Government agencies: the government agencies do not only play the role of a
grain warehouse provider, but also use various types of information (e.g., the
quality and quantity of grain, and history of grain) to plan the use of the stored
grain, e.g., for the food security program, or to allocate the rice export quota. In
urgent cases (e.g., flooding), the government agencies can also make macro
decisions on distributing grains.

– Scientists: scientists play the role of domain expert who provides their knowl-
edge that helps the providers to operate the warehouse and the framework to
produce early warning about quality of grain.

– Potential rice customers: they need information of grain history to decide their
purchases of rice.

4 IoT Cloud Based Platform for the Grain Warehouse

4.1 Monitoring Data

To support different analytics for the grain warehouse, several types of monitoring
data must be captured. We consider two types of monitoring data that need to be
provisioned:

Stakeholders Activities Data sources Services
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Warehouse operating

Knowledge updating

Early warning

Contract managing

Payment managing

Grain history

Analytics reporting

Sensor

Sensor & 
knowledge base
Human sensing

Human sensing
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knowledge base

Human sensing & 
I/O processes
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knowledge base
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Sensor operation
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Large enterprises
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Government 
agencies
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Potential rice 
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Fig. 2 Relationship between stakeholders, activities and data sources
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– grain warehouse monitoring data: it is the data about grain status. Examples
would be temperature, air humidity, moisture sensors, air quality sensors for
both indoor and outdoor of the grain warehouses. Such IoT-based data is needed
for continuously monitoring grain warehouse and grain conditions.

– external data services: several important external services will be utilized. In our
framework, they are the weather information service, and the grain seeds and
rice knowledge bank.

All of these data will be collected and provisioned as a service in the cloud to
enable near-realtime monitoring and analytics. To this end, we leverage IoT tech-
nology to provide the first type of data whereas the second type of data is integrated
from data-as-a-service cloud, such as weather and grain seeds.

4.2 Warehouse Information System

Another type of information is the traditional warehouse information which stores
information about stakeholders, volumes of grains, and number of bags of grains
and containers of grains. This kind of data is provided through a grain input/output
management system within warehouses as well as through management activities
for stakeholders and their roles.

4.3 Grain Knowledge and Expert Inputs

One important information is the domain knowledge about grains. Such knowledge
have been collected over the time for grains produced in the region. This type of
knowledge differs from the global grain knowledge bank from external services, as
it incorporates specific knowledge obtained from the region. In addition, we also
allow human expert as well as people involved in the management of grain
warehouse and stakeholders to provide inputs into the knowledge base. In our
system, the knowledge therefore will be managed in a separate service where
knowledge comes from people during warehouse operations as well as from experts
through internet.

4.4 Monitoring and Analytics Services

To enable the monitoring of grain quality and operations for early warning, we
design a near-realtime monitoring service. This service mainly utilizes the IoT data
with streaming data processing capabilities to enable the detection of problems for
grains and grain warehouses. Monitoring data can be informed to stakeholders
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through external services integration. Furthermore, monitoring data is used to make
decisions in controlling the IoT system within the grain warehouse. For example,
the control is executed to assure the following conditions inside the warehouse
based on domain knowledge.

Several analytics features will be needed to support different use cases. An
analytics can leverage big data processing techniques to deal with various types of
data, mentioned above. Based on that, different customized analytics can be built,
such as for grain quality analytics and logistics and recommendation.

4.5 Pricing and Contract Models

Another aspect is about the pricing and contract models.4 Here we leverage con-
cepts of data contracts in data marketplaces [8] where we allow the owner defined
various pricing schemas for warehouses. Different from typical pricing models for
warehouses where the customer pay only for the space they take from the ware-
house and from typical cloud services. The pricing models combine two distin-
guisable aspects:

– pricing for using a warehouse: the pricing models will be based on contem-
porary grain warehouse contracts enriched with different guaranteeing and lia-
bility conditions. In general, different from existing grain warehouse contracts,
given new monitoring and analytics features, the owner of grain warehouses
could offer better liability conditions for their customers and, in parallel, could
charge higher costs for grain storage.

– pricing for using additional services for grains monitoring and analytics: this is a
new type of pricing models for grain warehouse customers, although it is not
really new for customers in contemporary IT services in the cloud. The key
difference for the customers is that now they also can opt in pay-per-use features
to utilize advanced services for their grains.

4.6 Customized Services

Based on the core services about monitoring, analytics, and contract management, a
set of different customized services is designed for different stakeholders:

– Warehouse warning service: it can be used to provide warning information
related to the quality and quantity of grains.

– Grain quality service: this provides regular quality analytics for grain to support
the logistics, purchase and recommendation for grains.

4Detailed pricing and contract models are out of the scope of this paper.

Analyzing and Conceptualizing Monitoring … 167



– Logistics planning and recommendation: this service helps the grain owner to
make a plan on uses of grain based on information of analytics, storage history
and/or contract termination. It can also recommend the warehouse providers
how to govern the warehouse processes.

– Warehouse usage scheduling: based on contract management, this service helps
the warehouse providers to make schedule to optimize the uses of warehouse.

– Grain history service: it provides the grain history to grain/rice consumers.

4.7 IoT Cloud Architecture for Grain Warehouses

Figure 3 presents our conceptual framework. The architecture is followed the
concept of IoT cloud systems [9] in which we have several IoT elements to provide
monitoring data of grains and input/output flows and monitoring data and analytics
are provisioned as cloud services in data centers. At the warehouse side, we have
three different subsystems: IoT with sensors, actuators, and gateways for moni-
toring grains and warehouse; the Grain Input/Output Management System for
managing grain flowing in/out the warehouse; and Human Sensing for getting
knowledge about grain during the warehouse operations (e.g., inspection, daily
management). Our IoT system in grain warehouses is designed based on common
sensors and lightweighted gateways, such as Raspberry PI. Mobile networks are
used to push the monitoring data to the cloud.

At the cloud, we have three different layers: data-as-a-service, core services, and
customized services. In the data-as-a-service layer, we have different services

Fig. 3 IoT cloud based platform for grain warehouses
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managing different types of data and knowledge, such as Domain Expertise
Knowledge, Monitoring Data, Grain Information Service, Stakeholder Management
Service. Core services include Analytics, Near-Realtime Quality Monitoring,
Service Contract Management, and Usage Monitoring and Payment. Customized
services include Warehouse Warning Service, Grain Quality, Grain Logistics
Planning and Recommendation, and Warehouse Usage Scheduling. Furthermore,
external data services, such as Weather Information Service and Grain Seeds and
Rice Knowledge Bank, are integrated for core services to support advanced mon-
itoring and analytics. Customized services can also be integrated with external
enterprise systems of customers.

In the cloud, we utilize NoSQL database (MongoDB/Cassandra) for
near-realtime monitoring data, grain information and grain knowledge, while
relational databases are used for stakeholder management. Near-realtime monitor-
ing service and analytics service will be based on stream data processing and big
data analytics based on Spark and Hadoop. All of our services are designed as Web
services with REST interfaces.

5 Related Work

Integrated Data for Smart Agriculture and Logistics: Applying Internet of
Things (IoT) technology for agriculture has been emerging in recent years.5 A
review of the technical and scientific state of the art of wireless sensor technologies
and standards for wireless communications in the agriculture food sector was
presented in [10]. Wang et al. [11] introduced several examples of wireless sensors
and sensor networks applied in agriculture and food production for environmental
monitoring and precision agriculture. Sugahara [12] developed a traceability system
for agricultural products, based on the innovative technology, RFID, and mobile
phones. While Ko et al [13] presented a monitoring system for agricultural prod-
ucts’ yields and distribution based on wireless sensor network (WSN). Hwang et al.
[14] used both these technologies, i.e., RFID and WSN, to develop a food trace-
ability system. Several industrial frameworks have also integrated IoT data for
smart agriculture, such as Thingworx,6 Senseye7 and Carriots.8 Although most of
these works focus on food traceability, the data is not integrated with a knowledge
base or external data courses to make an early warning about quality of food.

5https://www.foreignaffairs.com/articles/united-states/2015-04-20/precision-agriculture-revolution,
https://www.microsoft.com/enterprise/industry/caglayan-arkan-blog/articles/how-iot-enables-smart-
agriculture.aspx#fbid=XzhcfZ2Thhn.
6http://www.thingworx.com/markets/smart-agriculture.
7http://www.senseye.io/internet-of-things-sensors-for-smart-farming-part-1/.
8https://www.carriots.com/use-cases/agriculture.
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Cloud service models for Warehouse Management: Borstell et al. [15] pre-
sented a system to provide real-time information and visual assistance to workers or
operators involved in warehouse operations (e.g. storage, retrieval, rearrangement
and picking), while Rohrig and Spieker [16] introduced a technique to monitor the
manual transportation processes of goods in a warehouse. The Westeel Company9

provided a grain storage monitoring system that can help us maintain optimum
temperature and moisture. It is easy to recognize that these works only focus on
warehouse management/monitoring, they do not focus on analytics problems. They
also do not consider to share their warehouse as a service, i.e., missing the business
functions such as pricing and contract models.

Analytics for Grain warehouse: Capturing and analyzing domain knowledge
about agricultural processes, soil, climatic condition and farmers experiences, Dutta
et al. [17] develop an architecture framework for knowledge recommendation using
computational intelligence and semantic web technology. From our view, this
analytics should be integrated with warehouse management system to provide this
work and warehouse as the services, in which the individual farmers and SMEs can
use to monitor and analyze their grain quality.

6 Conclusions and Future Work

It is expected that combining IoT and various sources of data will enable efficient
monitoring and analytics for grain warehouses, thus improving the current poor
situations in managing grain warehouses in Vietnam. Furthermore, leveraging the
cloud service model will simplify and reduce the operation cost of grain warehouses
management systems. In this paper, we introduce a conceptual framework that
enables the integration of various data, including grain quality monitoring, grain
expert knowledge, human inputs, etc. to enable near-realtime monitoring and
analytics for grain warehouses.

Although we have focused on grain management in the Mekong delta, we
believe that our conceptual frameworks could be applied/customized for similar
areas. Currently, we are elaborating our design and working on a prototype to
realize our framework.
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9http://www.westeel.com/easycheck-grain-storage-monitoring-system.
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Review of Current Web Service Retrieval
Methods

Adam Czyszczoń and Aleksander Zgrzywa

Abstract This paper provides a review on current Web Service Retrieval methods.
Firstly, it includes description of this research area and introduces its systematics
against many various research on general concept of service discovery. Secondly, it
provides an overview of current research on Web Services Retrieval. Analysis of
Web Service Retrieval methods refers to current study that use Information
Retrieval techniques that addresses the topics of Web crawling and indexing. In
addition, analyzed study also includes a number of specific issues without which the
retrieval of Web Services is not possible. It includes: indexing terms extraction,
tokenization, construction of test collection, classification and clustering of services,
and extraction of relevant information.

Keywords Web service retrieval � Review � Web service � Indexing � Web
crawling � Service discovery

1 Introduction

Recently, a number of various studies related to service discovery and service
searching have appeared. In these studies, one can observe a strong distinction
between different areas of computer science. In order to arrange this studies we
provide in this paper systematics against many research on finding Web Services.
Additionally, we provide a description of Web Service Retrieval (WSR) research
area which despite the fact is widely used, is still not sufficiently described.
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Presented in this paper analysis of Web Service Retrieval methods refers to
current research that use Information Retrieval (IR) techniques to address key issues
such as collecting information about the services through Web crawlers and
indexing. In addition to the basic issues, analyzed study also includes a number of
specific problems such as indexing terms extraction, tokenization, construction of
test collection, classification and clustering of services, and extraction of relevant
information, without which the Web Service Retrieval is not possible.

In the literature one can distinguish many different approaches and techniques of
WSR. However, current methods, although in many cases are presented exten-
sively, they describe the topic of WSR only on selected aspects and do not treat the
problem as a whole. First of all, these studies do not take into account Web Service
Retrieval methods of both SOAP and RESTful services—the research is carried out
separately for each service class. Therefore, the analysis service retrieval methods is
divided into two areas: analysis of Web Service Retrieval methods of SOAP Web
Services and analysis of Web Service Retrieval methods of RESTful Web Services.

2 Web Service Retrieval and Service Discovery

Web Service Retrieval is a research area which concerns methods that use
Information Retrieval models for full-text and ranked retrieval and take into account
the problems of indexing and Web crawling. Web Service Retrieval is also a branch
of the broader concept, namely, Web Service Discovery. It is an overall process of
finding existing services that meet the criteria of given request, based on functional
and non-functional semantic descriptions [1].

There is a wide variety of service discovery approaches, which vary depending
on the supported service description format and chosen data representation model.
They can be divided into two main groups: approaches based on the descriptions in
the WSDL (Web Services Description Language) and approaches based on onto-
logical descriptions. In the first group one can distinguish the following approaches:
textual, structural and semantic. Semantic search approaches were based on the
extension of interface descriptions using third-party tools such as lexical databases,
concept lattice or data mining methods. Structural approaches were based on the
methods of finding similarities in service interfaces, based on techniques from the
field of software engineering. They utilized service structure representation in the
form of a tree or a graph. Text approaches initially allowed only searching by
keywords that were assigned by service suppliers. Afterwards, one proposed an
extension to text search solutions that allowed to match strings to keywords and in
result search for words with different spelling.

The last group includes approaches based on IR models that enable full text
search with ranking, and take into account the Web crawlers and indexing.
Therefore, this group belongs to Web Service Retrieval approaches. Overview of
approaches to service discovery is shown on Fig. 1, where WSR is located in the
lower left corner of the figure.
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3 SOAP Web Service Retrieval Methods

Review of methods about SOAP Web Service Retrieval distributed on the Web is
presented in Table 1. On the basis of those methods many tools were developed that
were needed to conduct experiments on effectiveness. Those are: Woogle [3],
VitaLab [4], merobase [5], WSCE [6], WSRS [7], CFWSFinder [8], seekda [9].

Research on SOAP WSR can be divided into three areas: research on finding
similarities between services, research in web crawlers that are focused on finding
services on the Web and research taking into account text search of Web Services,
among which one can distinguish modeling services in the Vector Space (VSM),
Latent Semantic Indexing (LSI), and various other methods such as Artificial Neural
Networks (ANN), which extend the retrieval capabilities. For example using SOM
(Self-Organising Map) [7] or KBSOM (Kernel Batch Self-Organising Map) [8].

4 RESTful Web Service Retrieval Methods

With the increasing popularity of RESTful Web Services more and more research
papers appeared that focused on their architecture and the rules for their imple-
mentation [28–30]. What is more, many of the proposals was also created that
concerned methods for creating machine-readable descriptions of RESTful services,
such as: WADL (Web Application Description Language) [31], hRESTS (HTML
for RESTful Services) [32], ReLL (Resource Linking Language) [33], WRDL
(Web Resource Description Language) [34], NSDL (Norm’s Service Description
Language) [35], SMEX-D (Simple Message Exchange Descriptor) [36], RSDL
(RESTul Service Description Language) [37] or method for semi-automatic cre-
ation of semantic models based on sample data [38].

However, none of these proposals have been widely adopted. Detection of
RESTful Web Services on the Internet is much more difficult than detecting WSDL
files of SOAP services. These services are described by the API documentation in
the form of HTML documents, as well as regular pages, differing only by the fact

Fig. 1 Directions of research
in the field of Web Service
Discovery [2]
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that they provide functions that can be triggered by a shared URL. These documents
are very heterogeneous structure and very diverse level of detail of descriptions.
Crawlers looking for such services on the Web must be able not only to identify
these documentations but also must be able to extract relevant information from
heterogeneous HTML documentation.

Review of methods about RESTful Web Services Retrieval is presented in
Table 2. Based on the presented methods one developed many tools necessary to
conduct experiments: RestDescribe [34], APIHut [39], DEIMOS [40], RESTler [33]
or iServe [41].

Table 1 Review of SOAP Web Service Retrieval Methods. The names of the tools developed on
the basis of these methods are shown in bold

Usługi klasy SOAP

Method authors Similarity matching Web crawlers Text search

VSM LSI

Woogle
Dong et al. [3]

✓ ✓ – –

Wu and Wu [10] ✓ – – –

Zhuang et al. [11] ✓ – – –

Fan and Kambhampati [12] – ✓ – –

VitaLab
Platzer et al. [4, 13]

– ✓ ✓ –

Lu and Yu [14] ✓ – – –

Li et al. [15] – ✓ – –

Lausen and Haselwanter [16] – ✓ – –

Song et al. [17] – ✓ – –

Merobase
Atkinson et al. [5]

– ✓ ✓ –

Peng [18] – – ✓ –

Ma et al. [19] – – – ✓

WSCE
Al-Masri et al. [6, 20]

– ✓ – –

Wu et al. [2, 21–23] ✓ ✓ ✓ ✓

Hao et al. [24, 25] – – ✓ –

WSRS
Chan et al. [7]

– ✓ ✓ ✓

Seekda
Scicluna et al. [9]

– ✓ – –

Wu [26] – ✓ ✓ –

CFWSFinder
Chen et al. [8]

– – ✓ ✓

Li et al. [27] – – ✓ ✓

176 A. Czyszczoń and A. Zgrzywa



5 Conclusions

Similarity matching methods that are based on software engineering techniques
give the possibility to compose services and allow to find services with similar
operations. These methods are beyond the scope of WSR and belong to the field of
Web Service Discovery. Algorithms that are used there suffer from high complexity
and are therefore inefficient. In addition, because of the wide variety of parameter
names, these methods are not very effective because operation matching is not
always possible. The use of more efficient methods that assess the lexical similarity
was however associated with low effectiveness because the terms used in the
descriptions and names of service parameters were too diverse. In order to increase
the effectiveness and efficiency of Similarity Matching, in many studies techniques
from the field of IR were employed. Authors proposed i.a. methods using operation
corpus that allowed for faster calculation of the operation similarities. The proposed
algorithms have proved to be complex and their efficiency was still low (about
50 %). This show gradual shift from similarity matching methods to IR methods,
which can be observed on Table 1.

The analysis of Web Service Retrieval methods that use Information Retrieval
techniques involved:

– for SOAP Web Services—research in the field of web crawlers and indexing
enabling text search with ranking that uses indexes in VSM and LSI models,

Table 2 Review of RESTful Web Service Retrieval Methods. The names of the tools developed
on the basis of these methods are shown in bold

RESTful web services

Method authors Text search Identification Information extraction

RestDescribe
Steiner [34]

– – ✓

APIHut
Gomadam et al. [39]

✓ – –

DEIMOS
Ambite et al. [40]

– ✓ ✓

Steinmetz et al. [42, 43] – ✓ –

RESTler
Alarcόn and Wilde [33]

– ✓ –

iServe
Pedrinaci et al. [41]

– ✓ –

Karma
Taheriyan et al. [38]

– ✓ ✓

Ly et al. [44] – – ✓

feaLDA
Lin et al. [45]

– ✓ –
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– for RESTful Web Services—research in the field of text search with ranking,
identification methods of RESTful Web Services API documentation on the
Web and methods of information extraction from these documentations.

The analysis of current research on Web Service Retrieval identified the fol-
lowing problems and concepts:

1. there are two main sources, which currently can be used to search for Web
services: public repositories of Web services and services distributed on the
Internet.

2. Current studies conducted over the Web crawlers allow only to traverse specific
repositories and do not include issues related to the possibility of finding ser-
vices distributed on the Internet. To collect information about the distributed
services, crawlers must have the following functional characteristics: including
website changes, scalability, load minimization.

3. Present studies conducted over the WSR of SOAP and RESTful services
include a wide variety of problems, but none of them takes into account dis-
tributed indexing. These methods are therefore limited to data processing for
indexing as a single process. As a result, developed methods are not suitable for
large-scale search and efficiency of the indexing process is greatly restricted.

4. Ongoing studies conducted over the WSR which include indexing, apply only
to SOAP Web Services and use the classic VSM model. In addition, studies
were conducted that proposed a distributed VSM model, methods that included
weights modifications based on WSDL document structure and methods of
conceptual indexing. Research conducted over service indexing with VSM
model often overlooked used indexing techniques such as variant of TF-IDF
scheme or selected elements of the services structure that were indexed.

5. Current studies conducted over the text search of RESTful Web Services do not
include indexing and ranking. On the other hand, analysed studies presented the
alternative method of faceted classification with novel ranking algorithm based
on the ProgrammableWeb directory. It has been shown that the effectiveness of
this method is higher than search using ProgrammableWeb or Google.

6. Test collections used in research on Web Service indexing using VSM model
was incomplete because it did not contain a set of queries with statistics nec-
essary to assess the effectiveness such as the number of relevant documents for
each query. Furthermore, collections were described in terms of service
repositories which made them impossible to re-use in experiments. For this
reason, analysis of the effectiveness of WSR methods was often overlooked or
was presented too generally. As a result, the interpretation of the results and
their comparison to the results of other methods very difficult or even impos-
sible. Despite these problems, studies on the effectiveness of service retrieval
provided a test collection Assam, which consists of 294 WSDL documents
divided into 26 categories.

7. Studies conducted on the service indexing using the LSI model shown that
although the index using this model is based on the VSM model, certain
patterns of TF-IDF scheme allowed to achieve greater retrieval efficiency only
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for the LSI index and vice versa. Furthermore, analyzed studies have demon-
strated that the LSI model is generally less effective than VSM, however, it is
its complement in cases of low effectiveness or lack of search results using
VSM model. Thanks to the LSI method, it is possible to find higher order
relations also for queries. Indexing all of the WSDL elements may allow for
higher search effectiveness than indexing only of selected items.

8. In most research on WSR methods the method of indexing terms extraction was
ignored making it impossible to recreate the experiments. This is due to the fact
that term extraction method is crucial to the index structure and search effec-
tiveness. Among the term extraction methods one can distinguish basic meth-
ods, that use classical techniques and tokenization methods taking into account
the problem camelCase that are necessary for indexing Web Services.
Comparative review of camelCase tokenization methods has shown that the
MDL and MMA methods are the most effective, while maintaining high
performance.

9. RESTful Web Services are described by the API documentation in the form of
HTML documents. These documents have very heterogeneous structure and
very diverse level of detail of the descriptions. Web crawler looking for
RESTful services must be able to identify their API documentation and extract
relevant information. Therefore, the current research on text search for RESTful
Web Services mainly concern methods for identifying and extracting infor-
mation from the API documentation.

10. Identification of RESTful Web Services relies on determining whether a HTML
document is an API documentation of Web Service. Current research on
identification is divided according to the methods of classification: NB and
SVM, LDA, pLDA and feaLDA. Experiments conducted on a large collection
that contained 1547 websites showed that the feaLDA method is most effective.

11. Information extraction of RESTful Web Services relies on the analysis of
heterogeneous structure of API documentations in the form of HTML pages, in
order to extract relevant information. Previous studies on the extraction of
information have been divided into methods that concern the analysis of service
URIs and methods that concern segmentation of API documentation. Current
methods of URI analysis proved to be little effective. For the investigated
segmentation methods one can distinguish two approaches: Tag-based
Segmentation and Template-based Segmentation. However, due to the large
heterogeneity of API documentations they are not very effective. Higher effi-
ciency was showed by an algorithm that was a combination of NLP techniques
and mentioned segmentation approaches.
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Intelligent Secure Communications
Between Systems

Azahara Camacho, Pablo C. Cañizares and Mercedes G. Merayo

Abstract Almost every day a new intelligent system is developed and connected to
the Internet using a wireless network. However, there is a great number of hazards
that turn them into vulnerable systems. Hackers, social engineering, software and
hardware errors are the main reasons for this phenomenon. In the case of intelligent
systems, the most important aspect that can be affected, in terms of security, is the
communication. In this paper we present a tool, implementing an effective tech-
nique, to avoid these security problems. The main goal of the tool is to determine if
the communication among different intelligent systems is unprotected and prevent
unauthorized access from external actors. In order to do it, the tool allows us to
check online that the observed behaviour of the systems, in a specific scenario,
fulfils some properties.

1 Introduction

Due to the increase of intelligent systems in the market (digital televisions,
smart meters, point-of-sale terminals, etc.), the volume and the nature of commu-
nications has increased too and there is a need to protect the information traffic from
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interception and exploitation. We have to ensure that the systems are robust and
that no undesirable actions can violate their security. The application of testing
techniques with a formal basis [1, 2] help us to increase the confidence in the
correctness of a system. Although most of these techniques involve the interaction
with the system under test, there exist some approaches, based on the observation of
the behaviour of the system, that are more adequate for achieving our goal: passive
testing techniques. Formal passive testing is already a well established line of
research and extensions of the original frameworks [3–6]. We propose the use of
this technique to keep the safety and privacy of the information and present a tool
based on a formal approach to perform passive testing with asynchronous com-
munications [7]. Basically, the methodology consists in the observation of the
behaviour of the system by a monitor that checks whether the observed actions
satisfy certain required properties. These properties are relatively simple and allow
us to perform the checking process in real-time. The application of passive testing
in real-time has a significant benefit: if an error is detected, then it can be imme-
diately notified to the operators of the system for the application of the appropriate
measures.

In this paper we present the tool SCOIS (Secure COmmunication for Intelligent
Systems) that automates this passive testing approach. The tool focuses on the
control of the communication among different systems, with the goal of preserving
information privacy. The main functionality of SCOIS is the control and detection
of unauthorized accesses to the information involved in communications. In order
to evaluate the validity of the proposal, we have applied it to a typical scenario in
which a user try and saves a photo taken with a smartphone.

The rest of the paper is structured as follows. In Sect. 2 we introduce the hazards
for the security of our communications and which ones are more dangerous.
Section 3 explains the scenario for the application of our tool and the vulnerabilities
that can suffer the user of the scenario. In Sect. 4 we present the main features of
SCOIS. Finally, in Sect. 5 we present our conclusions and provide some lines for
future work.

2 Hazards Information Security

Since the popularization of Internet we are immersed in an information society in
which new information is continuously added, used and manipulated. The main
means for distribution are communication technologies. Therefore, we have seen an
increase in the use of intelligent systems that allow us to access the information.
Online information has turned into an essential and powerful resource for a high
percentage of the society and, during the last years, it has led to an exponential
increase in the number of threats and hazards to which these systems are exposed.
In this section we review the main hazards and analyze which ones are the most
dangerous for intelligent systems.
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2.1 Software

The development of software should be a process well documented and methodical,
similar to the one that architects use to build a house [8]. It is essential to define all
the requirements, check that they are fulfilled by the system, design the initial
appearance and enhance it with additional improvements. One of the most
important aspects that must be taken into account is the control system security. As
is the case of a house, users need to feel that the software system that they use is
secure, they need to trust not only its functionalities but also its security level and
they need to know that the information privacy will be preserved.

Smartphones are the devices which store more information about our lives and
controlling its protection is extremely important to keep our privacy. Since 2014,
the number of users of these devices worldwide reached almost 5 billions [9].
Therefore, the relevance of software security in mobile devices, specifically in the
functionalities related to communications, is unquestionable. Currently, the oper-
ative system (OS) most widely used in mobile devices is Android [10]. Due to the
support of open source communities, it is easier and faster to solve software
problems. However, this opening-up increases its exposition to malware compro-
mising information privacy. Our tool helps us to overcome this vulnerability. The
online checkout of the behaviour of the system will allow us to control if a specific
property is being fulfilled. In the case that an anomalous action is detected, the
problem can be fixed and the necessary measures to prevent security failures and
malware actions can be taken.

2.2 Social Engineering

Although there exist many technical hacks, one of them does not require a specific
knowledge for being applied: social engineering. It refers to the psychological
manipulation of people with the aim of abusing their trust for gathering information
or system access [11]. This kind of scam happens due to a very simple reason:
people assume that everybody is honest. This assumption is not valid in profes-
sional environments because the most insignificant question could reveal confi-
dential information that only a limited group of people should know [12].
According to this definition, we can identify different methods to apply this
technique:

– Direct requests: this is the simplest and most effective method because the
receiver of the request tends to not have time to check the veracity of the
transmitter.

– Trust and emotion: it consists in the manipulation of people gratitude. The
victim has a problem and the social engineer tries to help, but instead of that, the
trickster gathers information with technical questions whose aim is to obtain
personal information.
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– Impersonation and research: this option is applied if the previous method is
ineffective. To form a trusting relationship, social engineers get knowledge of
potential victims and research their background in order to talk the same pro-
fessional language.

– Public clues: it bases on obtaining system access data or user information from
emails or shared documents that can be accessed by everybody.

The detection of these unauthorized accesses is a difficult task and protecting the
information should be a priority. For this reason, we advocate for the use of a tool
that controls the source of the requests in case of a remote access.

2.3 Hackers

All systems have vulnerabilities of different types and some of them are even
published in the Internet. This information is used by hackers for planning attacks
to computer systems and networks. Hackers are experts in breaking security and
obtaining information for their own benefit. In the case of communication among
systems, it is easy to be hacked due to the fact that there are many applications to
carry out these attacks [13]. Communication attacks against privacy can be clas-
sified as:

– Monitor and eavesdropping: it is based on the capture of the network config-
uration. It is the most common attack and it is difficult to detect if the hacker
does not play an active role in the transmission of information.

– Traffic analysis: it is based on the analysis of the communication content even if
it is encrypted. The analysis of patterns and server responses allows hackers to
figure out the sent messages.

– Camouflage adversaries: in this case an unauthorized system is inserted in a
node network. This addition allows the user of this system to access all the
resources of the network and capture the communication packets.

One of the main problems with the control of the communication among systems
is the codification of the messages from the different available protocols. There
exists software that allow us to classify them by protocol [14]. But despite this
feature, it is difficult to control if the order of the messages is the correct or if
someone is applying one of the previous attacks.

Our proposal can be applied also in this field. As in the case of software, our tool
can be use to check online properties related to communication protocols. In this
way, it allows us to detect unauthorized requests or unapproved reception of
packets.
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3 Case Study

In this section we present a non-trivial case study to illustrate some vulnerabilities
that can be detected by our tool. We assume a scenario with two actors: a user and a
camera application (CA) which is installed in an Android smartphone. Figure 1
illustrates this scenario. Next, we present the sequence of actions corresponding to
the interaction between the actors.

1. The user requests the opening of the CA.
2. The CA turns on the camera and makes the application available.
3. The user takes a picture.
4. The CA asks whether the user wants to save the resource in the memory of the

phone or delete it.
5. The user decides to save it.
6. The CA requests the name the user wants to use for identifying the image.
7. The user writes the name.
8. The CA saves the image in the memory and turns on the camera again, making it

available for a new picture.
9. The user closes the application.

According to the list of hazards that we enumerated in the previous section, the
considered case study can be classified as a software problem. When a new
application is installed in an Android OS device, it is not possible to be completely
sure that it is trustworthy. The fact that Android is open source entails a high risk of
infection by malware. In our use case, we assume that the CA installation requires
permissions for accessing Internet and the user accepts the conditions. This implies
the activation of the option that allows users to share images by making them
public. However, this is an automatic action and the user does not control and does
not have any evidence of its activation. Therefore, there is a malware in our mobile
and the images that are captured will be shared unless we detect the sequence of
actions performed in the mobile when we use the CA. Next we present the sequence
of actions that corresponds to the new scenario:

1. The user requests the opening of the CA.
2. The CA turns on the camera and makes the application available.
3. The user takes a picture.
4. The CA asks whether the user wants to save the resource in the memory of the

phone or delete it.

Fig. 1 Scenario between a
user and his smartphone
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5. The user decides to save it.
6. The CA requests the name the user wants to use for identifying the image.
7. The user writes the name.
8. The CA requests to an external server to save a resource.
9. The external server accepts the request.

10. The CA sends the image to the server.
11. The CA saves the image in the memory and turns on the camera again, making

it available for a new picture.
12. The user closes the application.

In the evolution of this scenario we find a new actor: the external server, in
charge of collecting all the images captured by the CA. This server could be used in
undesirable ways: espionage, spam, pornography or in web sites with sensitive
content. In Fig. 2 we present a schematic representation of the new scenario. In
order to avoid this kind of malware, in the next section we present the main features
of the tool that we propose to detect unauthorised actions.

4 SCOIS: Secure Communication for Intelligent
Systems Tool

SCOIS automates a formal approach to perform passive testing with asynchronous
communications [7]. Basically, its behaviour consists in observing the interactions
between a system and the users to try and detect unexpected accesses. Essentially,
in passive testing we have a property and we check that the observed sequence of
actions satisfies that property. This technique is very appropriate to be applied in
systems that present a restricted access, in particular due to security issues, because
the system is running 24/7 and our interaction might produce undesirable changes
in the associated data. These are situations in which the active testing schema, that
requires interaction with the system, cannot be applied. In the case of the CA, the
application cannot be checked in an idle state. Therefore, only the analysis of the

Fig. 2 Scenario derived from the action of the malware
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flow of messages during its operation, without interacting or influencing it, will be
effective.

SCOIS is a graphical user interface (GUI) that help us to keep the safety in
scenarios like the previously mentioned. Its main components are:

– Properties management: it allows users to define properties to check whether an
unauthorized actor, that might produce security problems, makes an appearance
in a specific scenario.

– Testing management: this component allows users to determine online whether
a property, previously defined, is satisfied during the communication among
actors. In our scenario, the analysis of the messages exchange would help us to
detect an undercover server.

4.1 Properties Management

The properties manager provides the most important functionality of SCOIS. The
appropriate definition of properties guarantees the correct analysis of the commu-
nications. In Fig. 3 we present a capture of the GUI in which we can see the tab
devoted to the definition of properties that will be checked.

This tab gives access to the interface used to indicate all the elements required to
define a property: a descriptive name, the system with which the property is
associated, the sequence of messages that should be exchanged between the actors
and the set of authorised actions that can be observed after it. The definition of a
property related to our case study is depicted In Fig. 3 and it includes the following
information:

Fig. 3 Definition of a property
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– Description: SavingPhoto.
– System: CamaraApp.
– Sequence: (?savePhoto,user)(!nameSave, ca)(?namePhoto,user), which rep-

resents the interaction between the user and the CA. The user requires saving a
picture, the CA asks for a name for the file to store it and the user inputs it.

– Next actions: (!saveOK; ca). This set establishes that the only allowed action
after the observation of the previous sequence corresponds to the confirmation
by the CA of the successful storage of the image.

As usual, in the previous enumeration of actions we have that inputs are pre-
ceded by ? and outputs are preceded by !. The specified property can be updated or
deleted and new properties associated with the same system can be defined. The
actors involved in a property are automatically obtained from its definition. The
analysis of both, the sequence and the next actions set, will group the different
actors and the input and output actions associated with both of them. Figure 4
presents the actions corresponding to our case study. Input actions are associated
with the actions of the user (?savePhoto and ?namePhoto), while output actions
correspond to the actions of the CA (!nameSave and !saveOK). The set of actors
only includes those that have access to the system. However, it can happen that an
authorised actor does not appear in the property. In this case, if we want to consider
it as a valid actor, in the case that it participates in the communication, we can
manually add it to the set of actors.

4.2 Testing Management

The testing manager uses all the data generated from the definition of the property
to check whether the communication among the actors is correct. In order to use it
to determine the security of the communications in the considered scenario, we
have connected the tool with the network of the mobile phone. This will allow us to
control and check if any external actor participates in the communication. In Fig. 5
we show the testing manager interface.

The left hand side of the tab shows the information of the property against which
we are going to check the behaviour of the system. On the right hand side, SCOIS
shows the analysed sequence of actions and, at the bottom, the verdict. The process

Fig. 4 Actors and actions in the case study property
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can be carried out either online or offline. In the second case, SCOIS stores the
sequence of observed actions, so that it can be analyzed later against different
properties associated to the system.

The property associated with our scenario can be used to detect unexpected
actions performed by unauthorised actors during the communication between the
user of the mobile and the CA. In addition, it can also be used to determine the
correct behaviour of the system according to the defined property. In the case that
the CA requests to an external server to save a resource, in our case an image, and a
server accepts it, SCOIS will detect that an unauthorised actor is participating in the
communication. This will allow us to immediately notify a possible security failure.
In this way, the necessary measures to prevent malware actions could be taken.

5 Conclusions and Future Work

In this paper we have presented SCOIS, a tool for preventing the consequences of a
malware. SCOIS checks the actors involved in the communication and the beha-
viour of the system, according to previously defined properties. The technique
implemented in SCOIS is based on a passive testing approach where communi-
cations are asynchronous. This makes possible to check online the operation of a
system. If an attack is detected, then the user can apply the appropriate measures in
order to avoid the capture of private information.

As future work we plan to extend the features of the tool in order to deal with
other hazards such as eavesdropping and access from forbidden systems. Currently,
SCOIS is an independent software which is connected to the device to test.

Fig. 5 Capture of the tab test of the tool
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We would like to integrate it with other software as the camera application intro-
duced in this paper. Finally, we would like to extend our framework, and then our
tool, with additional characteristic allowing to specify distributed, timed and
probabilistic behaviours [15–20].
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TooKie: A New Way to Secure Sessions

Péter Vörös and Attila Kiss

Abstract Nowadays cloud systems are widely spread, those are parts of our life even
if we do not recognize it. These services store our pictures, documents, we post our
fitness data there, we do our shopping, and post our thoughts to different clouds, or we
just let apps to track our position and send it to some servers. Those services which are
not mainly browser-based often offer a way to check our data from browsers through
HTTP or HTTPS. Here comes a security vulnerability which we will study in this
paper. Because HTTP is a stateless protocol there has to be something what keeps
persistence, for this purpose they invented session cookies.Wewill be working with a
special type of attack called session hijacking, which targets these cookies. If the
attacker gets those cookies he can act like an authenticated user. We will show
multiple ways to steal and to protect these cookies. In this paper we show our
measurements, how vulnerable different sites are to this type of attack. We will study
the existing methods how to protect our servers against this threat. Finally we
introduce our embedded authenticator TooKie (which is a mix-word of token and
cookie), which is a token based application. We will show that it gives a great
protection against session hijacking, yet it’s simple to set up and use.

Keywords Web authentication � One-Time-Token � Session cookie � Session
hijacking � Cross site scripting � Network eavesdropping

1 Introduction

As a service provider, securing the users and their data must be the first priority task
to do, but in practice websites are often left vulnerable to the most common attack
types. The majority of the websites use the encrypted channel (HTTPS) for only the
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login page, which is understandable on one hand, because securing everything can
be quite exhausting, but the leakage of security leaves a great attacking area
especially if session cookies are not protected enough.

HTTP is a stateless protocol, which means users can only be recognized from a
specific user-ID which is stored as a cookie, this specific cookie which identifies the
user session is called session cookie. Session hijacking is an attack type where the
attacker somehow gets the victim’s the session cookie, and with that cookie the
attacker can act like the victim, and do whatever the victim was qualified to do.

Firstly in this paper we will show our experimental results abut how different
companies protect their session cookies, and how vulnerable are they against dif-
ferent type of session hijacking attacks (e.g.: Network eavesdropping, and XSS).
After the evaluation of the results we introduce our authenticator called TooKie,
which is an embedded solution for securing session cookies without the need of
secured connection for the whole conversation.

In this paper we assume that HTTPS is safe and secure, man in the middle is not
possible, so no 3rd person can get any data from between the server and the client.
This assumption is necessary, because without it, raw user names and passwords
could easily be stolen, which leads to a far worse problem than what we’re working
with.

The paper is organized as follows. First in Sect. 2 we start with some related
work, then in Sect. 3 we give a detailed overall picture about how websites
authenticate users, what are cookies, and how session hijacking works. In Sect. 4
we show what cookies do different sites (Gmail, Facebook, etc.) use to authenticate
their users. We will also run a tests about what can an attacker do if he somehow
gets our cookies. So we measure how serious issue is session hijacking in big
websites. Later in Sect. 5 we present our token based authenticator TooKie, and
show through examples how communication between client and server works, and
how can the user authenticate himself through HTTP, while he doesn’t send any-
thing vulnerable through the network. At Sect. 5 we summarize the paper.

2 Related Work

Several surveys [1–5] have studied web authentications’ security. Interestingly
Cross Site Scripting (XSS), and Cross Site Request Forgery (CSRF), and network
eavesdropping are still in the most common attack types against websites, like they
were a very serious threat in the past decades. Those methods can be used in a very
wide range of attacks, we now focus on their impact to the session hijacking attack.
Session hijacking attacks show back to the creation of HTTP, and stays an existing
hazard nowadays as well. However through the years several different methods are
created to make sessions more secure, none of these are widely deployed.

SessionShield [6] acts as a proxy between the browser and the network.
SessionShield strips the HTTP headers from incoming HTTP packets and stores
them in a database, and puts them back to outgoing packets. This means on client
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side browsers don’t store any cookies, therefore they cannot be stolen by client side
scripts. Bugliesi et al. [7] created a Chrome extension caller CookieExt. After each
response if a session cookie is found then, if it was an HTTPS response, the
identified session cookies marked as isSecure and httpOnly. If it was not HTTPS
but an HTTP response the session cookies are removed from the headers. This
method keeps the cookies secure on client side. They work fine, but both
SessionShield and CookieExt require installation or special attention from users,
which we believe is the biggest reason why they are not widely used.

Not just client side solutions were implemented, there are plenty of new protocol
ideas to prevent session hijacking [8]. Bortz et al. [9] introduce origin-cookies,
which are a cookie-like functionality that make web applications able to secure their
cookies. Dacosta et al. [10, 11] show a new protocols which add security tokens to
the HTTP headers, this token based authentication is very similar to our method, but
instead of writing a new protocol we implemented an embedded java application,
which runs in the background on the user side, without the need to install anything,
or the need of extending the browsers.

3 Background

To understand session hijacking attacks, first of all we summarize what are cookies,
and how does web authentication work.

3.1 Cookies

Webpages have no memories [12]. If a user goes from page to page it will be treated
by the website as a completely new visitor. For keeping persistence HTTP uses
cookies. Cookies are small pieces of data which is sent by the server, stored in the
user’s browser. Cookies are sent back to the server with every request the user
makes. Session cookies are those specific HTTP cookies, which stores an ID which
with the website is able to keep track of users’ movement from one page to another.

3.2 Web Authentication

Logging in into websites is always a similar procedure [13]. The user types in the
username and password, and send it to the server. (Most of the servers use HTTPS
for securing login information, so we can assume that our data is sent in a safe
channel here.) The server calculates a specific hash from the received data, and
checks if this hash matches the hash which is stored in the users database. After the
server validated the login request, it generates a unique session ID for the client, and
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sends it back with the response. This session ID will be stored as a session cookie
on client side. Cookies are always sent to the server with every request, so from the
session cookie the server can easily recognize clients.

3.3 Session Hijacking

It’s a commonly used technique to use cookies as the only identifier for user
sessions, which means if the attacker owns the victim’s session cookie, the website
grants the attacker to act as the victim. Session hijacking [14] is the process, when
an attacker steals the session cookie from the victim, and gain unauthorized access
to information or services in a computer system, and do what the original owner
was qualified to do. There are several ways to steal cookies, in the followings we
introduce the most common methods.

Network Eavesdropping If network traffic is not encrypted (e.g.: HTTP) traffic
can be read by any participant in the network where the data goes through, not just
by the sender and receiver [15]. Attackers can observe the communication of other
users by being a man in the middle on the network. To be a man in the middle can
be quite easy, or very hard, it depends on the circumstances.

For example put a WiFi router without a password into a crowd area, some
people will start to use it. Everything which travels through this router can be
logged, and if the connection is not encrypted, usernames and passwords can be
stolen easily. HTTPS traffic can also be logged, and observed in this way but since
it’s encrypted it cannot be understood.

XSS—Cross-site Scripting Another common attack type is Cross-site scripting
(XSS) [16]. This occurs when the attacker posts program code (mostly JavaScript)
to a website which does not escape input fields right. By posting malicious code, the
attacker can cause the victim’s web browser to send the victim’s cookies to a
website which is controlled by the attacker.

Listing 1.1 Example XSS code, which will redirect us to attacker.com, and sends
our cookies to the attacker, where he can store it

<script>
window.location=’attacker.

com/stole?cookie=’+document.cookie;
</script>
It is mostly used in forums or where users are allowed to post content, which

others see. The posted malicious script is interpreted as an executable code, so if
anyone loads the post, their browser will automatically run the script, and do
whatever the attacker wanted us to do.

Cross-site Request Forgery with URL Redirection A URL redirection is used
to navigate the browser from one URL to another. In some websites there is a page,
which does the URL redirection to the page given as a parameter, which is harmless
by default.
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Listing 1.2 Example URL redirection. This website brings the users to: http://
www.example.com/home.php

http://www.example.com/login.php?redirect=’http://www.
example.com/home.php?page=1’

Unless the attacker crafts a hyperlink like in Listing 1.3, where he gives his
webpage as a target of the redirection. In this case users will be navigated to the
attacker’s page even if the URL they clicked started with the domain name of a
trusted company. Paying more attention is simply not enough in some cases,
because URL-s are usually shortened in browsers, as there is no room for long texts
at the bottom of a browser. There are also many url shorteners, which make it really
difficult to notice the malicious redirect (as it is usually not as trivial as in our
example).

Listing 1.3 Example crafted cookie stealing URL, using the harmless website’s
URL redirection

http://www.example.com/login.php?redirect=’http://www.
attacker.com/stole?cookie=’+document.cookie;

3.4 Defending Cookies

Cookies can be protected by 2 flags, isSecure and httpOnly [17]. If the service
provider encrypts the communication between the user’s computer and the server
by employing Transport Layer Security (HTTPS protocol), the server can specify
the isSecure flag while creating a cookie. This will cause the clients’ browser to
send the cookie over only an encrypted channel, such as an SSL connection.

Smaller companies don’t use HTTPS all the time, they mostly use it only for the
login page. If they do so, they cannot make their session cookies secure, because to
keep users logged in, they have to send session cookies back all the time in an
unencrypted channel.

The other flag httpOnly is less likely to be used. This flag “tells the browser” to
keep the cookie inaccessible from client side scripts. One problem with that flag is
that it does not protect against network eavesdropping, the bigger problem is it
doesn’t used in most of the websites for some reason.

4 Measurements

In our measurements we assume that the attacker stole the session cookies by any
method, the actual method is not important now. To measure site vulnerability we
introduce 2 test scenarios. In the first one we simulate the following: we log into the
website with a browser (Firefox in our case), then copy all cookies to a different
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browser (Opera), then we check if we can act like the authenticated user. If the
website allows us to do that it fails this test.

The second test is a similar but a bit more realistic than the first one. Since our
data is mostly stolen over the web, we simulate what happens if our cookies are
getting used with a second computer with different IP, MAC address, hostname.
This test is more specific then the first one, so those sites who passes the first test
automatically passes this one as well.

4.1 Test Targets

We aimed to check multiple different sites, with different purpose and different
amount of users. Unfortunately we didn’t have the permission to test banks, or
governmental sites. But we believe they would not fail our tests since the infor-
mation stored in those sites are much more sensitive, and must be protected with
several more authentication steps.

Google (GMail) Our first test target is Google, especially their Gmail service.
After logging into their system, GMail creates 29 different cookies under 5 different
domains. Most of them are under accounts.google.com, myaccount.google.com and
.google.com, but as google owns youtube, the login also generates the cookies for
that site, and (because of I’m Hungarian) some cookies under .google.hu also
appears.

We dropped the unnecessary cookies, and kept only those which were required
to hijack a session. 3 cookies under accounts.google.com and 6 under .google.com
so totally 9 cookies needed to do that (Table 1).

With these cookies, the identity of any user can be stolen. We have to consider
that getting those could be really difficult as Google uses HTTPS all the time, and
there is no cookie which is not protected either with httpOnly or isSecure flag.

Facebook The next target is the biggest social website Facebook. As expected
Facebook does not create cookies under different domains like Google did. It only

Table 1 List of necessary cookies to act as a logged in user in GMail

Domain httpOnly isSecure Name

accounts.google.com false true ACCOUNT_CHOSER

accounts.google.com false true LSID

accounts.google.com false true GALX

.google.com true false NID

.google.com true false SID

.google.com true false HSID

.google.com true true SSID

.google.com true false APISID

.google.com true true SAPISID
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uses .facebook.com to store the 9 different cookies. 3 of them were enough to
compromise any account.

Notice that there is no cookie which uses httpOnly. Therefore with javascript it is
easy to access and steal everything necessary to act like the victim. To show that
there is a small code which is enough to get the required data to control the account.
Due to facebook is a post oriented site, XSS can always be a big threat (Table 2).

Listing 1.4 Pasting this code to the URL bar will write out every cookie which are
not having the httpOnly flag javascript:alert(document.cookie);

MyFittnessPal After seeing some of the biggest websites we targeted some of
the smaller companies which still contain some vulnerable user data. Let’s begin
with one of the biggest fitness site MyFitnessPal with it’s 75 million users. While in
Google and Facebook everybody knows what are the risks of a compromised
account, on a fitness page it may need some explanation.

These pages track several things, MyFitnessPal aims mostly the nutrition data
and the workouts. Nutrition data can be used to give specific ads, or monitor your
daily routine, when do you eat breakfast, so how long do you usually
sleep. Workout data can be used well for example guessing when is nobody at
home.

MyFitnessPal uses 15 cookies per a logged in account, 6 under www.
myfitnesspal.com and the rest 9 at .myfitnesspal domain. Unfortunately, or fortu-
nately as the point of view, there is only one cookie which is required to authen-
ticate ourselves (Table 3).

That cookie _session_id is not even protected with any of the security flags, so
getting these can be quite easy.

RunKeeper Another example of fitness apps with browser support, this site
tracks the running, biking, etc. activities, and even provides a map showing the
route of the exercise. The attacker will not just know whether the victim is home or
not, they can easily meet the target while the activity.

From the 14 cookies again there is only one which is necessary to keep anyone
logged in, therefore getting this will do the job for the attacker. As we seen before
the cookie is not secured with any flag (Table 4).

Amazon One of the most known webshops is amazon, there are 11 cookies
appearing after a successful login attempt, 10 with .amazon.com, and 1 with www.
amazon.com domain. However only 2 of them are enough to fail our test.

Table 2 List of necessary
cookies to act as a logged in
user in Facebook

Domain httpOnly isSecure Name

.facebook.com false true c_user

.facebook.com false true xs

.facebook.com false true s

Table 3 List of necessary
cookies to act as a logged in
user in MyFitnessPal

Domain httpOnly isSecure Name

www.myfitnesspal.
com

false false _session_id
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None of the two is protected anyhow, but we have to say that it’s not likely to
have an XSS vulnerability in a webshop, and by using HTTPS all the time packet
sniffing is not likely to happen (Table 5).

Aliexpress Another big online store with 289 million monthly active users is
Aliexpress. 4 cookies required to authenticate ourselves from the 26 cookies under
6 different domains which were generated after logging in (Table 6).

A big difference between Amazon and Aliexpress is while none of them secures
their cookies, Amazon uses HTTPS by default to every single page, but Aliexpress
does not use encryption after login.

4.2 Results

Every protection is as effective as the least effective part of it. This rule is true with
cookies as well, so first of all we summarize what flags do the most secure cookie
has in the different sites (Table 7).

As it was expected the results shows us that the bigger the site the better the
protection. The most secure page in our test is Google. While it uses cookies with
both isSecure and httpOnly flag, it’s really difficult to steal information about the
sessions, not to mention that all communication goes over HTTPS.

Facebook is protecting cookies quite well, they don’t let us to choose between
secure and insecure channels, they redirect to HTTPS even if HTTP is explicitly
written before the URL. In every forum like site where posting is enabled just like
with Facebook, there is always a big risk of XSS attacks, due to the shortage of
httpOnly flag it can lead to serious issues. We also classify Amazon as semi-safe

Table 4 List of necessary cookies to act as a logged in user in RunKeeper

Domain httpOnly isSecure Name

.runkeeper.com false false checker

Table 5 List of necessary
cookies to act as a logged in
user in Amazon

Domain httpOnly isSecure Name

.amazon.com false false ubid-main

.amazon.com false false session-id

Table 6 List of necessary
cookies to act as a logged in
user in Aliexpress

Domain httpOnly isSecure Name

.aliexpress.com false false xman_us_t

.aliexpress.com false false xman_t

.aliexpress.com false false xman_f

.aliexpress.com false false xman_us_f
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because while they don’t protect their cookies with any flag and it can explicitly be
used with pure HTTP (while the default communication is using SSL).

The fitness sites (MyFitnessPal and RunKeeper) and Aliexpress both use HTTP
by default, HTTPS is used for only the login form. With the insecure cookies, they
can easily be targeted by a prepared attacker. Both with packet sniffing and with
JavaScript injection, the identity of a logged in user can be stolen.

Our every test target failed both the tests, yet it would be interesting to check
how banks, or governmental sites perform (Table 8).

5 TooKie

The biggest problem with the sites we tested above is that they do not use any client
side stored data, which is not sent through the network with every request. We
created a token based authenticator which extends the casual sessionid based
identification, with a special token which is generated by the client for every
request. This authenticator is called TooKie (from the words Token and Cookie),
and it’s implemented as an embedding java application (Fig. 1).

A high level behavior can be summarized as follows:

1. Client logs in
2. Server generates a session cookie, a secret, and a generator-string (both are long

random strings)
3. Client stores the session cookie, and put the secret into TooKie (where it cannot

be queried from), and stores the generator-string as a cookie.

Table 8 Test results of
different sites

Target Test 1 Test 2 Easy to get cookies

Gmail Fail Fail No

Facebook Fail Fail No

MyFitnessPal Fail Fail Yes

RunKeeper Fail Fail Yes

Amazon Fail Fail No

Aliexpress Fail Fail Yes

Table 7 This table show
what flags do the most secure
cookie has in different sites

Target httpOnly isSecure

Gmail Yes Yes

Facebook No Yes

Amazon No No

Aliexpress No No

MyFitnessPal No No

RunKeeper No No
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4. The client authenticates itself with it’s session cookie, and a token generated
with TooKie from the generator-string.

5. Server calculates the token itself, if it matches the client’s token, the client is
authenticated.

6. Server generates a new generator-string, and send it back to the Client with the
response.

5.1 TooKie in Details

TooKie must be embedded in the main frame of a website, and the original content
of the site shall be moved to a new frame, and some JS scripts shall be included, and
configured. It’s compatible with most of the sites, and does not require too much
work to make it work. On client side, no extra attention is required, it’s not even
visible for the average users.

After setting those things up, the server is ready to go. Users can browse
unsecured pages without the need of logging in, but secured pages require password
based authentication. After a successful attempt, the user gets 3 data in the response.
A session-id, and a generator-string, which are stored as cookies without any flags,
and a secret which is given to the application as soon as the user receives it. This

Fig. 1 Sequence diagram about how TooKie works

204 P. Vörös and A. Kiss



secret is only sent to the client at the login phase, which can only be made through
HTTPS. As we assumed before HTTPS is safe, because if it’s not, raw passwords
can be stolen which leads to a lot more serious issue. The secret cannot be accessed
after the login, so stealing it is not an option.

A logged in user can browse everything just like before without TooKie, but
after each page load the application appends the One-Time-Token (OTT) parameter
to the end of each URL under the domain of the server. The OTT is sent back to the
server with every request, as an HTTP GET parameter. The attacker can only get
the Session cookie and the OTT-s with eavesdropping. But due to these tokens
cannot be reused, without knowing the secret, the attacker cannot generate OTT-s,
therefore cannot act like an authenticated user.

If a server gets a request it identifies if there is any need for permissions to serve
the request. If so, it checks if all 3 parameters are given with the request: session-id,
generator-string, and the OTT. If anything is missing it redirects to the login page,
because there is something wrong. If everything is given it identifies the user with
it’s session-id. Checks if the user sent back generator-string matches the one which
is stored in the server. Then looks up the user’s secret, and with the generator-string
and secret it also computes the OTT. If it matches the one the user attached to the
request, the user is authenticated itself for this request and the request can be served.
Among with the reply the server changes the generator-string cookie if the client to
a new one, making it impossible to use the old one again. If any check fails above,
the user is redirected to the login page.

Performance is a key thing when computing OTT-s. TooKie uses one hash
computation per request at server side, and one after each response at client side,
which results in an immeasurably low overhead on both sides.

5.2 Under Attack

TooKie keeps the secret secure from the users as well, due to security reasons users
don’t have the right to query their secret. The application gives the access to the
users to 2 functions:

– void setSecret(secret)
– String generateOTT(generator-string)

We believe that because of this our solution gives a great protection against session
hijacking.

XSS—Cross Site Scripting TooKie makes XSS attacks inefficient. The attacker
cannot trick or force the users to send their secret to anywhere. Due to this secret
after send to the user via HTTPS, is immediately stored in the TooKie, which does
not let users to query their secret even if they wanted to. Cross-site request forgery
is made impossible because of the same reason.

Network Eavesdropping The traffic which goes over HTTP can be eaves-
dropped by attackers, but it does not contain anything vulnerable, which they can
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use up later. Among with the request there is a session-id, a generator-string, and
the OTT. If the attacker steals both he cannot use them up later, because the OTT
expires after the first use, and from these data new OTT-s cannot be generated.

6 Conclusion

In this paper we gave a short introduction about web authentication, cookies, and
the most common attack types targeting them. We ran tests on well known sites, we
measured if we can act like a logged in user if we somehow get all of their cookies.
We also tested what happens on each site if the “stolen” cookies are used with a
different computer, with different properties (IP, MAC, hostname, etc.).

We selected and kept only the sufficient cookies, which were enough to hijack a
session. We classified those what security flags (isSecure, and httpOnly) are set on
them. Also we measured what type of connection does each site use by default,
HTTP or HTTPS, and if they use HTTPS is there a way to explicitly change the
security back to pure HTTP. The results weren’t too satisfying, Google seems to
have a hard protection, but smaller sites like Aliexpress and RunKeeper can be
targeted easily by a well prepared attacker.

After the measurements, we introduced our application TooKie, which we
believe gives a strong protection against session hijacking. With our method no
vulnerable data goes through the network after the login phase. We made our
application secure, so even client side cannot access their vulnerable data, in
practice the app does not let users to query their secrets. Under the development it
was a big goal to keep it simple and easy to set up on server side, and to be able to
run without any installation or special attention on client side.

Acknowledgment Authors thank Ericsson Ltd. for support via the ELTE CNL collaboration.
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Surface of Articular Cartilage Extraction
Using Fuzzy C-means Segmentation

Jan Kubicek, Iveta Bryjova, Marek Penhaker, Michal Kodaj
and Martin Augustynek

Abstract The article deals with complex segmentation approach which is focused
on detection of pathological changes on the articular cartilage surface. There is a
significant problem, in the clinical practice with recognition of individual structures
of cartilage surface. Cartilages are normally investigated either by ultrasound or
MRI. Both methods give output images in shade level spectrum. This fact is severe
problem for detection especially small changes which indicate surface deterioration.
This pathological stage often leads to further development of disease which cause to
total loss of articular cartilage. The proposed software approach partially solves
mentioned problem. The core of segmentation is based on fuzzy C-means algorithm
which is very sensitive even in the noisy environment and for tiny structures as
well. Furthermore, color transformation is implemented. This key benefit of pro-
posed software allows transformation physiological cartilage to color spectrum,
other tissues are suppressed. In the output, we give mathematical model of articular
cartilage with detection of pathological discontinuities.
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1 Introduction to Articular Cartilage

Cartilage is a specialized type of fibrous tissue. It is composed of different sub-
stances, each of them responsible for its overall integrity, deformability, hardness
and the ability to repair itself. Cartilage is created from mesenchymal cells at the
ends of the epiphyses of bones during embryonic development in human foetuses.

Histologically, it is classified into three basic types: elastic, fibrous and hyaline.
The contact surfaces of joints are covered with hyaline cartilage. Cartilage is
organized into a layered structure, which is functionally and structurally divided
into four layers. The surface layer is responsible for its smoothness and is resistant
to friction. It makes up about 10–20 % of the total depth of the cartilage. It can
compress about 25 times more than the middle layer.

Adult cartilage is composed of 75 % water and 25 % solid compounds. The
metabolism of cartilage is mainly anaerobic. Due to cartilage’s shortage of its own
vascular supply and nerve fibres, it has a very low ability to repair itself or remove
metabolites. Despite its low metabolic turnover, the replacement and the continuous
exchange of cells occurs in cartilage [1–3].

2 Examination of Articular Cartilage by MRI

Magnetic resonance imaging (MRI) is the most common investigative method.
Thanks to its high distinctive ability and spatial resolution, it is the optimal
non-invasive method for viewing the soft tissues of joints and cartilage. Chondral
separations manifest as vertical defects in cartilage that extend deeply to the sub-
chondral bone and are sharply outlined against the surrounding cartilage. The best
results in chondral pathology imaging are achieved via a proton density weighted
sequence with fat suppression, a gradient spin-echo sequence, SPGR sequences,
MR arthrography and 3D fast spin echo imaging. During readings and evaluations
by radiologists or orthopaedists, small chondral lesions may remain undiagnosed.
Post-processing methods based on color coding can significantly contribute to more
accurate diagnostic conclusions.

2.1 Fat Suppression Techniques

To improve the dynamic range of signal intensity from an image, fat suppression
sequence is implemented in the routine protocol for cartilage imaging pulse
sequences. There is better detection of minor signal intensity modifications.
A T1-weighted inversion recovery sequence, termed as short tau inversion recovery
(STIR), is another technique by which the effect of fat suppression is obtained.
Combination of fat suppression together with three-dimensional (3D) spoiled
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gradient echo sequence only depicts the articular cartilage as a bright structure. The
sequence with the best possible potential to assess the articular cartilage accurately
is spoiled gradient echo sequence (SPGR).

2.2 Volumetric Sequences

Optimal spatial resolution of images can be obtained by acquiring thinner slices
(0.2–0.4 mm thickness) producing isotropic voxels with equal dimensions in the
three planes. The advantage of volumetric image acquisition is that it facilitates
multiplanar reformation without loss of the spatial resolution, allowing a better
quantitative measurement of cartilage abnormalities and reducing partial volume
artifacts.

2.3 Gradient Echo Sequences

Gradient echo sequences allow volumetric image acquisition with reduced imaging
times and improved spatial resolution. Technically, a refocusing pulse separates two
or more gradient echoes, eventually combining the echoes to generate an image.
Gradient-recalled echo (GRE) sequences suffer from a potential fallacy, as they are
unusually sensitive and susceptible to intra voxel dephasing, especially in patients
with previous surgical intervention or some hardware placement (Figs. 1 and 2).

Fig. 1 A 3D GRE, sagittal
plane image of knee joint
revealing articular cartilage
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Excellent details of articular cartilage (short arrow). The additional advantage of
this sequence is in imaging of joints with prior interventions or any grafts or screws
fixations (long arrow). The tiny blooming intensities (black arrow) around the BPB
graft, likely postoperative bone fragments.

2.4 SPGR Sequences

Spoiled gradient echo sequences such as SPGR or fast low angle shot (FLASH)
provide T1-weighted images with better contrast between cartilage (hyperintense)
and intra-articular fluid (hypointense). Standard SE MRI has a lower accuracy as
compared to the fat-suppressed SPGR. The sensitivity of the sequence approaches
93 %, with articular cartilage appearing bright and remainder of the structures
appearing relatively dark. 3D SPGR is recommended by the International Cartilage
Repair Society (ICRS) as a standard sequence in imaging for evaluation of the
articular cartilage lesions, especially in post cartilage repair status. The images are
primarily T1-weighted sequences obtained at a low flip angle. The disadvantages are
longer acquisition times and inadequacy to depict surface defects as well as the other
joint structures. Finally, 3D gradient echo methods are less useful for the diagnosis
of ligament or meniscal tears than SE techniques. Despite these limitations, 3D
SPGR imaging is considered the standard for morphologic imaging of cartilage.

At flip angle 60° of knee provides excellent contrast between cartilage and
subchondral bone along signal-intensity cartilaginous surfaces in tibiofemoral
compartments.

Fig. 2 Sagittal 3D SPGR
(TR/TE 14.1/5 ms)
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2.5 MR Arthrography

Post cartilage repair, MR arthrography (MRA) is recommended in evaluation of
cartilage integrity. The instilled contrast outlines cartilage defects and their contours.
A small amount of 2 mmol/l gadolinium contrast mixed with saline is injected within
the joint space to increase its sensitivity to detect cartilage abnormalities. MRA has
been shown to be more sensitive than the standard 3D T2-weighted gradient echo
sequences for the detection of cartilage lesion (Fig. 3).

3 The Proposed Method for Surface of Articular
Cartilage Segmentation

The main task of software implementation is extraction of pathological lesions of
articular cartilage. The main problem is, that pathological lesions are represented be
very week contract and therefore they are with difficulty recognizable by human’s
eyes. There are four stages of chondromalacia lesions. From the perspective image
processing is the most challenging chondromalacia of first degree. In this particular
case it is very complicated to detected and recognize pathological lesion from
physiological cartilage.

The overall structure of segmentation process is illustrated on Fig. 4. Data of
articular cartilage are acquired from MRI. MRI usually generates longer data
sequence. Firstly it is needed perform selection of data where pathological lesions
are manifested. After taking region of interest (RoI), pixel’s interpolation is applied.
RoI extraction is needed for increasing area of articular cartilage. Important problem
is that articular cartilage takes small part of native image and therefore individual

Fig. 3 A T1W FS Axial (a) and coronal (b) image of MR Arthogram [3–5, 9]
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structures are badly observable. For this particular task, linear interpolation of tenth
order is used. Interpolation technique significantly influences contrast of extracted
image and mainly individual structures. If we used lower level of interpolation, we
would obtain badly recognizable image. On the other hand grater level of interpo-
lation leads to higher computational time. Interpolation of tenth order is appeared as
good compromise for sufficient image contrast. The low-pass filtering is used for
suppression of higher frequencies which in some cases impair recognition of
articular cartilage structure. Native data contain adjacent structures such nodes and
bones which should be suppressed by filtration process. For this purpose Gaussian
filter has been used. After taking preprocessing steps it is approached to segmen-
tation process. Firstly, number of centroids is selected. This step specifies number of
output classes. We need to specify first class for physiological cartilage, second for
chondromalacia area, other classes represent adjacent structures. Namely, they are
soft tissues and bones. In the concluding step filtration of adjacent tissues in seg-
mentation model is performed. Segmentation process separates individual tissues to
classes which are coded to color spectrum. By filtration process we keep only classes
witch represent articular cartilage and chondromalacia interruptions.

3.1 C-means Penalized Segmentation

The major benefit of used segmentation approach is incorporating the neighborhood
information into C means centroid segmentation during classification process.
Segmentation approach uses penalized objective function by regularization term in
order to incorporate spatial context. The objective function of the used algorithm is
defined by following equation:

J ¼
Xn
k¼1

Xc
i¼1

uikð Þqd2 xk; við Þþ c
Xn
k¼1

Xn
j¼1

Xc
i¼1

uikð Þqð1� uijÞqwkj ð1Þ

Fig. 4 The block diagram of articular cartilage segmentation
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where wkj is defined as:

wkj ¼ 1; if xj and xk are neighbors and j 6¼ k
0; otherwise

�

The parameter γ (≥0) controls effect of the penalty term. The major benefit of the
fuzzy C means algorithm is that penalty term should be minimized in order to
satisfy the principle of fuzzy C means (FCM) algorithm. The mentioned penalty
term is minimized when the membership value for a particular class is large and the
membership values for the same class at neighboring pixels is also large.

The objective function J can be minimized similar to standard FCM algorithm.
Derivation of iterative algorithm for minimizing is performed by evaluating the
centroids and membership function that satisfy a zero gradient condition. The
Lagrange multiplier is used for solving constrained optimization from Eq. (1):

u
q¼
Pn
k¼1

Pc
i¼1

uikð Þqd2 xk ;við Þþ c
Pn
k¼1

Pn
j¼1

Pc
i¼1

uikð Þqð1�uijÞqwkj þ kð1�
Pc
i¼1

uikÞ
ð2Þ

After taking first order derivation according to uik we obtain following expression:

duk

duik
¼ qðuikÞq�1d2 xk; við Þþ cqðuikÞq�1

Xn
j¼1

ð1� uijÞqwkj � k�uik¼u�ik
¼ 0

"
ð3Þ

The parameter u�ik is represented by following equation:

u�ik ¼
qðd2 xk; vlð Þþ c

Pn
j¼1ð1� uijÞqwkjÞ

k

! �1
q�1

0
@ ð4Þ

Since
Pc

l¼1 wlk ¼ 1, this constraint equation is expressed by form:

Xc
l¼1

qðd2 xk; vlð Þþ c
Pn

j¼1ð1� uijÞqwkjÞÞ
k

! �1
q�1

¼ 1

0
@ ð5Þ

The parameter λ from Eq. (5) is given by following expression:

k ¼ q

Pc
l¼1

1
d2 xk ;vlð Þþ c

Pn

j¼1
ð1�uljÞqwkj

� � 1
q�1

 !q�1 ð6Þ
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By incorporating zero gradient condition, membership estimator is rewritten to
following term:

u�ik ¼
1

Pc
l¼1

d2 xk ;við Þþ c
Pn

j¼1
ð1�uijÞqwkj

d2 xk ;vlð Þþ c
Pn

j¼1
ð1�uljÞqwkj

� � 1
q�1

ð7Þ

Similarly, by taking Eq. (2) with respect to parameter vi and setting the result to
zero, we will obtain expression:

v�i ¼
Pn

k¼1ðuikÞqxkPn
k¼1ðuikÞq

ð8Þ

Expression is identical to that of FCM because the penalty function from (1) is not
depended on vi. Generally, penalized FCM algorithm is possible summarize to four
essential stages:

Stage 1 Setting the centroids vi, parameter of fuzzification q and the value of c.
Stage 2 The calculation of membership values from Eq. (7).
Stage 3 The calculation of cluster centroids.
Stage 4 Return back to stage 2 and repeat it until convergence is reached.

As soon as algorithm converges, defuzzification process is performed in order to
convert the fuzzy partition matrix to crisp partition. The described method works
on the principle of assigning of object k to the class C with the highest membership
[6–8]:

Ck ¼ argi max uikð Þf g; i ¼ 1; 2; . . .; c: ð9Þ

4 Data Analysis and Segmentation Results

As it is mentioned above, chondromalacia is often manifested by very week con-
trast in images which are generated by MRI. There are four stages of those
pathological lesions. Chondromalacia is classified by level of diseases in scale 1–4.
Higher stage corresponds with advanced seriousness. For ensuring prevention, that
chondromalacia won’t be spread, early diagnosis is crucial. From this reason, we
are mainly focused on detection chondromalacia of first stage. Furthermore, as
regards mentioned stages, pathological lesions in advanced stages are clearly
observable by human eyes and using segmentation methods appeared as useless.
Articular cartilages are usually examined by MRI sequences either with fat sup-
pression or proton dense sequence. For purposes of our analysis 30 patient’s records
have been used. Effectiveness of segmentation algorithm is shown on three cases
bellow. Mentioned cases represent chondromalacia first degree where pathological
changes are badly observable. The main intention was focused on clear separation
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of physiological cartilage and pathological changes. Segmentation approach allows
assignment individual tissue’s structures to output classes, so pathological changes
should be conclusively recognizable (Figs. 5 and 6).

Articular cartilage is normally represented by white color. Pathological inter-
ruptions are often represented by week contrast changes (a). Segmentation process
differentiates individual tissue’s structures into color spectrum where individual
tissue’s structures are clearly observable. By suppressing adjacent structures, car-
tilage is manifested by red color and white gap presents chondromalacia’s lesion
(c). In the last step, contour of detected cartilage is performed (d).

RoI defines whole articular cartilage area of lateral condyle, tibia and part of
lateral meniscus. In the central part, there is a fat body in joint and on the left side of
RoI is partially captured cartilage of medial joint’s segment. After taking seg-
mentation, we observe a defect of cartilage’s part lateral condyle. In the concluding
step of segmentation, adjacent structures are suppressed cartilage is represented by
yellow color. In the middle part of cartilage, chondromalacia defect is clearly
observable.

Fig. 5 Original MRI image with RoI (a), segmentation result (b), cartilage classification (c),
detected cartilage’s area (d)

Fig. 6 Original MRI image with RoI (left), segmentation result (middle), cartilage classification
(right)

Surface of Articular Cartilage Extraction Using Fuzzy C-means Segmentation 217



The last case deals with delimitation of dorsal part articular cartilage. There is a
weak cartilage interruption, on Fig. 7. This lesion is not clearly observable due
small contrast change from cartilage surface. Physiological part of cartilage is coded
to red color. Segmentation model clearly recognizes chondromalacia lesion from
physiological cartilage.

5 Conclusion

Article deals with analysis of articular cartilage structures. In the clinical practise,
there is a severe problem with assessment of areas where early pathological changes
are manifested. Early detection of pathological lesions is very important for making
plan of further treatment. The proposed software solution offers suitable way for
segmentation of surface articular cartilage. There are two main intentions of MRI
data analysis: specification of areas where physiological cartilage is manifested and
discovering of spots where pathological lesions are appeared. The proposed algo-
rithm is fully automatic. Firstly, it is necessary to specify image where pathological
lesion are observable. In next steps region of interest is specified and low pass
filtering is applied. Filtration suppresses higher frequencies with are not important
for cartilage analysis. By interpolation technique, image resolution is increased.
This step is important for increasing image quality. It is obvious that, segmentation
effect is strongly depended on the resolution of input data. If we used lower res-
olution, we would obtain badly recognizable segmented images. The main core of
algorithm is consists segmentation approach with color pixel mapping.
Segmentation is based on the penalized fuzzy C means with color transformation.
Individual pixels are classified into isolated classes. Each class should contain
information which corresponds with particular tissue. By this way, we obtain
contrast image which precisely differentiates individual cartilage tissues.
Physiological cartilage is represented by single color spectrum, gaps represent
pathological interruptions. In the coming time we are going to focus on extraction

Fig. 7 The loss (delimitation) of dorsal part articular cartilage (left), segmentation result (middle),
cartilage classification (right)
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of geometrical parameters segmented structures. This analysis is advantageous for
clinical practise as well. It allows quantification of parameters cartilage structure for
precise classification.

Acknowledgment This article has been supported by financial support of TA ČR PRE SEED:
TG01010137 GAMA PP1. The work and the contributions were supported by the project
SP2015/179 ‘Biomedicínské inženýrské systémy XI’ and This work is partially supported by the
Science and Research Fund 2014 of the Moravia-Silesian Region, Czech Republic and this paper
has been elaborated in the framework of the project “Support research and development in the
Moravian-Silesian Region 2014 DT 1—Research Teams” (RRC/07/2014). Financed from the
budget of the Moravian-Silesian Region.

References

1. Yang, Y., Zhang, F., Zheng, C., Lin, P.: Unsupervised image segmentation using penalized
fuzzy clustering algorithm. Lect. Notes Comput. Sci. 3578, 71–77 (2005)

2. Kubicek, J., Penhaker, M., Bryjova, I., Kodaj, M.: Articular cartilage defect detection based on
image segmentation with colour mapping. Lec. Notes Comput. Sci. (including subseries Lecture
Notes in Artificial Intelligence and Lecture Notes in Bioinformatics) 8733, 214–222 (2014)

3. Kaur, P., Soni, A.K., Gosain, A.: Image segmentation of noisy digital images using extended
Fuzzy C-means clustering algorithm. Int. J. Comput. Appl. Technol. 47(2–3), 198–205 (2013)

4. Kubicek, J., Penhaker, M.: Fuzzy algorithm for segmentation of images in extraction of objects
from MRI. In: Proceedings of the 2014 International Conference on Advances in Computing,
Communications and Informatics, ICACCI 2014, art. no. 6968264, pp. 1422–1427 (2014)

5. Yang, Y., Zheng, C., Lin, P.: Fuzzy c-means clustering algorithm with a novel penalty term for
image segmentation. Opto-electronics Rev. 13(4), 309–315 (2005)

6. Beevi, Z., Sathik, M.: A robust segmentation approach for noisy medical images using fuzzy
clustering with spatial probability. Int. Arab J. Inf. Technol. 9(1), 75–83 (2012)

7. Nie, F., Li, J., Tu, T., Pan, M.: Image thresholding using fuzzy correlation criterion and
harmony search algorithm. Int. J. Computat. Intell. Appl. 13(1), (2014). doi:10.1142/
S1469026814500035

8. Augustynek, M., Penhaker, M.: Non invasive measurement and visualizations of blood
pressure. Elektronika Ir Elektrotechnika 55–58 (2011)

9. Augustynek, M., Penhaker, M.: Finger plethysmography classification by orthogonal transfor-
matios. In: 2010 Second International Conference on Computer Engineering and Applications
(ICCEA), pp. 173–177. IEEE (2010)

Surface of Articular Cartilage Extraction Using Fuzzy C-means Segmentation 219

http://dx.doi.org/10.1142/S1469026814500035
http://dx.doi.org/10.1142/S1469026814500035


A Formal Passive Testing Approach
to Control the Integrity of Private
Information in eHealth Systems

Azahara Camacho, Mercedes G. Merayo and Manuel Núñez

Abstract Intelligent Information is generated with each click that we do. The
systems that are responsible of this tend to have a log where they record all the
accesses to them. Unfortunately, the integrity and anonymity of this vast amount of
information is not always ensured. There exist many threats that can change or even
delete part of these logs. One of the purposes of the Internet of Things (IoT) is to
generate Intelligent Information from different sources. Therefore, if there are some
irregularities, then the generated information is not useful. In this paper we present a
proposal to take into account some of these threats and prevent their consequences
in some eHealth systems. In order to increase the applicability of our approach, we
have implemented a tool that allow us to manage communications and check
whether they are performed as intended.

1 Introduction

The appropriate control of data integrity is one of the open issues where more
research areas involves. Different reasons, mainly security and privacy, have pro-
voked this trend. In fact, this is currently a matter of public and professional areas
because huge amounts of data are generated by the countless systems used in our
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daily routine. There are many hazards that surround us and turn these devices on
vulnerable systems. With the aim of preventing these risks, it is necessary to apply
techniques to ensure the safety of our privacy. If the used technique has a formal
basis then it will be possible to prove that they behave as expected. According to
different features, we can find different testing methods, but a classical distinction is
between active and passive [9]. In active testing, the tester needs to interact with the
system under test (SUT). Therefore, it is necessary to stop the usual activities of the
SUT in order to carry out testing activities. In addition, the tester needs to introduce
some data (inputs) to decide whether the observed behaviour (outputs) is the
expected one. These fictitious inputs can modify the data in the system (for exam-
ple, the tester may require to modify the balance of a current account in order to test
some features). Taking into account that systems in use are required to run 24/7 and
that sensible data should not be modified in the real system, active testing, even
though more powerful to find errors in a system, cannot be used in many situations.
In passive testing the tester only observes the behaviour of the SUT, without
influencing its performance by providing inputs. Thus, in order to perform the
testing process, it is not necessary to change, stop or modify either the system or its
associated data. Unfortunately, we lose the ability to guide the system through
situations where it is more likely to find an error (this can be done in active testing
by providing specific inputs targeting certain components of the SUT). In any case,
although less powerful, passive testing techniques are being used more frequently
and there are many proposals with a formal basis [4, 5].

In this paper, we adapt a formal approach to perform passive testing in systems
where communications are asynchronous [16] to the control of the elements
involved in the exchanging of information between two remote systems. We focus
on eHealth computerized remote systems, more specifically, we are interested in
checking the integrity of the transmitted data and the privacy of the process. In
order to show a concrete case study, we consider the communication between a
pacemaker and its monitor. The rest of the paper is structured as follows. In Sect. 2
we introduce the basic concepts of the Internet of Things (IoT) that are related to
this paper. Section 3 explains the concept of eHealth and how it is related to IoT
issues. Section 4 explains the scenario for the application of our approach and in
Sect. 5 we present our proposal. Finally, in Sect. 6 we present our conclusions and
provide some lines for future work.

2 The Internet of Things (IoT)

Technology makes life easier with original improvements. These could be in the
form of better materials, new devices or healthier products. In this line, the Internet
of Things is able to ease the management of information from different sources.
Domotics, health-care, smart buildings and surveillance are only a few of them
where IoT can be applied. According to the National Intelligence Council, “by 2025
Internet nodes may reside in everyday things - food packages, furniture, paper
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documents, and more” [18]. That is, each element of our daily routine will have a
sensor able to send information about weather conditions, environment, its user, etc.
Therefore, the evolution of IoT is an inevitable consequence and its ubiquitous
application is only a matter of time. In this section we review the main charac-
teristics of IoT, some open issues, and the main application areas.

2.1 Characteristics

In order to have a clearer idea about IoT, a possible definition is: “Internet of Things
is the combination of supporting resources to interconnect smart objects by means
of extended Internet technologies, obtaining as a result the ensemble of applica-
tions and services leveraging them to open new business and market opportunities”
[17]. These smart objects are the things of the Internet of Things and for being one
of them, there are some requirements that should be fulfilled [19]. In a nutshell, an
IoT element has the following characteristics:

• Existence: It could be in the physical world such as computers, cars or houses,
but it can be also the virtual data provided by the physical ones.

• Sense of self: Due to the huge number of elements to interconnect, it is essential
to have an identification that let the other elements to find it in the network.

• Connectivity: Using the previous identification, the entity should be able to
communicate with its surroundings and locate it.

• Interactivity: If the communication is established, then the element has to
manage the sending and reception of information with other elements.
Provoking a wide range of services as a result.

• Dynamicity: All the elements have to be available at any time, any place and in
any way.

2.2 Open Issues

The previously mentioned characteristics generate new issues to support. The
network where all the elements are connected is bigger everyday and this causes a
greater difficulty for their performance [2]. The current issues to control are:

• Authentication: Objects need to be uniquely identified with an ID. The most
used technique is IP addresses. The problem is the number of IPs in IPv4 are not
enough to identify all the elements. Therefore, it will be necessary to use IPv6 to
control all the elements [10].

• Heterogeneity: IoT has to be able to manage many different types of devices,
without difficulty and being only aware of the IP for the identification. The
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management of such a high number of differences between systems provokes
the necessity of better protocol levels.

• Scalability: One of the unavoidable problems in a global information structure,
such as IoT, is scalability. Due to the continuous growth of the network, it is
essential that all the elements are able to adapt themselves to the new
architecture.

• Energy-optimization: The dynamicity of IoT elements is the main reason why
the optimization of energy is an open research issue. The devices depend on
batteries and the minimization of the consumption is a trend that developers
should adopt.

• Localization and tracking: The continuous tracking of IoT elements confronts
the problem of the current state of the availability of wireless networks. Some
applications such as health-care control or weather management could be
affected by the lack of wireless resources in some areas.

• Data management: IoT generates massive amounts of data and its storage and
exchanging require a proper architecture. Besides this, the design of the archi-
tecture should be the most efficient in order to manage data at the same time that
other systems.

• Security and privacy: In this case, there are three key sub-issues which require
some solutions. These are data confidentiality, privacy and trust. The guarantee
that only authorized entities can access and modify the generated data is quite
weak. Therefore, it is necessary to use control techniques to avoid the leakage of
information.

2.3 Applications

Although the number of issues to resolve is large, there are a big amount of fields
where IoT is starting to be successfully applied. Its potentialities offer the possibility
of developing many applications and services that were unthinkable a few years
ago. They could be divided in four domains:

1. Transportation and logistics: Thanks to the use of sensors and actuators, the
application of IoT in roads and vehicles is gaining momentum. Some of the
benefits in this area could be: transportation information, assisted driving and
monitoring of transportation of hazardous materials.

2. Smart environment: This field is oriented to make easier and more comfortable
our surroundings such as the house, the office or the supermarket. The appro-
priate distribution of sensors can facilitate the automatic regulation of room
lighting, heating or energy consumption. In addition, a security option can be
used to detecting natural phenomena. In the later case, real and current infor-
mation can be provided and a rapid response can save human lives, mitigate the
damage and reduce the level of disaster.
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3. Personal and social domain: People tend to look for the faster and better social
network in order to receive updates about news, friends and events. With the
compilation of historical queries about websites and devices data, social net-
works can improve the information to show to users, according to their searches
and preferences. In terms of security, this area can be benefited in case of losses
or thefts.

4. eHealth: This is a sensitive area where any benefit can have an important impact
and increase the number of lives saved. Considering the previous characteristics
of IoT elements, there are many applications that can improve the current state
of healthcare. Some of them are the automatic data collection from Implantable
Medical Devices (IMD), patient identification and alarm actuators. This can be
helpful for controlling its problems and either react in a faster way or inform
about a critical situation of the patient.

We focus on eHealth and IMD. Therefore, in order to put our research in
context, we need to explain some of the threats and open issues in the IMD area and
what is our proposal to improve the current situation.

3 eHealth: Implantable Medical Devices

The healthcare industry has been affected by numerous (software) errors during the
last years [20]. Since 2001, with the emerging of the eHealth concept [11], some
approaches seem to be the improvement that this field needs. Around 3.337 recalls,
out of 8.320 manufactured IMD, were reported to the US Food and Drug
Administration (FDA) between 2010 and 2012, a 40 % from the total of elements
[21]. In this case, the enhancements are been motivated by the errors related to
software, hardware, data management and energy supplies. Some of them have
been identified by the consequences of the open issues with IoT elements previ-
ously enumerated. Thanks to eHealth research, they might be farther reduced by
implementing some of the following proposals:

• Heterogeneity: IMD need to be connected with different elements such as PCs
and monitors. For the problem of connecting to all these types of heterogeneous
devices, it is necessary to apply specific protocols managing all the necessary
layers [8].

• Scalability: IMD developers need to be consistent with the continuous evolution
of materials and software. A clear solution is the application of fault tolerance
techniques, with the aim of diminishing the impact of this situation [1].

• Localization and tracking: Some IMD are provided with sensors that inform
about the state, position and patient situation. In the case of insulin pumps,
pacemakers and defibrillators, this technology allows physicians to check their
data in case of emergency [7].
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• Data management: The continuous service of these devices generates massive
amounts of data, being some databases systems available for their management.
We can mention the Electronic Health Records (EHR), a collection composed
by the healthcare information of patients, and the Picture Archiving &
Communication Systems (PACS), registering digital images in order to
post-process and collect them for future medical cases [6].

• Security and privacy: In order to control the actors who access a device, it is
necessary the implantation of an authorization system. In relation to the previ-
ously mentioned heterogeneity problem, specific medical protocols could
include this feature with the aim of fulfilling two issues with one solution [13].

4 Scenario

There exists a wide range of vulnerable IMD and each of them has their own
hazards. In this paper, we focus on pacemakers due to the fact that, alongside
infusion pumps, they are the most implanted devices which require a software for
the storing of data and the interaction with external elements [3]. For this group of
IMD the main threats are related to data access, device identification and config-
urability [13]. Although their software is private, this is not a problem for hackers
when they try to violate their security. Unfortunately, and difficult to understand
because human lives are at risk, these devices tend to have an extremely low level
of security measures. Developers do not pay too much attention to the possibility
that an external element tries to capture data or alter its configuration. In order to
prevent some of these situations, we present a scenario where our proposal can be
applied in order to avoid the capture of private data by unauthorized actors.

The scenario is a patient whose pacemaker tries to send to the monitor, located in
his house, the data captured during a certain period of time. This monitor, at the end
of the transmission, sends this information to the computer of the physician, placed
in the hospital. With this sequence of actions, the patient is completely tracked in
terms of how the pacemaker works with the heart. A graphical representation of this
scenario appears in Fig. 1.

Since the communication between these elements is by wireless connections, the
level of danger is quite high. The risk that we seek to prevent is the intrusion of
third parties inside this connection with the aim of capturing, modifying or deleting
information from the pacemaker. As a solution, we propose controlling this threat
by always checking the origin and destiny of messages. Monitoring this exchange
of information can ensure that only the authorized actors are involved in the
transmission. In order to achieve this goal, it is necessary the management of a list
including all the users and devices that are authorized, so that during the com-
munication, it should be possible to review the active actors. This identification will
be possible thanks to the IP address of each source of the message.
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5 Our Proposal

We propose a software tool to control the actors previously mentioned. The
underlying methodology is based on a formal approach to perform passive testing
with asynchronous communications [16]. The main reason why we decided to use a
passive testing methodology is, as we explained in the introduction of the paper, is
because we do not need to stop the system to check its correctness. In our case, due
to the fact that we are working with the scenario of an implanted pacemaker, this
kind of techniques are the most suitable. In addition, although this complicates the
framework, we need to take into account that the communication between devices
will be asynchronous.

The proposed software will be based on a graphical user interface (GUI) which is
designed to connect it to the network where the pacemaker and the monitor com-
municate between them. The user is in charge of defining the elements conforming
the list of authorized actors. This list is also made from the definition of properties
where the user specify how messages should be transmitted and what actors will be
allowed to participate in the exchange of information. The tool will be divided into
different layers, each of them focusing on the specific feature for what it has been
designed. Next we explain the main components of the tool.

5.1 Administration of Actors

This will be the most active part of the tool and it will allow the users to define the
behaviour of the communications by using a certain set of properties. These

Fig. 1 Sending information from the pacemaker
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properties will include the actors participating in the conversation and the messages
that will be transmitted. The appropriate use of this layer of the GUI is essential in
order to ensure correct communications. In Fig. 2 we show an example of this layer.
Its main parts are:

• Group: This is the set of properties where the new one will be grouped.
• Property: This is the (unique) name of the property.
• Sequence of actions: This is the set of actions taking part in the property. Each

of them includes information about the actor which performs it.
• List of actors: This is the group of authorized actors that can appear during the

communication. It is not necessary to include the actors that defined in the
property. This list is updated with the content of the sequence of actions.

Next we describe a typical property that we should ensure when a pacemaker is
programmed to send its data to the monitor located in the house of the patient. In
the property, actions prefixed by ? denote inputs while properties prefixed by !
denote outputs.

• Group: Communication.
• Property: Sending records.
• Sequence of actions: (?send,pacemaker) (!ready,monitor) (?ip,pacemaker) (!

info,monitor), where:

– ?send is the request of the pacemaker to send the data.
– !ready is the confirmation of availability from the monitor to receive the

records.

Fig. 2 Layer for the definition of the actions and actors of a property
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– ?ip is the request of the IP of the monitor to check against the list of actors
that it is an authorized device.

– !info is the IP of the monitor.

• List of actors: pacemaker and monitor.

5.2 Authorization Control

This will be the passive component of the tool. In order to verify the correctness of
the transmission of information between the pacemaker and the monitor, an online
checker tests the current transmission against the previously defined messages and
actors. In Fig. 3 there is an example of this layer.

This component is the core of the GUI because it is in charge of checking the
actors involved in the communication. This process will consist in the analysis of
every message sent between the actors. However, this examination will concentrate
on their features, not in their content, that is, the origin and destiny of the message,
the type of the message and the order of the sequence. The result of checking the
property against the observed trace will appear on the list of the right side of the
GUI, showing the actors and their actions. If one of these sequences is invalid, then
the process will stop and inform the user of the problem found in the transmission
of the data.

Fig. 3 Layer for the test of the current communication
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6 Conclusions and Future Work

In this paper we have presented the main features of a tool which would be able to
check the actors involved in the transmission of data from a pacemaker. By using
passive techniques, it is possible to perform online checking of the performance
against the properties previously defined without stopping the involved systems. If
an irregularity is detected, then the user can apply the appropriate measures in order
to avoid the alteration of private information.

As future work, we plan to analyse and study the complete medical protocol
used in this type of communications. This will allow us to reflect its behaviour in
our application and we will be able to ensure that the transmission of information is
correct. In addition, we will study the impact of explicitly considering probabilities
and time [4, 12, 14, 15].
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Experience-Oriented Knowledge
Management for Internet of Things

Haoxi Zhang, Cesar Sanin and Edward Szczerbicki

Abstract In this paper, we propose a novel approach for knowledge management
in Internet of Things. By utilizing Decisional DNA and deep learning technologies,
our approach enables Internet of Things of experiential knowledge discovery,
representation, reuse, and sharing among each other. Rather than using traditional
machine learning and knowledge discovery methods, this approach focuses on
capturing domain’s decisional events via Decisional DNA, and abstracting
knowledge through deep learning process based on captured events data. The
Decisional DNA is a flexible, domain-independent, and standard experiential
knowledge repository solution that allows knowledge to be represented, reused, and
easily shared. The main features, architecture, and an initial experiment of this
approach are introduced. The presented conceptual approach demonstrates how
knowledge can be discovered through its domain’s experiences, and stored and
shared as Decisional DNA.
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1 Introduction

Finding valuable information from data produced by Internet of Things (IoT), and
transforming the information into knowledge to make an intelligent world is the most
challenging part and the essential goal of the concept of IoT [1–3]. By utilizing
knowledge discovery technologies, such as data mining and machine learning,
intelligence and smartness can be added to IoT [4, 5]. This paper describes the
continuation of the development of the Experience-Oriented Smart Things (EOST)
introduced in our previous work [6]. This research extension explores the possibil-
ities and the practical implementations for using Decisional DNA and deep learning
[7] technologies to acquire, represent, reuse, and share knowledge among IoT.

This paper is organized as follows: section two describes an academic back-
ground on basic concepts related to our work; section three presents the features,
architecture and experiments for the experience-oriented knowledge management
approach. Finally, in section four, concluding remarks are drawn.

2 Background

2.1 Knowledge Management

Knowledge Management (KM) is a term and a concept that arose approximately
twenty years ago. Davenport [8] created the still widely cited definition at KM’s
early stage: “Knowledge management is the process of capturing, distributing, and
effectively using knowledge”. A few years later, another most frequently quoted
definitions of KM was built by the Gartner Group [9] as “Knowledge management
is a discipline that promotes an integrated approach to identifying, capturing,
evaluating, retrieving, and sharing all of an enterprise’s information assets. These
assets may include databases, documents, policies, procedures, and previously un-
captured expertise and experience in individual workers”.

Both definitions share a very similar idea, which is that KM is a systematic effort
of capturing, storing, distributing, and reusing information of an organization to
make it available, actionable, and valuable to others. The discipline of KM is about
building up and administrating the processes to deliver the right information to the
right people at the right time, and help people act on information and share such
information in order to improve the performance of organizations [10]. And the
access to information should be considered more than just documents and data-
bases, but also the experiences of individuals and teams through their day-to-day
work, collaboration and communication.

From these views it is obvious that KM would involve many different organi-
zational processes, and KM can be in various forms. A survey offered by Liao [11]
says that there are generally seven categories of KM technologies and applications
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developed until 2002. In another study [12], after analyzed 30 published articles
between 2003 and 2010 from high quality journals, nine core theories are found in
KM area. These KM technologies, applications, and theories enable enterprises to
manage their knowledge in different perspectives. However, there are limitations
from these technologies: Most of them are designed for one specific kind of pro-
duct, as well as not standard knowledge presentation; most of systems lack of the
capability on information sharing and exchange; also, most of these systems only
focused on supporting a particular stage of a product lifecycle [13]. Moreover, as
the advances on IT and cyber technique, the working and living environment have
been changed by innovations. For instance, tablets and smart-phones are changing
the way of how we live, study, and work. People now are switching from desktops
to these small computers. These small devices are researching into every corner of
our lives—even restaurants start to get rid of menus and use tablets to order dishes).
And traditional KM technologies are not designed to this situation. Specifically,
Expert Systems are too slow for such devices [14].

Therefore, it is very urgent and necessary to have some new tools coping with
these issues in order to establish a knowledge-rich environment that makes seam-
less knowledge connection among individuals, organizational processes, and
enterprises possible.

2.2 Experience and the Experience-Oriented Smart Things

Experience, as a general concept, comprises previous knowledge or skill one
obtained through daily life [15]. Usually experience is understood as a type of
knowledge that one has gained from rather than books but from practice [16]. In
this way, experience or experiential knowledge can be regarded as a specialization
of knowledge carrying information of the tasks handled with the results of different
handling strategies in the past.

From a knowledge management perspective, knowledge is useful only if it is
accessible to all users, and can be used to solve problems and make decisions [17].
Additionally, the active KM is required to cover all organizational processes. The
wide use of IoT has thus turned IoT to a physical basic for most of the
knowledge-related activities, because IoT are largely used in organizational pro-
cesses. By learning from practical processes such as problem solving and
decision-making, experiential knowledge can be obtained. Subsequently, through
proper reusing of knowledge, related IoT can help or complete these processes more
efficiently or even automatically. Hence IoT can be built smart. Most importantly,
the acquiring of knowledge is the creating of asset for such smart IoT’s domain;
which allows the domain/organization to know about itself from a systematic view,
and keep its asset (i.e. the knowledge) once employees retired or machines replaced
by new ones.
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Therefore, the Experience-Oriented Smart Things (EOST) was proposed in order
to allow experiential knowledge discovery, storage, involving, and sharing for IoT.
It utilizes the Decisional DNA [18] as its knowledge representation method. More
detailed information about EOST can be found in our previous publication [6].

3 The Experience-Oriented Knowledge Management

The Experience-oriented knowledge management framework, named Latte, is the
core component of EOST. It is designed for knowledge discovery, representation,
reuse, and sharing in smart things [6]. This section presents the main features,
architecture, and the initial experiment of Latte.

3.1 Main Features

The Latte is designed and proposed to allow experiential knowledge discovery,
presentation, and sharing among EOST (i.e. smart IoT). The Latte shall be able to
handle different scenarios; in our case, we link each experience with a certain sce-
nario describing the circumstance under which the decision was made, plus the
outcome of the decision. Moreover, it shall be compatible with a range of different
things, so that acquired knowledge can be shared and re-used in other things. In
order to achieve these goals, the three key features of Latte are: Experience-oriented,
deep learning based, and compatible.

(a) Experience-oriented: experience, as one kind of knowledge learned from
practice, is the ideal source for improving performance of processes, in which
a lot of practical activities involve. By reusing experiential knowledge, deci-
sion makers can make decisions faster, and more efficiently base their current
decisions on experiences obtained from previous similar situations. Therefore,
capturing the experience instead of all data produced by IoT is more preferred
way for EOST to deal with the big data issue [3]. Like the man learns from
experience, the Latte captures experience from data of things first, and then it
abstracts knowledge from such captured experience.

(b) Deep learning based: the main mission of Latte is to abstract knowledge from
data. However, early AI systems are based on expert knowledge, which is not
universal [12, 19]. Deep learning algorithm can be universally applied to all
learning [20, 7]; hence deep learning technology comes into play in Latte.

(c) Compatible: as the goal, the EOST is designed to be an open platform for all
things. In other words, the Latte is expected to work in different domains, and
deal with data from various IoT. Since most IoT are customized, the hardware
and software for each of them could be distinctly different; thus, compatibility
is essential for the Latte.
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3.2 System Architecture

The Latte mainly consists of Prognoser, Knowledge Repository, and Deep Learning
Engine (see Fig. 1).

The Prognoser is the control central of the Latte. It is in charge of experience
capturing, knowledge abstraction, knowledge creating, knowledge retrieval, and
knowledge reusing. For experience capturing, the Prognoser catches the scenario
information when a decisional event is occurred, and send it to Knowledge
Repository for store. Once it captures enough experience, the Prognoser abstracts
knowledge based on captured experience by utilizing the Deep Learning Engine.
Finally, it creates the knowledge and sends the knowledge to Knowledge
Repository for store. While for supporting decision-making, it retrievals and reuses
the knowledge. There are basically three situations for that matter:

(a) The Prognoser gets the same scenario in the knowledge repository, and then it
will reuse the decision made previously on its current circumstance;

(b) The Prognoser does not get the same scenario, but it gets some similar ones.
For this situation, the Prognoser will perform some analyzes and then come
out with a solution to the current circumstance, apply it and save it as an
experience into the knowledge repository;

(c) c) The Prognoser does not get neither the same nor similar scenario from the
knowledge repository, then it will ask other similar systems for help if a
connection is available, otherwise, it will return a default result.

The Deep Learning Engine runs deep learning algorithms, abstracts knowledge
from experience, and reuses abstracted knowledge. Deep learning allows compu-
tational models that are composed of multiple processing layers to learn repre-
sentations of data with multiple levels of abstraction [7], and it can automatically
discover the representations of input data for detection or classification [20]. By

Fig. 1 System architecture of
the Latte
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using deep learning, the knowledge can be abstracted from sets of experience, and
stored as Decisional DNA. For knowledge reuse, the Deep Learning Engine loads
the Decisional DNA, re-construct the deep learning network, and gives predictions
according to learnt knowledge.

The Knowledge Repository is where the Latte’s most valuable sources, expe-
rience and knowledge, stored and managed. In the Latte, a single decision event is
captured and represented as an experience, stored as one Set of Experience
(SOE) [18], and a set of SOE is organized as the Decisional DNA carrying the
decisional fingerprint of the EOST. The Knowledge Repository provides func-
tionality of query, store, insertion, editing and deletion of experience and
knowledge.

3.3 Initial Experiments

In order to exam our conceptual knowledge management framework, we tested the
Latte in classification tasks based on some third-party data that comes with the book
‘Machine Learning in Action’ [21].

In the initial experiments, the data are collected from dating activities [21], and
stored as sets of experience of each dating. Basically, there are three types of date:
bad, OK, and good; which is based on the date mate’s personal data in: (1) number
of frequent flyer miles earned per year, (2) percentage of time spent playing video
games, and (3) liters of ice cream consumed per week.

First, we constructed a five-layer network with thirty hidden neurons in the
Latte; and then we train the network by using the training data; finally, we stored
the acquired knowledge as Decisional DNA, and reuse it to classify date types in
testing. We compared the performance of the Latte with the kNN algorithm pro-
vided in the book: the results show that both computation performance (see Fig. 2)
and prediction accuracy of the Latte (see Fig. 3) are better than kNN.

As we can see from the initial experiments, the Latte is faster than kNN at any
stage, most importantly, the kNN’s computation time increases notably when
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evaluation dataset becomes bigger. Moreover, the classification accuracy of the
Latte is more stable and better than that of kNN. For the Latte, the classification
accuracies are all higher than 0.965 in five different datasets, which is even higher
than the best case of kNN (0.950), and the best case of the Latte is 0.975. The
experiment results show that the combination of Decisional DNA and deep learning
is very promising for knowledge management in IoT.

4 Conclusions and Future Work

In this paper, we introduced the Latte, a conceptual knowledge management plat-
form for Internet of Things. By utilizing Decisional DNA and deep learning
technologies, the Latte enables Internet of Things of experiential knowledge dis-
covery, representation, reuse, and sharing among each other. Rather than using
traditional machine learning and knowledge discovery methods, this approach
focuses on capturing domain’s decisional events via Decisional DNA, and
abstracting knowledge through deep learning process based on captured events
data. An initial experiment was made at the end of this paper, and the experiment
results show that the Latte is very promising for knowledge discovery, represen-
tation, reuse, and sharing in EOST, and providing the smartness services for IoT.

Giving sense to IoT is a very challenging job, and our conceptual research is just
at its first stage. There are many further work remaining to be done, some of them
are:

• Further development of the Deep Learning Engine.
• Refinement of the Decisional DNA for working with deep learning.
• Further design and development of the Knowledge Repository.

Acknowledgement The authors would like to thank the editors and anonymous reviewer for their
valuable comments and suggestions on this paper. This work was supported as part of the Project
KYTZ201422 by the Scientific Research Foundation of CUIT.
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Solutions of Creating Large Data
Resources in Natural Language Processing

Huỳnh Công Pháp

Abstract Data resources in natural language processing (NLP) are mainly two
kinds in terms of dictionaries and corpora. Their quality plays a crucial role in the
quality and performance improvement of NLP tasks and systems. Indeed, the
quality of NLP systems such as machine translation (MT) systems, search engines,
text analyzing systems, etc., depends very much on the quality of data resources
serving them Boitet (Revue française de linguistique appliquée XII:25–38, 2007
[1]). A data resource in NLP is evaluated good quality if it contains not only good
data quality, but also various domains and numerous language pairs. Therefore,
apart from the data quality factor, other factors regarding volume, covered domains
and number of language pairs are also very important for the data resources in
NLP. In this paper, we focus on proposing solutions to unify existing data resources
in NLP for creating larger ones with a common structure and format, containing
various domains and numerous language pairs. The results of the experiments are
encouraging as we’ve created a very large corpus unified from many given corpora.

Keywords Natural language processing � Corpus � Dictionary � Unifying data
resources � Large NLP data resources

1 Introduction

NLP has been emerging as all tasks and tools in this domain aims to support the
need of human–human and human–machine communication. Hence, there are
currently numerous NLP systems such as search engines, MT systems, dictionaries,
textanalyzing systems, etc., that have been developed very fast in terms of amount
as well as supported languages.

Nevertheless, the quality of the NLP tasks and systems, especially those used for
under resourced languages such as Vietnamese, ethnic minority languages, is still
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fairly low from the practical perspective. One of the factors strongly impacting the
quality of NLP tasks and systems is the quality of data resources serving them. This
can be proved by an example of quality of MT systems: several MT evaluation
campaigns, such as CSTAR, NESPOLE, IWSLT [2], which have been organized
on a large-scale using various subjective and objective evaluation methods, showed
that the quality of MT on common language pairs is only good for domains with
good quality corpus and very bad for domains with poor quality corpus.

Therefore, in addition to solutions of improving quality of NLP data resources
such as post-editing, enriching, etc., solutions of creating large volume of NLP data
resources are also very important and crucial to enhance the quality of NLP sys-
tems. Indeed, despite existing data resources being quite large, like corpora:
EuroParl, BTEC, ANC, ICE [3–6]; or dictionaries: Deutsches Wörterbuch, Oxford
English, Gregg Cox [7], their number of languages and covered domains are still
modest for the practical application needs.

Hence, the problem to be solved in this paper is how to create NLP data
resources with very large volume, various covered domains and numerous language
pairs to be used for enhancing quality of NLP systems. Our proposed solution in
this paper is to unify existing NLP data resources to acquire a larger one with a
common structure and format, containing various domains and languages (Fig. 1).

The existing NLP data resources we take into account in this paper are NLP
corpora and dictionaries. Unifying NLP data resources is thus to try to merge
different NLP corpora or dictionaries into a larger and uniformed one.

2 Related Works

There are a number of previous researches relating to create NLP data resources,
most of them focused on proposing solutions to automatically acquire corpora or
lexical dictionaries from multilingual resources. Among them, we can mention the
following common approaches:

• Building parallel corpora from multiple websites or aligned documents: many
previous work proposed methods and algorithms for automatically extracting
aligned sentences from multilingual websites or aligned documents to create
parallel corpora [3, 8–12].

• Extending parallel corpora by calling MT systems: some researches proposed
solutions of creating parallel corpora by calling MT systems to translate source

Unifying

Fig. 1 Unification illustration
of NLP data resources
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sentences of existing corpora into respective ones in other languages, then
post-editing the translated sentences [2].

• Building lexical dictionaries from parallel corpora or websites: many researches
worked on creating lexical dictionaries by using approaches based on word
alignment on parallel corpora or multilingual websites [1, 13].

These approaches have allowed creating quite large corpora and dictionaries as
mentioned in earlier section such as corpora: BNC, EuroParl, BTEC, ANC, ICE;
dictionaries: Deutsches Wörterbuch, Oxford English, Gregg Cox. However, as we
also mentioned above, these NLP data resources are still limited regarding their
size, covered domains and languages for the practical needs. Furthermore, they
were divergently constructed by various individuals or organizations, and they are
located in dispersed places so that it’s very inefficient and inconvenient to exploit,
use and share them. So, the NLP data resources will become more useful and
valuable if they are being unified into a larger one with a common structure and
format.

Concerning unification of data resources, there are several researches and tools
enabling a merge of a database into another or to convert some data format to
another [14, 15]. However, until now, there is almost no research about creating
large NLP data resources by unifying existing ones.

3 Solutions of Creating Large NLP Data Resources

As mentioned in previous section, if there are NLP data resources with large
enough volume and good enough quality, then we can create very good quality
NLP systems. Many previous researches as well as author’s works proposed
solutions for enhancing NLP data resources such as post-editing, enriching, get-
ting rid of ambiguities/noises [2, 11, 16, 17]. In this paper, we only focus on
proposing solutions to create large volume of NLP data resources. Before going
through our solutions in detail, we need to clarify the concept of unifying NLP
data resources. In [1, 2], showing that there are currently corpora and dictionaries
with various size, language pairs, covered domains, as well as formats and
structures. Unifying corpora or dictionaries is to merge them into a larger one with
a common format and structure, containing various covered domains and
numerous language pairs.

In order to address the problem of unifying NLP data resources, we propose
three solutions as follows: Unifying data of NLP data resources; unifying lan-
guages of NLP data resources; and unifying formats and structures of NLP data
resources.
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3.1 Unifying Data of NLP Data Resources

For two given NLP data resources (corpora or dictionaries) to be unified, there may
be three cases for their language pairs: two NLP data resources with the same
language pairs (ex. Vn-En, Vn-En); two NLP data resources with a middle language
(ex. Vn-En, En-Fr); and two NLP data resources with totally different language
pairs (ex. Vn-En, Fr-Ja).

In this section, we focus on the first case, and the other two cases will be tackled
in the following sections.

To visualize it we provide an example, assume that we have two parallel corpora
with the same language pair Vn-En. The first one contains 20,000 sentences and the
second one contains 5000 sentences. After unifying these two corpora we have a
larger one containing from 20,000 to 25,000 sentences. From this example, we can
conclude that while unifying two NLP data resources with the same language pairs,
we must take two cases of data into account, data similarity and data difference.
Namely, data similarity is that a data unit exists simultaneously in both of the two
NLP resources and vice versa data difference is that a data unit exists only in one
NLP resource. Therefore, unifying data of two NLP resources is the process of
comparing and matching data units between two source data resources to select
relevant data units for creating the unified one. In general, suppose that each corpus
or dictionary is a set of data units (sentences or words), the unified NLP data
resource is then the result of union calculation of source NLP data resources, as
presented by the following formula and illustrative figure.

Ru = ð1Þ

where, Ru is the destination resource created from unifying various source data
resources, Ri, with the same language pairs. The proposed algorithm of unifying
two NLP data resources is as follows:

Input: R1 = ( , ), R2 = ( , ) 
Output: Ru = R1 U R2 = (( , )
1: Ru max(R1, R2) 

2: for i : mi  ML1 do
3: for j : xj  XL1 do
4: if f(mi) = f(xj) then
5: Ru (mi, ni)

6:       end if
7:     end for
8: end for
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3.2 Unifying Languages of NLP Data Resources

In this section, we address the problems of unifying NLP data resources with
different language pairs, in which there are two cases to be addressed: two NLP data
resources with a middle language (ex. Vn-En, En-Fr); and two NLP data resources
with totally different language pairs (ex. Vn-En, Fr-Ja).

The solution to the addressed problem we call “Unifying languages of NLP data
resources”.

• Unifying NLP data resources with a middle language.

Before presenting in details our solutions for this problem, we take an example,
assuming that we have two corpora with a middle language: the first one (R1)
contains a language pair Vn-Fr; the second one (R2) contains a language pair
Vn-En.

After unifying these two corpora, we may have a corpus (Ru) with 3 language
pairs Vn-Fr, Vn-En, and En-Fr (Fig. 2).

Thus, unifying NLP data resources with a middle language is indeed the process
of matching data units in the middle language of two data resources to bridge the
alignment of data units in the two remaining languages. If we see each data resource
as a set of language pairs, then the unified data resource is resulted by the
Descartes’s calculation of sets of language pairs of the source data resources as
presented by the following formula and figure:

Ru = R1 X R2 ={(Li, Lj) | Li  R1,  Lj  R2}

L
1

L
2

L
1

L
3

L
1

L
2

L
1
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ð2Þ

Our proposed algorithm for unifying two NLP data resources with a middle
language is as follows:

Input:      R1 = ( , ), R2 = ( , )
Output:   Ru = R1 x R2 = { ( , ), ( , ), ( , ) }
1: Ru  R1

2: Ru  R2

3: for i : xi  XL1 do
4:    for j : mj  ML1 do
5:        if f(xi) = f(mj) then
6:           Ru (yi, nj) // yi  YL2, nj  NL3  
7:       end if
8:     end for
9: end for

Vn – En Vn – Fr Vn – Fr Vn – En En – Fr
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Fig. 2 Illustration of unifying languages of two NLP data resources
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• Unifying NLP Data Resources with Totally Different Language Pairs.

Compared to the problems of unifying NLP data resources with the same
language pairs or with a middle language, the problem of unifying NLP data
resources with totally different language pairs is much more complex and
challenging.

Suppose that there are two corpora with totally different language pairs: the first
one (R1) contains a language pair Vn-Fr, the second one (R2) contains a language
pair En-Ja. After unifying them, we may have a corpus (Ru) with 6 language pairs:
Vn-Fr, En-Ja, En-Vn, Vn-Ja, En-Fr, Fr-Ja. From this example, we can state that if
we see each data resource as a set of language pairs, then the unified data resource is
also resulted by the Descartes’s calculation of sets of language pairs of the source
data resources as presented by the following formula and figure:

Ru = R1 X R2 ={(Li, Lj) | Li  R1,  Lj  R2}  
L

1

L
2

L
3

L
4

L
1

L
2

L
3

L
4

ð3Þ

Thus, in order to unify two NLP data resources with totally different language
pairs, first we select two any languages from two data resources to align, then from
this alignment we align the remaining language pairs. As the figure example above,
we first align data in language L1 and L3 and then we align data between language
pairs L1-L4, L2-L3, L2-L4. Therefore, unifying NLP data resources with totally
different language pairs is indeed the problem of aligning data units in two lan-
guages of two data resources which can be presented by the following formula:

Ru ¼ f x; yð Þ j x 2 R1L1 ^ y 2 R2L2 ^ f xð Þ � f yð Þg ð4Þ

where, x is a data unit in language L1 of NLP data resource R1L1, y is a data unit in
language L2 of NLP data resource R2L2 and f is a function calculating the similarity
between x and y.

Our proposed algorithm for unifying two NLP data resources with totally dif-
ferent language pairs is as follows:

Input:      R1 = ( , ), R2 = ( , )
Output:   Ru = R1 x R2 = {(Li, Lj) | Li  R1,  Lj  R2}  
1: Ru  R1

2: Ru  R2

3: for i : xi  XL1 do
4:    for j : mj  ML3 do
5:        if f(xi) = f(mj) then
6:            Ru (xi, mj)
7:            Ru (yi, mj) // yi  YL2  
8:            Ru (xi, nj) // nj  NL4

9:            Ru (yi, nj) // yi  YL2, nj  NL4  
10:      end if
11:    end for
12: end for
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3.3 Unifying Formats and Structures of NLP Data
Resources

One of the big problems to be solved with NLP data resources unification is to unify
their formats and structures. Indeed, NLP data resources have been divergently
created by various individuals and organizations, their formats and structures are
hence very different and heterogeneous. Therefore, unifying formats and structures
of NLP data resources is to transform existing NLP data resources into a larger one
with a common structure and format.

Hence, in order to solve this problem, the solution we propose is to create a
common format and structure that is able to represent as many NLP data resources as
possible. From the common format and structure, we then build tools converting
existing NLP data resources into a unified one with the common structure and format.

4 Experiment Results

In order to implement and experiment the solutions proposed in the previous sec-
tions, in the first phase we focus on unifying MT corpora to create a larger one with
a common structure and format, various covered domains and numerous languages
so as to improve the quality of NLP systems. The input corpora used for our
experiments are EuroParl, BTEC, OPUS, JRC-AQUIS, ERIM, EOLSS, and
DATIC. The first task we had to do is to analyze the given corpora and build a

<! ELEMENT corpus(header, body) >

<! ELEMENT header (name, date, domain,

authors, project, Nlang, lang, 

* othermeta *)>

<! ELEMENT name (# PCDATA)>

<! ELEMENT date (# PCDATA)>

<! ELEMENT domain (# PCDATA)>

<! ELEMENT authors (# PCDATA)>

<! ELEMENT project (# PCDATA)>

<! ELEMENT Nlang (# PCDATA)>

<! ATTLIST lang CDATA>

<! ELEMENT lang (# PCDATA)>

<! ATTLIST Othermeta CDATA>

<! MEMBER othermeta (# PCDATA)>

<! ELEMENT Othermeta (# PCDATA)>

<! ELEMENT body (doc *) # REQUIRED>

<! ATTLIST doc CDATA>

<! ATTLIST doc id CDATA>

<! ATTLIST doc Nsegmments CDATA>

<! ATTLIST name CDATA doc>

<! ELEMENT doc (section *)>

<! ATTLIST article type CDATA>

<! ELEMENT section (segment *)>

<! ELEMENT section (segment *)>

<! ATTLIST segment id CDATA>

<! ATTLIST segment CDATA>

<! ELEMENT segment (case *)>

<! ATTLIST occurrence CDATA>

<! ATTLIST occurrence lang CDATA>

<! ATTLIST occurrence version CDATA>

<! ATTLIST occurrence producer CDATA>

<! ATTLIST occurrence level CDATA> 

<! ATTLIST occurrence rating CDATA> 

<! ATTLIST occurrence date CDATA> 

<! ELEMENT occurrence (#PCDATA)>

Fig. 3 Common format for the unified corpus
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common structure and format of unified corpus. This common structure and format
must be able to enable the conversion of existing corpora into the unified corpus
without losing data. We have used XML format to define the common format for
the unified corpus as follows (Fig. 3).

The proposed common format of unified corpus consists of two parts: header
containing information about corpus, languages, created date, … ; and body con-
taining content of documents: <doc>, <dialogue>,…Each document containing the
corpus hierarchical structure: chapters, pages, sections…and description of seg-
ments (<seg>, <TP>, <segment>, …), in which, the description of segments con-
tains information: source, translation, context, sound attached, graph,…

From the proposed format of unified corpus, we developed a converting tool and
integrated it into the import function of the system of exploiting corpora we’ve
constructed as Fig. 4. This tool analyses and converts input corpora into the unified
corpus.

Concerning solutions of unifying corpora with the same language pairs, we
implemented the algorithms Edit distance, BLEU and NIST for matching and
calculating the similarity between two sentences in two corpora. The Edit distance
algorithm calculates the difference in character and word levels between two sen-
tences from two corpora, whereas BLEU and NIST calculate the difference based
on n-gram precision of various lengths. Based on calculating values, the program is
able to unify data of the input corpora to create the unified corpus (Fig. 5).

Fig. 4 Corpus converter integrated into the import function of corpus exploiting system

Fig. 5 Calculated results of Edit distance, BLEU and NIST between sentences in two corpora
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However, the drawback of these algorithms is that they can only compare the
similarity between two sentences at character andword levels.Whereas, two sentences
from two corpora might be not similar in terms of characters but they have the similar
meaning. Therefore, we’re taking into account matching data units in the same lan-
guage of two corpora also in terms of semantic aspect. However, this problem is very
challenging, because to do this we must first annotate every concept of the corpora.

In relation to the solutions of unifying corpora with different language pairs, we
also apply the algorithms Edit distance, BLEU and NIST to identify alignments of
data units in the middle language of two corpora, and then align data units in the
remaining languages. In case two corpora have totally different language pairs, we
can apply existing alignment algorithms and tools such as GIZA+, GMA, A.Berger,
Vanilla, Uplug, and Hunalign [6] with the corresponding language pairs. However,
the experiment results of this solution are still modest, we hence try to improve the
efficiency of this solution in next time.

The gained result of unifying the input corpora EuroParl, BTEC, ERIM, EOLSS,
and DATIC is a very large corpus with 26 languages showed as Fig. 6.

Another problem, which is also very challenging and urgent, is how to enable
large data resources to be convenient to use, exploit and share. A data resource will
have a double value if it’s always available and convenient to be used by NLP
systems. Thus, apart from proposing solutions to unify NLP data resources, we
have been building a system enabling the effective and convenient exploitation of
NLP data resources. This system not only manages the unified NLP data resources,
but also enables to integrate functions for exploiting data resources such as
post-editing, evaluating, translating, segmenting, aligning, etc.

5 Conclusion

The quality of NLP systems, such as MT systems, search engines, evaluating
systems, etc., highly depends on the data resources serving them in two aspects:
quality and quantity. In addition to solutions for improving the quality of NLP data

Fig. 6 The result corpus achieved from unifying existing corpora
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resources, solutions for creating large quantity of NLP data resources are very
important to contribute to the quality and performance improvements of NLP
systems. In this paper, we proposed solutions for creating large NLP data resources
by unifying existing NLP data resources from three aspects: data, languages, and
formats and structures. The solutions we proposed can be applied for two main
kinds of NLP data resources, including in dictionaries and corpora. However, in the
first phase of our experiments we’ve implemented the solutions for unifying MT
corpora. The result achieved from the unification process of the input corpora
EuroParl, BTEC, ERIM, EOLSS, DATIC is a very large corpus with a common
structure and format, containing various domains and 26 languages, which is very
convenient and useful for NLP systems to exploit and use. Based on the proposed
solutions, we will continue to unify other existing corpora and dictionaries with the
goal to create a very large corpus and dictionary with numerous of language pairs.
Eventually, the unified NLP data resources are centrally located and effectively
exploited by various NLP systems and functions such as post-editing, evaluating,
translating, segmenting, aligning, etc.
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Conference Calls’ News Analysis
and Stock Price Volatility

Jia-Lang Seng, Yi-Hui Wu and Hsiao-Fang Yang

Abstract This paper focuses on the relationship between news content of con-
ference calls and stock price volatility for TWSE corporations and GTSM corpo-
rations. Our sample contains companies including listed in a Taiwan Stock
Exchange companies and listed in Over-the-Counter companies that holding their
conference calls on March during five-year period 2010–2014. We build rules of
scoring to read the news of conference calls and use dictionary to objectively count
the positive words and negative words in the news. This study’s hypothesis is that
(1) the less of the SCORE and TONE the more stock price volatility will produce;
(2) the more QUANTITY of news, the more stock price volatility will produce. We
use ordinary least squares regression to test our hypothesis. The empirical results
show that there is a significantly negative relation between SCORE of news content
and stock price volatility and there is a negative relation between TONE of news
and stock price volatility. In addition, there is a significantly positive relation
between QUANTITY of news and stock price volatility.

Keywords Conference call � Stock volatility � Content analysis � News

1 Introduction

The conference calls are a useful tool that business can use to convey their infor-
mation to update the newest information to the professional analysts. The Taiwan
Stock Exchange Corporation (TWSE) and the Gre Tai Securities Market (GTSM)
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are usually holding company’s conference calls every season or half a year. In short
conference calls is indeed a good opportunity for companies to enhance the nota-
bility and pass on their complete information to professional analysts and media
which make them make investment choice, so the conference calls is a very
important activities between every company and their investors.

Ball and Brown [3] find evidence that stock prices continue to drift upward
(downward) after initial positive (negative) earnings announcements, rendering the
initial stock price reaction to the earnings news incomplete and raising questions of
market efficiency. Recent studies such as [5, 10, 13, 19, 21, 22] indicate that
language used in firms’ earnings disclosures or in news media reports significantly
affects stock returns. All studies find that the statistical significance for the linguistic
tone of disclosure documents. Consequently, suggests that conference calls may
provide a better setting in which to explore the relation between linguistic content
and firm performance.

We focus on the how the financial news report conference calls and use our
content analysis techniques to extract information from our data and analyze its
relationship between stock market volatility and conference calls. This research
develops a customized word list of financially oriented words based on an analysis
of commonly used words in conference calls. The results show that conference
calls’ content conveys information to market participants and affect stock price
volatility.

The remainder of this paper is organized as follows. Section 2 presents relevant
literatures. Research method is described in Sect. 3. In Sect. 4, the study presents
the empirical results and findings. Finally, conclusion is provided in Sect. 5.

2 Conference Calls, Content Analysis, and Stock Price
Volatility

Conference calls are often used to supplement mandated disclosures, in particular,
quarterly earnings releases. Franke et al. [9] find that conference calls provide
information to the market beyond that which is found in the press release alone.
Kimbrough [12] contends that conference calls are a voluntary disclosure mechanism
of increasing importance that provide corporate managers with a forum in which they
can emphasize specific aspects of recent performance and highlight their implications
for future financial performance. Price et al. [18] find that the earnings-specific
dictionary is much more powerful in detecting relevant conference call tone; con-
ference call discussion tone has highly significant explanatory power for initial
reaction window abnormal returns as well as the post-earnings-announcement drift.

Content analysis1 is a wide and heterogeneous set of manual or computer-assisted
techniques for contextualized interpretations of documents produced by

1https://en.wikipedia.org/wiki/Content_analysis.
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communication processes in the strict sense of that phrase or signification processes,
having as ultimate goal the production of valid and trustworthy inferences. Tetlock
[21] examines investor sentiment by measuring the pessimism index from the GI
dictionary. Tetlock [22] find that negative words in firm-specific news stories predict
low firm earnings. Henry [10] use computer-based analytical tools to measure the
frequency of positive and negative words found in earnings press releases. Mayew
and Venkatachalam [15] incorporate the linguistic content of conference calls as a
control in their analysis. Liu [14] aims to classify an opinion document as expressing
a positive or negative opinion or sentiment. Past studies is also commonly known as
the document-level sentiment classification because it considers the whole document
as a basic information unit. The application of content analysis, in general, for
example, [5, 7, 10, 19] extract the tone of the wording of quarterly earnings press
releases and relate it to things such as stock returns, volatility, and firm performance.
All of these textual analysis studies find statistical significance for the linguistic tone
of disclosure documents, suggesting that relevant information is conveyed by
managers in their word choices.

In finance, volatility2 is the degree of variation of a trading price series over time.
Schwert [20] has computed sample standard deviations as volatility from intra-daily
returns. Frankel et al. [9] empirically examine conference calls as a voluntary
disclosure medium by analyzing stock volatility and trading volume levels.
Antweiler and Frank [2] find evidence of a relationship between message activity
and both trading volume and return volatility. Johnson and Marietta-Westberg [11]
document a positive relationship between firm level news and firm level volatility
contrary to the negative relationship between idiosyncratic news and firm volatility
predicted by current theories. Sadique and Veeraraghavan [19] find that positive
tone is directly related to returns, and negatively related to volatility. Similarly,
[2010] find evidence that voluntary disclosure following the introduction of the
Regulation Fair Disclosure.

3 Research Method

In this paper, we propose a research flowchart shown in Fig. 1.

3.1 Hypothesis Development

The research question of whether the score and tone of the conference calls news
content affect stock-price volatility. Abarbanell and Bernard [1] state that the lit-
erature on both under reaction and overreaction provides evidence suggesting that

2https://en.wikipedia.org/wiki/Volatility_(finance).
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stock price behavior around earnings announcements may be caused by the failure
of market participants to fully appreciate the information content of current earn-
ings. The investor’s expectations about future cash flows become more sensitive to
new information, which causes greater stock price volatility [23]. This implies that
we need to further our understanding of contemporaneous stock price reactions to
the information content associated with earnings announcements. Firm issued
conference calls and their news coverage give investors some idea about the
company’s past performance and future prospects. Accordingly, it is logical to
expect that a report’s SCORE and TONE affects volatility. Since positive (negative)
tone reduces (increases) uncertainty about a firm’s future performance, volatility is
expected to fall for reports with positive tone and to rise for reports with negative
tone. The quantity of news is deemed as whether the market have a lively dis-
cussion, so the QUANTITY of news are expected that the more quantity of con-
ference calls news reported, the more stock price volatility will produce. Past
research and above discussion leads to our two hypotheses: Hypothesis 1. The score
and tone of conference calls news affects stock price volatility. Hypothesis 2. The
quantity of news has impact on stock price volatility.

3.2 Data Collection

This paper observed that most enterprise uploaded their financial statements on
March. Then, our sample contains companies including listed in TWSE and listed
in Over-the-counter companies that holding their conference calls on March during
2010–2014. After our collection, this paper find many related news missed, so this
paper extends our event window to 5 trading days (t − 1 to t + 3). It uses a time
horizon [4, 17] beginning the day prior to the event day (for the company’s con-
ference calls) because that date can reflect the date of print media based on a press
release issued on the previous day. We collect the news talking about firm’s con-
ference calls from news database.3 In this paper, we got 435 conference calls news.
We eliminate banking and insurance business, not in event windows’ company,
foreign Company, repeated company, not holding conference calls’ company, and

Fig. 1 Research flowchart

3Knowledge Management Winner, http://kmw.chinatimes.com/.
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missing value and get our final sample 198 companies. Most our sample companies
are high-tech industry.

3.3 Research Design

Pastor and Veronesi [16] provide evidence of an inverse link between ROE (Return
on Shareholders’ Equity) and volatility. This paper also uses control variables as
indicative of the size, value and level of indebtedness. The variables for size and
value are included because they are factors that significantly affect the expected
returns of stock prices in financial markets (see [8]). The size is measured by the
number of OSHARE. The coefficient of the variable is expected to be negative [6].
The value is measured by the BtoM, and the Firm’s indebtedness is determined by
the LEV. This study uses Ordinary Least Squares (OLS) regression to test the
relation between the news content of conference calls and stock price volatility. The
regression model as follow:

STDEV ¼ b0 þ b1QUANTITYþ b2SCOREþ b3TONE

þ b4ROEþ b5LEV þ b6OSHARESþ b7BtoMþ e
ð1Þ

where STDEV is stock price volatility. The most commonly used measure of stock
return volatility is standard deviation [20]. The methodology used to test our
hypothesis follows the work of [11]. In this study, we use a daily average stock
volatility measure (STDEV) expressed as follows:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XT

1

ðRj�RjÞ2
vuut ð2Þ

where T is the number of trading days in our time window, Rj is the one-day
closing price and Rj is the one-day average stock price. The QUANTITY is the
quantity of news that are reported company’s conference call. The SCORE is score
of company’s conference calls, and its range from −10 to +10. Follow [14] concept,
we use numeric score expressing the strength/intensity scores. If the news make
mention of company’s stock price limit up, the company will get +8 to +10 scores;
if the news refer to the company’s net income is significantly increasing, the
company will get +4 to +7 scores; if the news refer to the company operating
achievements is not good as expectation, the company will get +1 to +3 scores; If
the news refer to a company’s operating performance is under expectation, their
operating income is negative, the company will get −1 to −3 scores; if the news
mention that a company’s revenue is significantly decreasing, the company will get
−4 to −7 scores; if the news make mention of company’s stock price limit down,
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the company will get −8 to –10 scores. The TONE is the affect or feeling of news
that refer to conference calls of a company. The formula of TONE is as following:

TONEj ¼ PositiveWordsj � NegativeWordsj
PostiveWordsj þNegativeWordsj

ð3Þ

The ROE is a company’s net income divided by its average stockholder’s equity,
the LEV is Leverage that is computed as net debt/total asset, the OSHARE
(Outstanding shares) is the tradable shares available on the market at the end of our
research year, and the BtoM (Book to Market) is the ratio between book value and
market capitalization.

4 Research Results and Findings

This study applies the descriptive statistics to analyze the data from sample com-
panies. The mean value of TONE is 0.667. The means of SCORE is 4.38, which
indicate that news are mostly report optimistic operating condition. The max of
SCORE is 9 and the min of SCORE is −4, indicating when company are in a good
operating condition, news will give enormous publicity to the company, but when
company are in a bad operating condition, news will report the company with
retention of the phrase. The means of QUANTITY is 1.8, indicating that when
company held conference calls, there are average of 2 news report the conference
calls. The standard deviation for OSHARE is quite high reflecting the different
operating structure and dimension of the companies in different industry. The LEV
is generally very low, with an average net debt/asset ratio close to zero. The
correlation is above 0.5 for ROE and BtoM.

The finding indicates that STDEV has a significantly negative association with
news that are quantified by the SCORE which are given by reading the news that
refer to company’s conference calls; this result is consistent with the hypothesis that
the score of conference calls news affects volatility; it is expected that positive score
will reduce volatility and negative score will increase volatility. It is an evidence
that conference calls’ news indeed influences the stock market in the time window.
However, the TONE is not significant but the negative coefficient is as this research
expected. The QUANTITY of news that reported company’s conference call is
significant that prove the stock market are indeed influenced not only by the news
content but also the frequency of the news reported. As expected, the LEV coef-
ficient is also positive, coherent with the hypothesis, higher leverage results in
higher financial risk and ultimately higher stock price volatility, but LEV is not
statistically significant. The BtoM enters the regression is in our expectation with a
negative coefficient, but it is not statistically significant. The negative coefficient of
OSHARE variable is significant as our expectation that a larger quantity of tradable
outstanding shares should be correlated to greater stability in stock prices. They are
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less likely to be influenced by volatility resulting from a scarce availability of shares
on the market. The coefficient of ROE is positive as this research expect, and it is
statistically significant.

5 Conclusion and Discussion

This study focus on the relationship between news content of conference calls and
stock price volatility. We empirically examine the content of conference calls’ news
and its relation to stock price volatility. The results show that conference calls’
content conveys information to market participants and affect stock price volatility.
In addition, SCORE has significant explanatory power for stock price volatility and
QUANTITY has significant explanatory power for stock price volatility. However,
the TONE does not have significance for stock price volatility. Conference calls’
news indeed have impact on investors and meaningfully impact capital allocation.
Although rules has been built up, and its empirical result is significant, the result
may be affected by the subjective judgment of readers. The specified dictionary
used to count positive words and negative words has limitation to express what the
words want to convey. Consequently, the quantity and the year of sample news can
be expanded and there may have additional insights this research can research.

Acknowledgement This research is supported by NSC 102-2627-E-004-001, MOST
103-2627-E-004-001, MOST 104-2627-E-004-001.
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Lexicon-Based Sentiment Analysis
of Facebook Comments in Vietnamese
Language
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Abstract Social media websites like Twitter, Facebook etc. are a major hub for
users to express their opinions online. Sentiment analysis which is also called
opinion mining, involves in building a system to collect and examine opinions
about the product made in blog posts, comments, or reviews. Sentiment analysis
can be useful in real life. In this paper, we propose a lexicon based method for
sentiment analysis with Facebook data for Vietnamese language by focus on two
core component in a sentiment system. That is to build Vietnamese emotional
dictionary (VED) including 5 sub-dictionaries: noun, verb, adjective, and adverb
and propose features which based-on the English emotional analysis method and
adaptive with traditional Vietnamese language and then support vector machine
classification method to be use to identify the emotional of the user’s message. The
experimental show that our system has very good performance.
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1 Introduction

Social media websites like Twitter, Facebook etc. are a major hub for users to
express their opinions online. On these social media sites, users post comments and
opinions on various topics. Hence these sites become rich sources of information to
mine for opinions and analyze user behavior and provide in-sights for user
behavior, product feedback, user intentions, lead generation. Businesses spend an
enormous amount of time and money to understand their customer opinions about
their products and services.

Sentiment analysis is a type of natural language processing for tracking the
mood of the public about a particular product or topic. Sentiment analysis, which is
also called opinion mining, involves in building a system to collect and examine
opinions about the product made in blog posts, comments, or reviews. Sentiment
analysis can be useful in several ways. For example, in marketing it helps in
judging the success of an ad campaign or new product launch, determine which
versions of a product or service are popular and even identify which demo graphics
like or dislike particular features. Thus Sentiment Analysis has become a hot
research area since 2002. Sentiment Analysis is used to determine sentiments,
emotions and attitudes of the user. The text used for analysis can range from big
document (e.g. Product reviews from Amazon, blogs) to small status message (e.g.
Tweets, Facebook comments).

Lexicon-based approaches to sentiment analysis differ from the more common
machine-learning based approaches in that the former rely solely on previously
generated lexical resources that store polarity information for lexical items, which
are then identified in the texts, assigned a polarity tag, and finally weighed, to come
up with an overall score for the text. Such sentiment analysis systems have been
proved to perform on par with supervised, statistical systems, with the added benefit
of not requiring a training set. In this paper, we implemented a system with
lexicon-based approaches for analysis of Facebook message in Vietnamese
language.

The rest of the paper is organized as follows. In Sect. 2, we present related work
on sentiment analysis and then present sentiment analysis for Vietnamese language
system in details in Sect. 3. In Sect. 4, we experiment with the training and evaluate
the final result obtained from the test data. In Sect. 5, we present our conclusions
and outline our future work.

2 Related Work

Sentiment Analysis on raw text is a well known problem. The Liu [1] book covers
the entire field of sentiment analysis. Sentiment analysis can be done using machine
learning, lexicon-based approach or combined.
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The machine learning approach applicable to sentiment analysis mostly belongs
to supervised classification in general and text classification techniques in particular
[2]. However, their obvious disadvantage in terms of functionality is their limited
applicability to subject domains other than the one they were designed for. In a
machine learning based classification, two sets of documents are required: training
and a test set. A training set is used by an automatic classifier to learn the differ-
entiating characteristics of documents, and a test set is used to validate the per-
formance of the automatic classifier. A number of machine learning techniques
have been adopted to classify the reviews. Machine learning techniques as Naive
Bayes, maximum entropy and support vector machines (SVM) [2]. Although
interesting research has been done aimed at extending domain applicability [3],
such efforts have shown limited success. An important variable for these approa-
ches is the amount of labeled text available for training the classifier, although they
perform well in terms of recall even with relatively small training sets [4]. On the
other hand, a growing number of initiatives in the area have explored the possi-
bilities of employing unsupervised lexicon-based approaches.

The semantic orientation approach to sentiment analysis is unsupervised learning
because it does not require prior training in order to mine the data. Instead, it
measures how far a word is inclined towards positive and negative. Much of the
research in unsupervised sentiment classification makes use of lexical resources [2].
The lexicon based approach is based on the assumption that the contextual senti-
ment orientation is the sum of the sentiment orientation of each word or phrase.
Turney [5] identifies sentiments based on the semantic orientation of reviews.
Taboada et al. [6], Melville et al. [7], Ding et al. [8] use lexicon based approach to
extract sentiments.

These rely on dictionaries where lexical items have been assigned either polarity
or a valence, which has been extracted either automatically from other dictionaries,
or, more uncommonly, manually. The works by Hatzivassiloglou and McKewon
[9] and Turney [5] are perhaps classical examples of such an approach. The most
salient work in this category is Taboada [6], whose dictionaries were created
manually and use an adaptation of Polanyi and Zaenen’s [10] concept of Contextual
Valence Shifters to produce a system for measuring the semantic orientation of
texts, which they call SOCAL(culator).

Combining both methods (machine learning and lexicon-based techniques) has
been explored by Kennedy and Inkpen [11], who also employed contextual valence
shifters, although they limited their study to one particular subject domain (the
traditional movie reviews), using a “traditional” sentiment lexicon (the General
Inquirer), which resulted in the “term-counting” (in their own words) approach. The
degree of success of knowledge based approaches varies depending on a number of
variables, of which the most relevant is no doubt the quality and coverage of the
lexical resources employed, since the actual algorithms employed to weigh positive
against negative segments are in fact quite simple.
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3 Sentiment Analysis for Vietnamese Language

Currently, the research of sentiment problem in Vietnamese language has some
results. In particular, in [12] the author show up the problem in building a sentiment
dictionary for less popular languages, such as Vietnamese, is difficult and time
consuming. An approach to mining public opinions from Vietnamese text using a
domain specific sentiment dictionary in order to improve the accuracy. The sentiment
dictionary is built incrementally using statistical methods for a specific domain such
as sentiment classification from hotel reviews [13], computer products reviews [14].

In another way, in [15, 16] authors have explored different methods of
improving the accuracy of sentiment classification. The sentiment orientation of a
document can be positive (+), negative (−), or neutral (0). Dictionary has many
verbs, adverbs, phrases and idioms. The author based on the combination of
Term-counting method and enhanced contextual valence shifters method has
improved the accuracy of sentiment classification. The combined method has
accuracy 68.9 % on the testing dataset, and 69.2 % on the training dataset. All of
these methods are implemented to classify the reviews based on our new dictionary
and the internet movie data set.

Comparing with previous researches related to our topic, our propose method
has different points, that are features which were selected adaptation in Vietnamese
language, build a Vietnamese emotional language with more words consistent with
the Vietnamese grammar based on spelling that people are using on social network.

Our proposed system has 3 components: data collection from the Facebook,
preprocessing and extracting features and the third component is analysis emotional
for comments from the data (Fig. 1).

In more details:

– Data collection: we collect all comments (sentences) from the Facebook via API
which provided to get automatic data in this component.

Fig. 1 Our proposed system
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– Preprocessing and extracting features: This is a component step for pre pro-
cessing data where we have a lots of processing for text including: Removing
stopword and foreign words, icon and then pos tagging for all of sentence from
the data which has been collected in the previous step and then extract features.

– Analysis emotional: Evaluating the sentence has emotion or non-emotion based
on features which were selected adaptation in Vietnamese language and
Vietnamese emotional dictionary, and then sentiment classification algorithm
has been processed to evaluate the emotion for sentence is in positive, negative
or normal status based on support vector machine (SVM) classification method.

3.1 Building Emotional Dictionary

The calculation of sentiment based on dictionary begins with two assumptions: that
individual words have what is referred to as prior polarity, that is, a semantic
orientation that is independent of context and that said semantic orientation can be
expressed as a numerical value. Several lexicon based approaches have adopted
these assumptions.

Adjectives

Much of researches in sentiment focused on adjectives or adjective phrases as
the primary source of subjective content in a document. In general, the semantic
orientation of an entire document is the combined effect of the adjectives or relevant
words found within, based upon a dictionary of word rankings (scores) [17].

Nouns, Verbs, and Adverbs

Although the sentences have comparable literal meanings, the plus-marked
nouns, verbs, and adverbs indicate the positive orientation of the speaker towards
the situation, whereas the minus-marked words have the opposite effect. It is the
combination of these words in each of the sentences that conveys the semantic
orientation for the entire sentence [17].

In order to make use of this additional information, we created separate noun,
verb and adverb dictionaries, hand-ranked using the same +5 to −5 scale as our
adjective dictionary.

We created Vietnamese emotional dictionary (VED) which contains 5
sub-dictionaries: noun, verb, adjective, and adverb dictionary. Our dictionary is
essentially based on the English SO-CAL (Dictionaries for the Semantic
Orientation CALculator) dictionary. We choose SO-CAL, because this dictionary is
the best in overall for a lots of topic in experiments as shown in Fig. 2 in which
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topic Epinion 1, 2 has 400 documents for each about book, car, computer, cooking,
hotel, music and phone. Movie has 1900 documents about films. Camera has 2400
documents about printers and cameras.

In addition, we added some words to our dictionary to make consistent with the
Vietnamese grammar and concise spelling that people are using on social network.
The number of words in each dictionary of noun, verb, adjective and adverb are
1546 words, 1108 words, 2357 words, 749 words respectively and each word is
paired with an integer which describes the corresponding emotional value from the
most negative (−5) to the most positive (+5). Notice that no word has SO emotional
value at zero value (0) (Tables 1, 2, 3, 4 and 5).

Fig. 2 List of emotional dictionaries
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Table 1 Some words from
dictionary of noun

Noun

Noun Emotional value

hoàn hảo
(perfection)

5

lộng lẫy
(luxury)

4

chiến thắng
(victory)

3

phước lành
(blessing)

2

độc lập
(liberty)

1

tội phạm
(crime)

−1

điểm yếu
(weakness)

−2

Table 2 Some words from
dictionary of verb

Verb

Verb Emotional value

tôn kính
(respect)

4

hoan hỉ
(delight)

4

thành công
(succeed)

3

sáng tạo
(create)

2

tăng
(increase)

1

vùi dập
(ruin)

−1

xấu hổ
(shame)

−2

Table 3 Some words from
dictionary of adjective

Adjective

Adjective Emotional value

tuyệt vời
(perfect)

5

cao cấp
(high-grade)

4

bổ ích
(helpful)

3

chặt chẽ
(close)

2

hợp lý
(agreed)

1

cũ
(old)

−1

đần độn
(silly)

−2
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The intensification dictionary has 185 special words in Vietnamese language and
each word also has a accompanied decimal to demonstrate the increase or decrease
of its emotional value.

Example: If emotional value for word “nhếch nhác” (messy) is (−3) then word
“khá nhếch nhác” (rather messy) has emotional value (−3) * (1 – 0.1) = (−2.7). On
the same, if emotional value for word “xuất sắc” (excellent) is (5) then word “xuất
sắc nhất” (the most excellent) has emotional value 5 * (1 + 1) = 10.

Table 4 Some words from
dictionary of adverb

Adverb

Adverb Emotional value

thú vị
(interestingly)

5

huy hoàng
(splendidly)

4

giỏi
(well)

3

Tươi
(freshly)

2

sạch
(clean)

1

kỳ quặc
(weirdly)

−1

thô
(crudely)

−2

Table 5 Some words from
intensification dictionary

Intensification Emotional
value

Ít
(Slenderly)

−1.5

chút ít
(Slightly)

−0.9

Hơi
(a little)

−0.5

Khá
(rather)

−0.2

chắc
(surely)

0.2

Siêu
(super)

0.4

hoàn toàn
(completely)

0.5
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3.2 Training

As we know, emotional is extremely complicated. Hence to build a manageable
data, we conducted collecting comments and opinions of the social network user
and labeled those each sentence in comment to analyze them. Each sentence has
subjective nature of every person. The first task is to classify which comment is
emotional or non-emotional (also known as subjectivity classification) and the
second task is to classify which comment is negative or positive (also known as
sentiment classification).

Our data source was chosen from 3 topics: education, movie and sport. Each
database contains from 250 to 350 comments of those topics, and then we created a
bigger synthetic database from 3 topics which includes 885 comments. In the next
step, we divide manually the synthetic database into 2 parts: subjective and
objective sentences. After that, the subjective sentences were classified manually
into 2 parts: negative and positive sentences (Tables 6 and 7).

4 Experimental Model and Result

4.1 Subjective Classification

This method uses 6 features to classify which sentence is emotional or
non-emotional:

– Feature 1st: The amount of word in the sentence. It partly displays what the
users want to express through the comments. If a lots of number of words are
appeared, the user is really interested in this topic.

Table 6 Result of subjective manual classification

Number Topic Training data

Subjective sentences Objective sentences

1 Education 173 99

2 Movie 194 95

3 Sport 248 76

4 All 615 270

Table 7 Result of sentiment
manual classification

Number Topic Training data

Positive sentences Negative sentences

1 Education 133 40

2 Movie 115 79

3 Sport 201 47

4 All 449 166
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– Features 2nd, 3rd, 4th and 5th: The total of emotional value of noun, adjective,
verb, adverb in the comments. The emotional value of a sentence depends on the
type of word which was compared with the VED dictionary.

– Feature 6th: The total of emotional value of a sentence is basically total of 4
attributes that is 2nd, 3rd, 4th, 5th.

– Moreover, the emotional value of a sentence also depend on the type of the
sentence. The emotional value of a sentence will be 0 point if this sentence is a
condition or a question sentence.

Algorithm

• Input: Sentence has been preprocessing, VED emotional dictionary.
• Output: Feature vectors
• Steps:

– Count number of words in sentence
– Find and calculate sum of emotional value of adjective in sentence. (2)
– Find and calculate sum of emotional value of adverb in sentence. (3)
– Find and calculate sum of emotional value of noun in sentence. (4)
– Find and calculate sum of emotional value of verb in sentence. (5)
– Sum of emotional value of sentence = sum of all values in 2, 3, 4, 5
– If sentence is question or conditional sentence return 0

Otherwise, return sum of emotional value of sentence.
– Return feature vector.

From the feature vector, we use SVM method to classify sentence into subjective
(emotional) or objective class (non-emotional).

4.2 Sentiment Classification

After the subjective classification has been processed, we continued to apply the
sentiment classification on these sentences. We proposed features which presented
in below was based-on the English emotional analysis method and the consistent
with traditional Vietnamese language.

– Firstly, emotional value of a sentence depends on the emotional value of each
emotional word or phrase. The most basic attributes inherited from subjective
analysis. The summary of emotional value of a sentence is total in value of all
features above.

– Secondly, emotional value of a sentence which depends on the emotional value
of the intensification will be calculated by: Emotional value = value of inten-
sification * value of emotional word
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The total of these values will be the new value of the emotion after review
intensification. In the absence of intensification in sentence, this value is the total
value of all kinds of emotional words in a sentence.

– Thirdly, emotional value of a sentence also depends on the negative words in the
sentence: “không” (no),“không có” (without), … will be calculated by:
Emotional value = (−1) * value of emotional word

– Fourthly, emotional value of a sentence which depends on the imperfect words:
“nên” (should), “phải” (must have), “có thể” (maybe), …. will be calculated by:
Emotional value = (0.5) * total value of all imperfect words in a sentence

– Fifthly, emotional value of a positive sentence: In fact, traditional vietnamese
culture, people avoid using negative words to express their opinions so that the
positive words are commonly used. Hence, the emotional value of a positive
word will be calculated by: Emotional value = (1 + 0.5) * value of positive word

– Lastly, emotional value of a sentence which has a contrasting-linked word likes:
“nhưng” (but), “tuy nhiên” (however), … will be calculated by total of the
emotional value of words that subtract the emotional value of the words before
the contrasting-linked word by: Emotional value = Emotional value − total of
emotional value of the words before the contrasting-linked word

Algorithm

• Input: Sentence has been preprocessing and VED emotional dictionary.
• Output: Feature vectors
• Steps:

For each sentence from the data do:

– Find and calculate sum of emotional value of adjective in sentence. (2)
– Find and calculate sum of emotional value of adverb in sentence. (3)
– Find and calculate sum of emotional value of noun in sentence. (4)
– Find and calculate sum of emotional value of verb in sentence. (5)
– Sum of emotional value of sentence = sum of all values in 2, 3, 4, 5
– Find intensification words in the sentence and update the value of emotional:

Emotional value = value of intensification * value of emotional word
– Find negative words in the sentence and update the value of emotional:

Emotional value = (−1) * value of negative word
– Find imperfect words in the sentence and update the value of emotional:

Emotional value = (0.5) * total value of all imperfect words in a sentence
– Find positive words in the sentence and update the value of emotional:

Emotional value = (1 + 0.5) * value of positive word
– Find linked word in the sentence and update the value of emotional:

Emotional value = Emotional value − total of emotional value of the words
before the contrasting-linked word

– Return feature vector.
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4.3 Result

Testing data include 4 topics: education, movie, sport and all data combined which
are shown in Table 8. We classified manually emotions through 2 steps: subjective
classification and sentiment classification. The first step, data of each topic is
classified into two categories: subjective and objective. In the second step, we
classified subjective data into two categories as positive and negative.

By using our features which had consistent with traditional Vietnamese language
and classify based on SVM classification method and then we calculated the pre-
cision measure of subjective classification according to the algorithm in previous
step. Precision measure is calculated as the proportion of the true sentence classi-
fication against all the sentences. Results are presented in Table 9.

We saw the results of subjective classification for each topic, in education topic,
precision value is 125/135 sentences which has been classified true (92.6 %), movie
is 131/146 (89.7 %), sport is 145/162 (89.5 %) and ALL data are 398/443 (89.8 %).
The average of precision value is 90.4 %.

We continue to assess the accuracy of the sentiment classification method.
Results are presented in Table 10.

In Table 10 shows results of sentiment classification for each topic, in education
topic, precision value is 79/87 sentences which has been classified true (90.8 %),
movie is 84/106 (79.2 %), sport is 115/121(95 %) and ALL data are 281/314
(89.5 %). The average of precision value is 90.4 %. The average of precision value
is 88.6 %. The experimental show that our system has very good performance,
because of features which were selected adaptation in Vietnamese language and
Vietnamese emotional language has been built with more words consistent with the
Vietnamese grammar based on spelling that people are using on social network.
These point confirmed to help improvement accuracy in sentiment analysis.

Table 8 Manually classification

ID Topic Testing data

Subjective sentences Objective sentences Positive sentences Negative sentences

1 Education 87 48 76 11

2 Movie 106 40 80 26

3 Sport 121 41 113 8

4 All 314 129 269 45

Table 9 Results of
subjective classification

ID Topic Number sentences Result – precision (%)

1 Education 135 92.6

2 Movie 146 89.7

3 Sport 162 89.5

4 All 443 89.8
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5 Conclusion

Sentiment detection has a wide variety of applications in information systems,
including classifying reviews, summarizing review and other real time applications.
In this paper, we proposed a lexicon based method for sentiment analysis with
Facebook data for Vietnamese language by focus on two core component in a
sentiment system. That is to built Vietnamese emotional dictionary (VED) which
contains 5 sub-dictionaries: noun, verb, adjective, and adverb and proposed features
which based-on the English emotional analysis method and adaptive with tradi-
tional Vietnamese language and then support vector machine classification method
has been used to identify the emotional of the user’s message. The experimental
show that our system has very good performance. In future, we are continuing on
improving the performance by building a larger emotional dictionary for
Vietnamese language and integrating some technical nature language processing,
and solve the big data problem.
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Scoring Explanatoriness of a Sentence
and Ranking for Explanatory Opinion
Summary

Trung Thien Vo, Bac Le and Minh Le Nguyen

Abstract On the online reviews, one of the important types of information is the
sentiment explanation which expresses a content users generated. Sentiment
explanation is a sentence that expresses detailed reason of sentiment (i.e., “ex-
planatoriness”) and plays an important role in opinion summarization. In this paper,
we propose and study a method for scoring the explanatoriness of a sentence. A first
method is to adapt an existing method and a second method based on a probabilistic
model. Experimental results show that the proposed methods are effective, pre-
senting a better value for a state of the art sentence ranking method for standard text
summarization.

Keywords Explanatory scoring � Ranking explanatory sentence � Opinion mining

1 Introduction

One similar work with this paper is [1], the authors et al. [1] scored the explana-
toriness for each sentence, and then ranked explanatory sentences for opinion
summarization. Although their approach was unsupervised, their approach has
advantage of not asking many manual efforts and applying into various domains.
Their formulas were based on the assumption that existing technique can be used to
classify review sentences into different aspects and specify sentiment polarity for
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each sentence. Our approach takes advantage of the fundamental of the previous
work [1] and is closer to pragmatic demands.

BM25 [2] is clearly one of the most important and widely used information
retrieval functions. In [1], the authors study and focus on ranking sentences in
opinionated text. In this paper, we improve the ranking explanatory sentence model
which is introduced in [1]. Explanatory sentences could not only be relative to the
mentioned topic, but also include details explaining reasons of sentiments.
However, we consider that general positive or negative sentences are not
explanatory.

In this paper, we focus on studying how to solve this problem in an unsupervised
way. We propose three features for scoring explanatoriness of a sentence such as
length of sentence, popularity, and distinctive of sentence. We also introduce a two
general method for scoring explanatoriness of a sentence based on these features.
They are methods which use TF-IDF weighting and probability model based on
word-level frequency.

We use one data set [1] which is based on a collection of Amazon product
reviews used in [3, 4] and a evaluation method named weighted Mean Average
Precision (wMAP). Both of them are mentioned at [1]. Experiment results show that
the proposed methods are effective in ranking explanatory sentences.

2 Framework

We assume that existing methods classify opinionated sentences into different
aspects such as subtopics and determine the sentiment polarity of a review sentence.
An opinionated sentence is either positive or negative. Consequently, to solve this
problem, we assume the input which is a group of four sets as:

• A topic T is described by a phrase or word. Furthermore, a topic T has one or
more aspects, e.g., a topic T is a phrase ‘Nikon’.

• An aspect A is expressed by a phrase, e.g., a function ‘camera’ of Nikon.
• A sentiment polarity P on the specific aspect A of topic T. Moreover, a sentiment

polarity P is either positive or negative.
• A set of review sentences O = {S1,…, Sn} of the sentiment polarity P.

For example, if we want to ranking positive opinion sentences about Nikon
camera, our input would be T = ‘Nikon’, A = ‘camera’, P = ‘positive’, and a set of
positive review sentence about Nikon camera, O. The output result which we desire
is a ranked list of all sentences in O based on their explanatory score and we denote
L = (S′1,…, S′n). In L, each sentence S′i belongs to a set O and we desire explanatory
sentences would be ranked on top of non-explanatory ones. A ranked list L can be
useful to help users know opinions carefully or combined with current summa-
rization algorithm so as to construct an explanatory opinion summary.

We have an image to illustrate this framework as follows (Fig. 1).
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3 Basic Features and an Input Data Set

In this paper, we apply three sentence features to two explanatoriness scoring
methods which we propose. The three features are presented as follows.

3.1 Sentence Features

The length in this feature means the number of words in the sentence. In general, a
longer sentence is more probable explanatory than a shorter one since a longer
sentence may contain more information. Longer sentences would probably be
scored higher because they would contain more non-stop word terms.

3.2 The Distinctiveness of the Sentence to Background
Data Set

We see that a sentence with more distinctive terms that can differentiate O from
background information is more probable explanatory. Explanatory sentences
should provide us more specific information about the given topic. Intuitively, an
explanatory sentence would more likely contain terms that can help discriminate the

Fig. 1 The proposed framework

Scoring Explanatoriness of a Sentence … 279



set of sentences to be summarized O from more general background sets which
contain opinions that are not as specific as those in O. Indeed, in this paper, we
should focus a sentence that has more distinctive terms such as terms that are
frequent in O, but rare in a background set.

3.3 The Popularity of the Sentence

A sentence that contains more terms appearing frequently in all sentences of a set
O is more likely explanatory. This conception is basically the main idea which is
used in the existing standard extractive summarization techniques.

3.4 Construct an Input Data Set and How to Combine
Features

In this paper, we introduce the way to create the background set. In general, the
background set is a superset of a set O. In our problem context, the set O contains
sentences which satisfy the constraints that they belong to aspect A of topic T with
sentiment polarity P. We construct a background data set B by gathering all sen-
tences about topic T. This is easy to do that.

However, how to combine all the three features is a challenge problem. If we use
any single feature to rank, the undesirable results will happen. For instance, if we only
focus on the popularity feature, the result is that the non-informative will be ranked at
higher level. Otherwise, if we only concentrate a distinctive feature, the rare opinions
mentioned only a few times may be ranked at higher level. Therefore, in this paper,
we propose two methods to combine these features for explanatoriness scoring.

4 Explanatoriness Scoring Models

4.1 Bm25EX

The method is to adapt an existing ranking function of information retrieval such as
BM25 [5], which is one of themost effective basic information retrieval function.BM25
[5] is also a function of term frequencies, document frequencies and the field length for
the single field. This popularity feature which we mention above can be demonstrated
byTermFrequency (TF) weighting and the distinctive feature can be presented through
Inverse Document Frequency (IDF) weighting. Consequently, we propose the fol-
lowing modified BM25 for explanatoriness scoring. We name it BM25Ex function.

In explanatoriness ranking and computing an explanatory score, we can refer a
sentence as a query and compute explanatoriness of each word in the sentence
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based on how frequent the word is in the background data set (B) and the input data
set (O). With a given sentence s = w1, w2,…, wn, the modified BM25Ex method is
defined as:

BM25Ex S;O;Bð Þ ¼
X
w2S

IDF w;Bð Þ � TFðw;O;BÞ
TF w;O;Bð Þþ 1

ð1Þ

TF w;O;Bð Þ¼ cðw;OÞðk1 þ 1Þ
c w; 0ð Þþ k1ð1� bþ b jOj

avgtÞ
ð2Þ

IDF w;Bð Þ ¼ log
Bj j � c w;Bð Þþ 0:5
c w;Bð Þþ 0:5

ð3Þ

BM25Ex is computed for a sentence s with description over a background data set
B and an input data set O. The sum is over all terms w in a sentence s. The length
feature is implicitly captured by this scoring function because the sum is computed
over all the words in sentence s. The popularity feature is captured via Term
Frequency (TF) weight, whereas the distinctiveness is also captured via Inverse
Document Frequency (IDF) weight. TF * IDF measures how frequent the words in
a sentence occur relative to their occurrence in the background data set B and the
input data set O. A sentence that has more terms which appear frequently in all the
sentences in O and more distinctive terms which can distinguish O from the
background data set B is more likely explanatory and is scored higher. In our
BM25Ex formula, c(w, O) is the count of word w in O, c(w, O) is the count of word
w in B, |O| and |B| is the total number of term occurrences in a data set O and
B respectively, and avgt is the average number of total term occurrences of
sub-clusters in topic T which O is extracted from. The two parameters k1 and b are
parameters which users pass into. Moreover, k1 and b can be used experimentally.

Our BM25Ex method has an advantage that it is flexible, and can be extended to
include other fields in the document or sentence description as new fields become
available. Moreover, the BM25Ex method has an additional advantage that it is
language-independent model. The advantage of this approach is that all languages
can be represented within the same method.

However, a disadvantage of our BM25Ex method is that they commonly contain
a number of parameters which need to be tuned. In general, we can use
machine-learning methods to learn unknown parameters of a ranking function or
combine the outputs of different ranking functions.

4.2 Probabilities Explanatory Scoring

The second ranking explanatoriness sentence method we introduce is a method
which based on a probabilities model. Here, we consider each word in sentence as
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an entity in scoring explanatoriness. We compute explanatoriness score of sentence
as the sum of the explanatoriness of each word. Therefore, we note
ExplanatoryScores to represent an explanatoriness score of sentence s and
ExplanatoryScorew to symbol an explanatoriness score of word w. We define
ExplanatoryScores is a sum of ExplanatoryScorew over all the word in the sentence
s, i.e. ExplanatoryScores ¼

P
w2S ExplanatoryScorew.

How to compute ExplanatoryScorew is the problem. First, we assume that word
w can be explanatory or not explanatory. We symbolize explanatoriness of word
w is Ex and Ex is either 1 or 0. To compute the explanatoriness score of word w, we
use the conditional probability model p(Ex = 1|w) that can be explained as the
posterior probability which the word w is explanatory. We can explain p(Ex = 0|w)
similarly.

We can see that the value of ExplanatoryScorew is p(Ex = 1|w) or we can rewrite
ExplanatoryScorew = p(Ex = 1|w). We also use the idea in [1] which is p(Ex = 1|w)

that equal to pðEx¼1jwÞ
pðEx¼0jwÞ. We use Bayes rule to apply this formula as follows:

pðEx ¼ 1jwÞ
pðEx ¼ 0jwÞ ¼

p wð Þ � pðwjEx ¼ 1Þ
p wð Þ � pðwjEx ¼ 0Þ ¼

pðwjEx ¼ 1Þ
pðwjEx ¼ 0Þ ð4Þ

So, we have a formula to compute explanatoriness of word w like this:

ExplanatoryScorew ¼ pðEx ¼ 1jwÞ ¼ pðwjEx ¼ 1Þ
pðwjEx ¼ 0Þ ð5Þ

There is a question which is how to compute p(w|Ex = 1) and p(w|Ex = 0). To do
this, we will calculate a value of p(w|Ex = 1) and p(w|Ex = 0) based on a kind of
word which we consider an explanatory or not and the set of sentences. We use the
set of opinionated sentences O to approximate a sample of explanatory data sources
and the background data set B to proximate a sample of non-explanatory data
sources. Therefore, the likelihood p(w|Ex = 1) and p(w|Ex = 0) would be defined as:

p wjEx ¼ 1ð Þ ¼ numðw; 0Þ
lenð0Þ ð6Þ

p wjEx ¼ 0ð Þ ¼ numðw;BÞ
lenðBÞ ð7Þ

In two Eqs. 6 and 7, we denote num(w, O) and num(w, B) being the number of
sentences which word w occur in a set O and a set B, respectively. We also denote
len(O) and len(B) that mean the number of total sentences in a set O and a set B.

With this Eq. 6, if a word w appears in more sentences of a set O, an
explanatoriness score of word w would have a higher value. This is corresponding
to popularity feature. We call this probabilities explanatory scoring function is the
Sum of Word Explanatory Probability (SWEP).
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The SWEP method is also a language-independent model, do not have any
parameter to tune, do not require any manual effort, and is applicable to many
different domains. Moreover, the language-independent approach offers several
advantages for extension to new languages. First, the computing time essentially
remains the same when a new language is added. Second, when the
language-independent model set has been built, there should be no need for corpus
data for many languages.

5 Data Set and Evaluation

5.1 Data Set Preparation

One of the questions is whether the proposed methods can actually find explanatory
sentences. In this paper, we use the data1 for explanatory sentence extraction [1]
which is based on a collection of Amazon product reviews used in [3, 4]. In this
paper, we call it the ‘Products’ data set. The sentences have been clustered in each
cluster based on their aspect and sentiment polarity. Each cluster contains a set of
opinionated sentences O corresponding to an one (T, A, P). The authors et al. [1]
required 4 labelers to make explanatoriness labels for each sentence. An explana-
toriness label has three values: 0, 1 and 2. A value 0 means “no explanation”, a
value 1 means “weak explanation” and a value 2 means “strong explanation”. Two
values 1 and 2 mean that explanation while 0 means that no additional explanation.
Moreover, a sentence which is labeled as explanation has an additional label that is
assigned with 1 meaning ‘half or less than half of the sentence provides explana-
tions’ or 2 meaning ‘more than half or entire sentences provides explanations’,
while a sentence that are labeled as no explanation has an additional label that is
assigned with 0 which is ‘no additional explanation’. Because the test input of our
methods is a review sentence and to make evaluations, we ensure that each sentence
of the review for testing is labeled as sentiment explanation, disregarding review
sentences with no sentence labeled as sentiment explanation.

5.2 Baseline

We consider that our proposed sentence ranking methods may work better than the
previous methods which mainly implement a part of all three basic features or all
three basic features. To evaluate this assumption, we use BM25E and SumWordLR
[1] ranking explanatory methods and can generate ranking score of sentences.

1http://sifaka.cs.uiuc.edu/*hkim277/expSum.
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5.3 Result

Tables 1 and 2 represent the weighted MAP (wMAP) score of all the reviews and
our approach attains a relative high performance compared with baselines. In this
paper, we used two-fold cross validation so as to evaluate the performance of
BM25Ex and BM25E [1]. The wMAP values shown in the table are the average over
all the test instances in the ‘Products’ data set. SWEP and SumWordLR [1] do not
have any parameter to tune, so we use one-cross validation to estimate. In Table 1,
the parameter values chosen for BM25E and BM25Ex were k1 = 1.2 [5] in the
standard BM25 method and b = 0.8 [6].

It can be seen that in Tables 1 and 2, our methods have slightly better perfor-
mance over performance baselines. The Sum of Word Explanatory Probability
model (SWEP) performs better than SumWordLR [1] on the ‘Products’ data set.
Indeed, the gap between two performance values of SWEP and SumWordLR [1]
does not show significance. In conclusion, all proposed methods show better per-
formance than the baseline methods. Especially, BM25Ex and SWEP performed
slightly better than BM25E and SumWordLR [1]. Beside superior methods, our
proposal is Sum of Word Explanatory Probability model (SWEP) because it does
not have any parameter.

We also have an illustrated example to describe our BM25Ex method and BM25E
baseline method and try a range of values for k1. We tuned k1 from 1.2 to 2.0 in
increments of 0.1 and the b value is 0.8. For a pair of parameter values k1 and b, we
show the average performance of two methods over the ‘Products’ data set in
Table 3 and Fig. 2.

Furthermore, we perform a loop number of times to compare two-fold cross
validation results of SumWordLR baseline method and our SWEP method. The
results will be presented in Table 4 and Fig. 3 as follows.

5.4 Error Analysis

It is difficult to say that our BM25Ex method is better than a BM25E method [1] in all
situations. By experimenting, we realize that the words which describe a sentiment
are more likely to have a small appearance frequency in two sets O and B and are

Table 1 Comparison
BM25Ex with BM25E baseline
method in wMAP

Methods Performance

BM25E 0.7147

BM25Ex 0.7167

Table 2 Comparison SWEP
with SumWordLR baseline
method in wMAP

Methods Performance

SumWordLR 0.7377

SWEP 0.7430
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Table 3 Comparison of
scoring methods in wMAP

Parameter values BM25E method BM25Ex method

k1 = 1.2; b = 0.8 0.7151 0.7165

k1 = 1.3; b = 0.8 0.7151 0.7164

k1 = 1.4; b = 0.8 0.7151 0.7164

k1 = 1.5; b = 0.8 0.7154 0.7164

k1 = 1.6; b = 0.8 0.7154 0.7165

k1 = 1.7; b = 0.8 0.7153 0.7167

k1 = 1.8; b = 0.8 0.7149 0.7168

k1 = 1.9; b = 0.8 0.7151 0.7166

k1 = 2.0; b = 0.8 0.715 0.7164

0.7135

0.714

0.7145

0.715

0.7155

0.716

0.7165

0.717

k1 =  1.2; 
b = 0.8

k1 = 1.3; 
b = 0.8

k1 =  1.4; 
b = 0.8

k1 = 1.5; 
b = 0.8

k1 = 1.6 ; 
b = 0.8

k1 = 1.7; 
b = 0.8

k1 = 1.8 ; 
b = 0.8

k1 = 1.9 ; 
b = 0.8

k1 = 2.0 ; 
b = 0.8

BM25E BM25Ex 

Fig. 2 A diagram illustrate results of our BM25Ex method and BM25E baseline method

Table 4 A comparison SWEP and SumWordLR scoring methods via a number of loop numbers

A loop number of times SWEP method SumWordLR method

10 times 0.6909 0.6850

20 times 0.6909 0.6860

50 times 0.6920 0.6859

100 times 0.6917 0.6854

200 times 0.6913 0.6855

500 times 0.6917 0.6858

1000 times 0.6921 0.6851

0.6800

0.6820

0.6840

0.6860

0.6880

0.6900

0.6920

0.6940

10 times 20 times 50 times 100 times 200 times 500 times 1000 times

SWEP SumWordLR 

Fig. 3 A diagram illustrate results of our SWEP method and SumWordLR baseline method
through a loop number of times
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capable of the higher BM25Ex score. In summary, the more the words that
appearance frequency in O has a small value in a sentence are, lower the BM25E
score is and the higher BM25Ex score is. Nevertheless, the less the words that
appearance frequency in O has a small value in a sentence are, the lower the
BM25Ex score is and the higher BM25E score is.

6 Conclusions

In this paper, we modified two models for a novel sentence ranking problem called
explanatory sentence extraction (ESE). We proposed two explanatory scoring
methods which are modified TF-IDF weighting model for scoring explanatoriness
and probabilistic explanatory scoring. Experimental results showed that proposed
methods are more effective in ranking sentences than previous methods.

In this paper, our main work is studying and modifying the problem of mea-
suring explanatoriness. For the future work, we can study, adjust more different
ways of estimating the proposed probabilistic models and BM25Ex method effec-
tively and improve semantic analysis of an opinionated sentence.
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Using Content-Based Features for Author
Profiling of Vietnamese Forum Posts

Duc Tran Duong, Son Bao Pham and Hanh Tan

Abstract This paper reports the results of author profiling task for Vietnamese
forum posts to identify the personal traits, such as gender, age, occupation, and
location of the author using content-based features. Experiments were conducted on
the different types of features, including stylometric features (such as lexical,
syntactic, structural features) as well as content-based features (the most important
words) to compare the performance and on the data sets we collected from the
various forums in Vietnamese. Three learning methods, consisting of Decision
Tree, Bayes Network, Support Vector Machine (SVM), were tested and the SVM
achieved the best results. The results show that these kinds of features work well on
such a kind of short and free style messages as forum posts, in which, content-based
features yielded much better results than stylometric features.

1 Introduction

The rapid growth of World Wide Web has created a lot of online channels for
people to communicate, such as email, blogs, social networks, etc. However, online
forums are still among the most popular channels for people to share the opinions
and discuss about the topics which are interested in common. Forum posts created
by users can be considered as informal and personal writings. Authors of these
posts can indicate their profiles for other people to view as a function of forum. But
not many users reveal their personal information, because of information privacy
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issues on the online systems. Moreover, personal information of users is not
mandatory to input when they register as a user of forums. Therefore, most of
people do not provide their personal information or input the incorrect/unclear data.

As a result, the task of automatically classifying the author’s properties such as
gender, age, location, occupation, etc. becomes important and essential.
Applications of this task can be in commercial field, in which providers can know
which types of users like or do not like their products/services (for targeted mar-
keting and product development). For the social research domain, researchers also
want to know the profile of people who have a specific opinion about some social
issues (when doing a social survey). It can also be used to support the court, in term
of identifying if a text was created by a criminal or not.

Profiling the author of forum posts is also a challenging task when compared to
doing this on other formal types of text such as article or novel or even the other
types of online texts such as blog posts or email. Forum posts are often short and
written in free style, which may contain grammar errors or informal sentence
structures.

Most of earlier works in author profiling were conducted on other types of text
(blog posts, email) and focused on using the stylometric features (or only small part
of content-based features). This work presents a study in which we applied the
machine learning algorithms to predict profiles of authors of forum posts using both
types of features. Motivations for this work are:

• Only few previous works (e.g. [12]) on author profiling were done on forum
posts, especially none of them was tested on Vietnamese. The work of Abbasi
and Chen [1] was conducted on forum posts, but for author attribution, not
author profiling task.

• Only one research in author profiling was done in Vietnamese [6], but was
tested on blog posts, and used the stylometric features only. Our work is not
only conducted on a more informal and noisier type of document, but also
explored the use of content-based features.

The organization of the paper is as follows. In Sect. 2, we present the related
work on the author analysis problem. Section 3 describes the methods and the
system. Section 4 presents the result and discussion. In Sect. 5, we draw a con-
clusion and future work.

2 Related Work

The problem of authorship analysis has been studied for decades, mostly on English
and some other languages (Dutch, French, Greek, Arabia etc.). In the early stage, it
was often conducted on the long and formal documents such as article or novel.
However, since 1990s, when the WWW grew and created a large amount of online
text, the task of author analysis has moved the focus to this type of text.
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According to Zheng et al. [22], the authorship analysis studies can be classified
into three major fields, including authorship attribution, authorship profiling, and
similarity detection.

Authorship attribution is the task of determining if a text is likely written by a
particular author or not. It also is the technique to identify which one from a set of
infinite authors is the real author of a disputed document. Therefore, it is also called
authorship identification. The first study in this field dates back to 19th century
when Mendenhall (1887) investigated the Shakespeare’s plays. But the work which
was considered the most thorough study in this field was conducted by Mosteller
and Wallace (1964) when they analyzed the authorship of FederalList Papers. From
that point, a number of works have been conducted by various researchers,
including [2, 5, 7, 10, 17, 19, 22].

Authorship profiling, also known as authorship characterization, detects the
characteristics of an author (e.g. gender, age, educational background, etc.) by
analyzing the texts created by him/her. This technique is different from the former in
that it is often used to examine the anonymous text, which is created by an unknown
author, and generates the profile of the author of that text. For this reason, the author
profiling task is often conducted on the online documents rather than literary texts.
Therefore, this field is only more concerned by researchers from the late of 1990s,
when more and more online documents are created by Internet’s users. The most
typical studies in this fields are from [2–4, 6, 8–11, 12–14, 16, 18, 20].

Similarity detection, on the other hand, doesn’t focus on determining the author
or his/her characteristics, but analyzes two or more documents to find out if they are
all created by the same author or not. This technique is also used to verify if a piece
of text is written by the author himself/herself or copied from the product of other
authors. This task is mostly used for plagiarism detection. Some of the most con-
vincing studies in this field were conducted by [2, 5, 7, 10].

Regarding the process of authorship analysis, there are two main issues that may
significantly affect the performance, namely features set and analytical techniques [22].

Features set can be considered as a way to represent a document in term of
writing style. With a chosen features set, a document can be represented as a
features vector in which entries represent the frequency of each feature in the text
[11]. Although various types of features have been examined, there is no features
set that is the best to all the cases. According to Argamon et al. [4], there are two
types of features that often can be used for authorship profiling: stylometric features
and content-based features.

Stylometric features can be grouped into three types, including lexical, syntactic,
and structural features. Lexical features are used to measure the habit of using
characters and words in the text. The commonly used features in this kind consist of
the number of characters, word, frequency of each kind of characters, frequency of
each kind of words, word length, sentence length [7], and also the frequency of
individual alphabets, special characters, and vocabulary richness [10]. Syntactic
features include the use of punctuations, part-of-speeches, and function words.
Function words feature is the interesting kind of features, which is examined in a
number of studies and yielded very good results [10, 18, 22]. The set of function
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words used is also varying, from 122 to 650 words. Structural features show how
the author organizes his/her documents (sentences, paragraphs, etc.) or other special
structures such as greetings or signatures [5, 10].

Content-based features are often specific words or special content which are
used more frequent in that domain than in other domains [21]. These words can be
chosen by correlating the meaning of words with the domain [2, 10, 21] or selecting
from corpus by frequency or by other feature selection methods [4].

Also the investigation of Zheng et al. [21] showed that, in early studies most
authorship analytical techniques were statistical methods, in which the probability
distribution of word usage in the texts of each author was examined. Although these
methods achieved good results in authorship analysis, there are still some limita-
tions, such as the ability to deal with multiple features or the stability over multiple
domains. To overcome those limitations, the extensive use of machine learning
techniques has been investigated. Fortunately, the advent of powerful computers
allows researchers to conduct the experiments on complicated machine learning
algorithms, in which Support Vector Machine (SVM) shows the better results in
many cases [1, 2, 5–7, 10, 11, 14, 16, 18, 22]. Some other machine learning
algorithms also have been examined and yielded good results, including Bayesian
Network, Neural Networks, Decision Tree [4, 10, 18, 21]. In general, machine
learning methods have advantages over statistical methods because they can handle
the large features sets and the experiments also shown that they achieved the better
results.

In this report, we investigated the use of machine learning techniques for the task
of author profiling of online forum posts, using both stylometric and content-based
features. We have found that content-based features outperformed stylometric
features on this kind of text, and the combination of both features yielded the best
result.

3 System Description

3.1 System Overview

In this work, we built a system which can take sample texts from web crawlers, then
used text and linguistic processing components to extract features to create the data
sets for the purpose of training the classifier. The classifier then can be used to
predict the profile of the author of an anonymous forum post.

In the data processing step, data is cleaned and grouped by author profiles.
Unlike the gender and location trait, which can be divided into two groups
(male/female, north/south), the other traits are grouped by more than 2 classes. For
age trait, we categorized our data into 3 subclasses (less than 22/24–27/more than
32). Age is categorized according to the life stages of a person (students or
pupils/young working adults/middle-age people) and age periods are not continuous
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because distinguishing two contiguous ages is almost impossible. With the occu-
pation trait, we tried to identify three occupations which are the most popular
(business, sale, and administration/technical and technology/education and
healthcare).

Linguistic processing is the task of tokenizing the text into sentences or word
and the tagging for part-of-speeches. These tasks are important for extracting the
word and syntactic features in the next step. In this work, we used existing tools
from [15].

In the next sections, we describe the features and techniques which were used for
classification in detail.

3.2 Features

As mentioned earlier, various features can be used to identify the characteristics of
an author. In this work, we used both stylometric and content-based features.

Stylometric features include character-based, word-based, structural, and syn-
tactic features. Character-based features include the number of characters in total
and the ratio of each type of characters (number, letter, special, etc.) or each
individual character (letters from a to z, and the special characters such as @, #,
etc.) to the total number of characters. Some other features related to character are
the average number of characters per word, per sentence, the number of upper case
letters or how the author uses upper case letters in a word, etc. Word-based features
group consists of the total number of words of a post, the average number of words
per sentence, and the ratio of some types of word to the total number of words, such
as words with a specific length, special words, the vocabulary richness (hapax
legomena, hapax dis legomena etc.). Syntactic features indicate the use of punc-
tuations such as “!”, “?”, function words, and part-of-speech tags. Function words
chosen are the words which have little lexical meaning and express the grammatical
relationship with other words in a sentence (212 Vietnamese function words).
Part-of-speech tags include 18 word types, such as noun, verb, preposition, etc.
Structural features present the structure of a post, such as the number of paragraphs,
number of lines, etc.

Content-based features used in our work were chosen from the corpus, which are
the words that can discriminate best between classes of each trait. Firstly, these
words were selected based on the frequency of them in the corpus (separately by
classes of each trait). Then the Information Gain method was applied to select the
best features. Information Gain is one of the most popular feature selection meth-
ods, which attempts to measure the significance of each feature in distinguishing
between classes. This method was tested on various previous works and yielded the
good result.

For gender trait, we selected 3000 words which were used most frequently by
male/female separately. After eliminating the identical words and applied the
Information Gain method, we chose 1000 words which have highest significance.
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Using the similar process, we chose about 1000 most significant words to use as
content-based features for discriminating the age, occupation, and location traits.

All of these features are extracted from the text and store in a numeric vector.
For features which need some kinds of linguistic processing activities, such as the
word segmentation or the part-of-speech tagging, we used existing tools available
for Vietnamese. Extracted features are stored in the features containers (ARFF
files), then are sent to classifiers for training purposes and prediction models are
built for classifying the new data.

We also conducted experiments on subsets of features, including stylometric fea-
tures, content-based features, and all features for analysis of performance of each type.

3.3 Learning Methods

In this work, we used 3 machine learning algorithms to build the classifiers for input
messages, namely Decision Tree J4.8, Bayesian Network, and Support Vector
Machine.

Support Vector Machine is a learning method having an advantage that it does
not require a reduction in the number of features to avoid the problem of
over-fitting. This property is very useful when dealing with large dimensions as
encountered in the area of text categorization [5]. SVM has been used in many
previous works in author analysis and in most case yielded the better result than
other classifiers.

Decision Tree and Bayesian Network are also popular learning algorithms.
Although, they are not shown the better results than SVM in the earlier works, we
still tried them in our experiments to compare the performance.

For each algorithm, 3 subsets of features were experimented to find out the best
classifier and the feature set (Stylometric, Content-based, All).

4 Experiments

4.1 Data

There are a number of Vietnamese forums, of which we can collect the data.
However, each of them often serves for a specific type of user only (e.g. for ladies
or gentlemen) or for a specific subject of interest such as technology, automobile
etc. Therefore, we selected three forums to collect data to ensure that the data
collected will cover a wide range of users and subjects.

• Webtretho forum (www.webtretho.com/forum): A forum for girls and ladies to
discuss about the variety of subjects in life and work.
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• Otofun forum (www.otofun.net/forum): A forum for mostly the men to
exchange about issues of automobile and related subjects.

• Tinhte forum (www.tinte.vn/forum): A forum for young people to exchange the
topics about technological devices and interests.

Users of these forums can indicate the personal information such as name, age,
gender, interest, job etc. in their profiles. However, none of them is the explicit field
in the user’s profile. As a result, we must use both of methods, automatic and
manual, to collect and annotate the data.

After the last step, we obtained a collection of 6831 forum posts from 104 users
(736,252 words in total), for which we also received at least one of the information
about age, gender, location, occupation of the author of each post. The length of
each post is also restricted in the range from 250 to 1500 characters to eliminate the
too long or too short posts (too long post may contain the text copied from other
sources) (Table 1).

The cleaned data then is analyzed by NLP tools, including word segmentation
and part-of-speech tagging as mentioned earlier.

4.2 Results and Discussion

We conducted experiments on 4 traits of authors as mentioned earlier (gender, age,
location, occupation) using the Weka1 toolkit. The results were verified through a
ten-fold cross validation process.

Table 2 shows the results of author profiling experiments of 4 traits.
As the results shown in Table 2, we can observe that content-based features

outperformed stylometric features. Although content-based features are often

Table 1 The statistic of data in corpus

Trait Total posts Class Percent in corpus

Gender 4474 Male 54

Female 46

Age 3017 Less than 22 21

From 24 to 27 27

More than 32 52

Location 3960 North 57

South 43

Occupation 3453 Business, Sale, Admin 36

Technical, Technology 31

Education, Healthcare 33

1http://www.cs.waikato.ac.nz/ml/weka/.
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considered domain-specific and may be less accurate when moving the other
domains, the results in this task are still promising. Firstly, the data in corpus was
collected from various source, therefore it is not so domain-specific. Secondly, even
the results are domain-specific to some extent, it is still useful when we conduct the
research or apply the results in that domain. Besides, the results of stylometric
features are also good, especially for gender and location.

Regarding the learning methods, the SVM outperformed the other two methods,
in which Bayesian Network gave better results than Decision Tree. This is a rea-
sonable result and again proves that SVM is a good algorithm for classifying the
author characteristics.

In comparison to the results of previous works, although forum posts are shorter
and noisier than other types of online messages such as blog posts or emails, but the
results can be considered as promising, especially for gender and location traits.
The accuracy of 90.47 % when predicting the gender is even better than the results
of most of previous works which were conducted on blogs or emails (which had
base-line about 80 %). The percentage of age prediction (63.96 %) is not as good as
the results conducted on blog posts or emails (which had the base-line around 77 %
for blog posts), but much better compared to the result of a research on forum posts
conducted by [12], which is only 53 %. The same evaluation can be used when
saying about the location trait, but the occupation prediction is not so good. The
main reason is that occupation information is very noisy and subtle. For example, a
person who studied about technical but then works as a sale person is not an easy
case when predict his/her job. This needs to be investigated further in later
researches.

When comparing with the only previous work on author profiling in Vietnamese
by [6], for the gender trait, we achieved the better result (90.47 and 83.3 %) when
using content-based features, and the same result (82.94 and 83.3 %) without
content-based features. It showed that our approach when adding the content-based
features has improved the results significantly. The same evaluation can be said

Table 2 The results of author
profiling experiments

Trait Feature J48 SVM BayesNet

Gender All features 83.35 90.47 87.35

Stylometric 73.31 82.94 77.17

Content-based 83.36 89.97 87.58

Age All features 55.76 63.96 63.92

Stylometric 52.03 62.14 56.17

Content-based 55.24 61.74 62.55

Location All features 69.32 80.06 74.54

Stylometric 65.73 70.39 66.99

Content-based 69.23 79.39 75.01

Occupation All features 43.41 56.98 50.65

Stylometric 43.97 51.77 46.44

Content-based 43.32 55.38 51.34
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when comparing the results of location trait. But for other traits, our results are less
accurate, but it is understandable and still promising, because our experiments were
conducted on a shorter and more informal type of text than blog posts.

5 Conclusion and Future Work

In this study, we showed that it is feasible to classify authorial characteristics of the
informal online messages as forum posts based on linguistic features, in which
using content-based features improved the results significantly. Experiments con-
ducted show the promising results, although some aspects still need to be improved
such as the solutions for noisy information in occupation trait or the result for age
prediction should be better and so on. This also showed that the SVM algorithm
outperformed the other classifiers, while Decision Tree gave the poor results.

In the future, this study can be expanded to other domains, such as social
networks or user comments/product reviews. The data in these domains is even
shorter and noisier than forum posts, so it is more challenging task. But the results
of such kind of works have promising applications in commercial fields, such as
analyzing market trends or user behaviors prediction etc.

We also have planned to investigate more about the use of content-based fea-
tures in this kind of task. We have conducted experiments and found that
content-based features work very well on the author profiling task for Vietnamese
text. However, more insightful analytics should be investigated to show why they
are better than stylometric features and which kinds of content are more significant.
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Trigram-Based Vietnamese Text
Compression

Vu H. Nguyen, Hien T. Nguyen, Hieu N. Duong and Vaclav Snasel

Abstract This paper presents a new and efficient method for text compression
using tri-grams dictionary. There have been many methods proposed to text
compression such as: run length coding, Huffman coding, Lempel-Ziv-Welch
(LZW) coding. Most of them have based on frequency of occurrence of letters in
the text. In this paper, we propose a method to compress text using tri-grams
dictionary. Our method firstly splits text to tri-gram then we encode it based on
tri-grams dictionary, with each tri-gram, we use 4 bytes to encode. In this paper, we
use Vietnamese text to evaluate our method. We collect text corpus from internet to
build tri-grams dictionary. The size of text corpus is around 2.15 GB and the
number of tri-grams in dictionary is more than 74,400,000 tri-grams. To evaluate
our method, we collect a testing set of 10 different text files with different sizes to
test our system. Experimental results show that our method achieves better results
with compression ratio around 82 %. In comparison with WinZIP version 19.5
(http://www.winzip.com/win/en/index.htm) (the software combines LZ77 (Ziv and
Lempel in IEEE Trans Inf Theory 24(5), 530–536, 1978 [20]) and Huffman coding)
and WinRAR version 5.21 (http://www.rarlab.com/download.htm) (the software
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combines LZSS (Storer and Szymanski in J ACM 29(4), 928–951, 1982 [17]) and
Prediction by Partial Matching [2]), our method achieves a higher compression ratio
applied for any size of text in our test cases.

Keywords Text compression � Tri-grams dictionary � Vietnamese text
compression � Dictionary-based compression

1 Introduction

In 2012, every day we create 2.5 EB of data and in 2015, every minute we have nearly
1750 TB of data transferring over the internet according to IBM1 and the forecast of
Cisco2 respectively. Reducing size of data is one of solutions to increase the data
transfer rate and save storage space to enhance the performance of the system.
A simple way to do that is data compression which involves two main phases:
compression and decompression. In compression phase, an input X will be encoded
to generate an output Y that requires fewer bit than X. In contrast, decompression
phase decodes the output of compression phase to get the original input file.
According to [15], data compression has two main broad classes: lossless and lossy.
With lossless compression, encoded data and decoded data are identical whereas in
lossy compression methods, the compressed data cannot be completely recovered.

There are several lossy and lossless techniques proposed in the past decades.
These techniques can be further classified into three major types: substitution,
statistical and dictionary [13]. The substitution data compression techniques replace
a certain longer repeating of characters by a shorter one, the remarkable method of
this technique is run length encoding.3 The statistical techniques usually calculate
the probability of characters to generate shortest average code length, such as
Shannon-Fano coding [6, 16], Huffman coding [8]. The last type is dictionary data
compression techniques, such as Lempel-Ziv-Welch (LZW), which involves sub-
stitution of sub-string of text by indices or pointer code relating to a position in
dictionary of the substring [18–20]. Every method has own strength, weakness and
applied to a specific field, none of the above methods has been able to achieve best
case compression ratio.

Normally, users will decide to choose the appropriate method based on their
purposes. With systems that allow reconstruction information from output which
are not as same as the input, we can use lossy methods, such as systems to compress
images, compress audio files. With systems that require the original data must be
recovered exactly from the compressed data, we should use lossless methods such

1http://www-01.ibm.com/software/data/bigdata/what-is-big-data.html.
2http://www.cisco.com/c/en/us/solutions/collateral/service-provider/ip-ngn-ip-next-generation-
network/white_paper_c11-481360.html.
3https://en.wikipedia.org/wiki/Run-length_encoding.
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as text compression systems. Regarding to text compression, there have been
several approaches in recent years, most of them based on dictionary or word level
or character level [3–5, 7, 9, 14]. In these researches, they do not consider for the
structure of word or morpheme in the text. There are some approaches for text
compression based on syllables. These approaches involve to some languages that
have the morphology in the structure of word or morpheme (German, Arabic,
Turkish, Czech, etc.) such as [1, 10–12].

In this paper, we propose a new and efficient method for text compression using
tri-grams dictionary. Our method firstly splits text to tri-grams then encode them
based on tri-grams dictionary that we build from a text corpus collected from
internet. We use 4 bytes to encode for index of every tri-gram that occurs in
dictionary. For tri-gram that does not occur in dictionary and for other cases
(uni-gram, bi-gram), we encode it using Unicode UTF8 encoding.

This paper presents the first attempt to text compression using tri-gram dic-
tionary and the contribution is three-folds: (1) a method for text compression using
tri-grams dictionary, (2) collect text corpus of Vietnamese language from internet
and build a tri-grams dictionary with more than 74,400,000 tri-grams, and (3) a
testing set of 10 different text files with different sizes to evaluate our system and
compare with other systems such as: WinRAR and WinZIP. The rest of this paper is
organized as follows: Sect. 2 presents our proposed method, our experimental
results are shown and analysed in Sect. 3. Finally, we draw conclusions in Sect. 4.

2 Proposed Method

In this section, we present a text compression using tri-grams dictionary model for
our proposed method. This model has two main parts. The first part is used for text
compression and the second part for decompression. Figure 1 describes our method
model. In our model, the tri-grams dictionary are used for both compression and
decompression phases. We will describe more details in following subsections.

2.1 n-Gram Theory and Dictionary

2.1.1 n-Gram Theory

In this paper, we employ n-gram theory from Wikipedia4: in the fields of compu-
tational linguistics and probability, an n-gram is a contiguous sequence of n items
from a given sequence of text or speech. The items can be phonemes, syllables,
letters, words or base pairs according to the application. The n-grams typically are

4https://en.wikipedia.org/wiki/N-gram.
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collected from a text or speech corpus. An n-gram of size 1 is referred to as a
“uni-gram”; size 2 is a “bi-gram”; size 3 is a “tri-gram”. Larger sizes are referred to
the value of n, e.g., “four-gram”, “five-gram”, and so on. Particularly, in our paper,
we focus on tri-gram to build dictionary.

2.1.2 Dictionaries

In our paper, we use Vietnamese language to evaluate for our method. We build two
tri-gram dictionaries with different sizes to evaluate the effects of size of dictionary
with our method. Every dictionary has two columns, one contains tri-grams and one
contains addresses of these tri-grams. These dictionaries have built based on a text
corpus which is collected from open access databases. The size of text corpus for
dictionary 1 is around 800 MB and for dictionary 2 is around 2.5 GB. We use
SRILM5 to generate the tri-gram data for these dictionaries. The data of tri-grams
after using SRILM for dictionary 1 is around 1.15 GB with more than 40,514,000
tri-grams and for dictionary 2 is around 2.15 GB with more than 74,400,000
tri-grams. To reduce the time of searching in dictionaries, we arrange them according
to alphabet. Table 1 describes the size and number of tri-grams of each dictionary.

2.2 Compression

According to Fig. 1, the compression phase has two main parts, the first part is
tri-grams parser and the second is compression unit. In following subsections, we
will focus to explain detail for them.

Fig. 1 Trigram-based Vietnamese text compression

5http://www.speech.sri.com/projects/srilm/.
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2.2.1 Tri-Gram Parser

Tri-gram parser is used to read the source text file, separate it to sentences based on
newline and split all text of sentences to tri-grams. In the case of last tri-gram,
maybe it is not a tri-gram (it just has uni-gram or bi-gram). Therefore, we must
assign an attribute to it to distinguish tri-gram with uni-gram and bi-gram. In
Table 2, this value of attribute is one.

For example, we have a file with two sentences: “Tôi là sinh viên Trường Ɖại
học Tôn Ɖức Thắng” (I am a student of Ton Duc Thang university) and “Tôi đang
học môn Ngôn ngữ lập trὶnh” (I am studying the subject Principles of
Programming Languages). In the first sentence, we have three standard tri-grams:
“Tôi là sinh”, “viên Trường Ɖại”, “học Tôn Ɖức” and one uni-gram: “Thắng”
and for the second sentence, we have following tri-grams: “Tôi đang học”, “môn
Ngôn ngữ”, “lập trὶnh”. We have the output presented in Table 2.

2.2.2 Compression Unit

Compression unit uses the result from tri-gram parser, detect tri-grams in dictionary
to find the corresponding codes for standard tri-grams. If a tri-gram occurs in
dictionary, we encode it by four bytes otherwise we encode it with the exactly
number of characters that it has. The compression task can be summarized as
following:

Encoding for tri-grams occur in dictionary

When a tri-gram occurs in dictionary, we use four bytes to encode it. To distinguish
with tri-grams which do not occur in dictionary and bi-gram, uni-gram, we set the

Table 1 Dictionaries Dictionary Number of tri-grams Size (GB)

1 40,514,822 1.15

2 70,400,000 2.15

Table 2 Output of tri-gram
parser

No. Tri-gram Attribute

1 Tôi là sinh 0

2 viên Trường Ɖại 0

3 học Tôn Ɖức 0

4 Thắng 1

5 Tôi đang học 0

6 môn Ngôn ngữ 0

7 lập trὶnh 1
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most significant bit of the first byte to zero. So the four bytes encoding has the
structure like below:
0 B4

0 B
3
0 B

2
0 B

1
0 B

0
0 B

7
1 B

6
1 B

5
1 B

4
1 B

3
1 B

2
1 B

1
1 B

0
1 B

7
2 B

6
2 B

5
2 B

4
2 B

3
2 B

2
2 B

1
2 B

0
2 B

7
3 B

6
3 B

5
3 B

4
3

B3
3 B

2
3 B

1
3 B

0
3

Where:

– The most significant bit of the first byte is 0: Encode for a tri-gram which occurs
in dictionary.

– B6
0 B

5
0 B

4
0 B

3
0 B

2
0 B

1
0 B

0
0 B

7
1 B

6
1 B

5
1 B

4
1 B

3
1 B

2
1 B

1
1 B

0
1 B

7
2 B

6
2 B

5
2 B

4
2 B

3
2 B

2
2 B

1
2 B

0
2 B

7
3

B6
3 B5

3 B4
3 B3

3 B2
3 B1

3 B0
3: Encode for the index of tri-gram in dictionary.

Encoding for tri-grams do not occur in dictionary and for other cases

When a tri-gram does not occur in dictionary and for other cases (uni-gram,
bi-gram) we encode it by exactly number of characters that it has. In this case, we
set the most significant bit of the first byte to one. Next seven bits of this byte will
present the number of characters of the tri-gram and the other cases. So, we have the
encoding structure like below:
1 B6

0 B5
0 B4

0 B3
0 B2

0 B1
0 B0

0 B7
i B6

i B5
i B4

i B3
i B2

i B1
i B0

i
Where:

– The most significant bit of the first byte is 1: Encode for a tri-gram which does
not occur in dictionary and for other cases.

– B6
0 B5

0 B4
0 B3

0 B2
0 B1

0 B0
0: Number of encoding characters.

– B7
i B

6
i B

5
i B

4
i B

3
i B

2
i B

1
i B

0
i : encoded bytes of characters of tri-gram that does not

occur in dictionary and other cases. For our testing data, we use Vietnamese
language and normally, it is presented by unicode. In encoding stream, we use
Unicode UTF8 encoding. So, the value of i is the number of bytes that Unicode
UTF8 uses to encode for this tri-gram or other cases.

– We set all values of B6
0 B

5
0 B

4
0 B

3
0 B

2
0 B

1
0 B

0
0 to 1 to encode for newline (\r\n). So,

to encode for newline we just use one byte.

In Table 3, we conduct the compression result of two sentences: “Tôi là sinh
viên Trường Ɖại học Tôn Ɖức Thắng” (I am a student of Ton Duc Thang
university). “Tôi đang học môn Ngn ngữ lập trὶnh” (I am studying the subject
Principles of Programming Languages). In Table 3, Att. means attribute. In this
table, we use four bytes to encode for tri-grams that occur in the dictionary (from
number one to number 3 and number six, seven). With tri-gram number four
(“Thắng”), it does not occur in dictionary. So we turn the most significant bit of the
first byte to 1. The three last bits of the first byte are “111”. It means that we encode
the tri-gram “Thắng” by seven bytes. We present “Thắng” byte Unicode UTF8
encoding. So the corresponding code of every character in “Thắng” is ‘T’:
01010100; ‘h’: 01101000; ‘ắ’: 11100001-10111010-10101111; ‘n’: 01101110; ‘g’:
01100111. For newline, we use one byte: 11111111 to encode for it.
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2.2.3 Compression Ratio

Compression ratio is used to measure the efficiency of compression method, the
higher of compression ratio the higher quality of compression method. The com-
pression ratio can be calculated by Eq. 1.

CR ¼ 1� compressed file size
original file size

� �
� 100 % ð1Þ

where:

– original_file_size: Size of the original file.
– compressed_file_size: Size of file after encoding.

2.3 Decompression

Decompression is the inversion of compression phase. The decompression process
has undergone in two steps and can be summarized as follows:

• Code reading unit: this unit reads the encoding stream from compressed text,
separate it byte to byte.

• Decompression unit:
This unit decodes one by one tri-gramor other cases (uni-gram, bi-gramor tri-gram
does not occur in dictionary). The decompression unit decides decode for tri-gram
or other cases based on the first bit of the first byte that it reads from the encoded
stream. If thefirst bit is 0, it decodes for standard tri-gram.Otherwise, it decodes for
other cases. We describe the detail of decompression unit as following:

– The most significant bit of first byte is 0: the decompression unit will read
three bytes more, search the tri-gram corresponding the value of four bytes
in dictionary and decodes it. This task is the inversion of tri-gram encoding.

Table 3 Compression result

No. Tri-gram Att. Codeword

1 Tôi là sinh 0 00000010-00010110-10011101-10001110

2 viên Trường Ɖại 0 00000010-01010001-11001110-00100110

3 học Tôn Ɖức 0 00000000-11111100-00000100-00101110

4 Thắng 1 10000111-01010100-01101000-11100001-10111010-10101111-01101110-
01100111

5 \r\n (newline) 11111111

6 Tôi đang học 0 00000010-00010110-00001001-11110000

7 môn Ngôn ngữ 0 00000001-01011000-01100011-00010000

8 lập trὶnh 1 10001100-01101100-11100001-10111010-10101101-01110000-00100000-
01110100-01110010-11000011-10101100-01101110-01101000
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– The most significant bit of first byte is 1:

If all remaining bits of the first byte is not equal to 1: the decompression
unit computes the value of the remaining bits of first byte. This value is the
number of bytes that it will read from encoded stream. It will decode for
these bytes based on Unicode UTF8 decoding.
If all remaining bits of first byte is 1: this is the encoded of newline. The
compression unit decodes a newline (\ r\ n) for it.

After finishing the decoding for one tri-gram or other cases, it will read one next
byte, repeat decompression task to decode for other tri-gram or other cases until it
reads to the last byte.

3 Experiments

3.1 Experiment Result

We conduct experiment to evaluate our method, we use a data set which randomize
collect from Vietnamese text and online newspaper. The data set includes 10 files
completely different from size and content.

In order to evaluate the effects of tri-grams in dictionary (the size of dictionary),
we conduct two experiments with dictionary 1 and dictionary 2. According to
Table 1.We show the result of two experiments in Table 4. According the Table 4, we
find that the compression ratio from the dictionary 2 is better than the compression
ration from the dictionary 1. So if we have an enough dictionary of all tri-grams, the
compression ratio will be the best. In Tables 4 and 5, Figs. 2 and 3, we have some
abbreviations and meanings as following: OFS: original file size, CFS: compressed
file size, CR: compression ratio, D1: dictionary 1, D2: Dictionary 2.

Table 4 Compression ratio of dictionary 1 and dictionary 2

No. OFS (Byte) CFS-D2 (Byte) CR of D2 (%) CFS-D1 (Byte) CR of D1 (%)

1 1166 185 84.13 305 73.84

2 2240 359 83.97 719 67.90

3 6628 1710 74.20 2404 63.73

4 12,224 2057 83.17 3321 72.83

5 22,692 3702 83.69 7469 67.09

6 49,428 7870 84.08 15,872 67.89

7 96,994 17,723 81.73 27,161 72.00

8 156,516 27,434 82.47 41,228 73.66

9 269,000 49,902 81.45 70,105 73.94

10 489,530 92,739 81.06 135,639 72.29
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In Fig. 2, the compression ratio when we use the dictionary 2 is higher than the
compression ratio of dictionary 1.

In order to evaluate our method with other methods, we compress these input
files using WinRAR version 5.21 and WinZIP to have a comparison. In Table 5, we
show the result of our method in 10 cases above in comparison with WinRAR and
WinZIP. According to Table 5 and Fig. 3, our compression ratio is better than
WinRAR, WinZIP. Especially when file size is small. Our method achieves a
higher compression ratio than WinRAR and WinZIP.

Table 5 Compression ratio of our method, WinRAR and WinZIP

No. OFS CFS (Byte) of
our method

CR of our
method (%)

CFS (Byte)
of WinRAR

CR of
WinRAR
(%)

CFS (Byte)
of WinZIP

CR of
WinZIP
(%)

1 1166 185 84.13 617 47.08 676 42.02

2 2240 359 83.97 887 60.40 946 57.77

3 6628 1710 74.20 2052 69.04 2111 68.15

4 12,224 2057 83.17 3378 72.37 3442 71.84

5 22,692 3702 83.69 6162 72.85 6150 72.90

6 49,428 7870 84.08 12,504 74.70 12,286 75.14

7 96,994 17,723 81.73 21,389 77.95 21,321 78.02

8 156,516 27,434 82.47 34,162 78.17 34,362 78.05

9 269,000 49,902 81.45 56,152 79.13 57,671 78.56

10 489,530 92,739 81.06 101,269 79.31 108,175 77.90

Fig. 2 Comparison between dictionary 1 and dictionary 2
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4 Conclusion

In this paper, we present a new and efficient method for text compression using
tri-grams dictionary. To demonstrate the effects of size of dictionary (number of
tri-grams in dictionary) we conduct our experimental results on two dictionaries.
The result shows that a big size of dictionary will give a higher compression ratio
and vice versa. In order to further evaluate our method, our experiments are con-
ducted on the same data set using our method, WinRAR and WinZIP. The
experimental results show that our method achieves a higher compression ratio than
that of WinRAR and WinZIP. Especially when the file size is small. We plan to
collect more data to increase size of dictionary to enhance the compression ratio.
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Big Data Analysis for Event Detection
in Microblogs

Soumaya Cherichi and Rim Faiz

Abstract The growing complexity of the Twitter micro-blogging service in terms
of size, number of users, and variety of bloggers relationships have generated a big
data which requires innovative approaches in order to analyse, extract and detect
non-obvious and popular events. Under such a circumstance, we aim, in this paper,
to use big data analytics within twitter to allow real time event detection. These
challenges present a big opportunity for Natural Language Processing (NLP) and
Information Extraction (IE) technology to enable new large-scale data-analysis
applications. Taking to account all the difficulties, this paper proposes a new metric
to improve the results of the searches in microblogs. It combines content relevance,
tweet relevance and author relevance, and develops a Natural Language Processing
method for extracting temporal information of events from posts more specifically
tweets. Our approach is based on a methodology of temporal markers classes and
on a contextual exploration method. To evaluate our model, we built a knowledge
management system. Actually, we used a collection of 10 thousand of tweets
talking about the current events in 2014 and 2015.

Keywords Microblogs � Relevant information � NLP � Event detection � Big data

1 Introduction

One of the most important facts on twitter is that data varies in volume, velocity,
veracity and variety (unstructured and structured). However, this creates an
opportunity to improve effective event detection models by taking advantage of
patterns that is created from big data analysis. A great deal of research has
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addressed the problem of trending news and hot topics in real time from
microblogging messages (Tweets) to satisfy the user’s information needs and
provide hot events. However, most research works rely on traditional data ware-
houses (EDWs) and Traditional data analysis tools to analyse microblogs such as
twitter. Nonetheless traditional EDWs can’t handle unstructured data, which is the
bulk of most blogger’s interaction data being generated on twitter (i.e., #Hashtag,).
Whereas Big data analysis can be deemed to analyse this special kind of chaotic
data.

Automatic event detection is one of Big Data tasks that have emerged to gain big
insight about popular topic and events on social media. More precisely, social
media is greatly impacting the growth of big data; and big data is providing suitable
tool to understand the huge volume of data generated on microblogs. Most
importantly, big data enables to do iterative data discovery that leads to analyse,
detect and extract useful knowledge such as popular events. With particular ref-
erence to this issue, we focus on this work on the problem of automatic online event
detection on Twitter microblogs by combining a big data analytics environment
with Twitter analytics to create a novel approach that can enhance events detection
within the big data space. We aim to leverage an accurate and timely automatic
identification of events in tweets.

In recent world events, social media data has been shown to be effective in
detecting earthquakes [1, 2], rumors [3], and identifying characteristics of infor-
mation propagation [4]. This incites us to study the problem of event detection,
which is an interesting and important task in such circumstances. In fact Event
detection approaches designed for documents cannot be strictly applied to tweets
due to their specific characteristics. Our work consists in suggesting a new metric,
which allows studying the impact of each feature on impact on the quality of search
results. We also intend to develop a Natural Language Processing method to extract
temporal information from tweets.

We gathered the features on three groups: those related to content, those related
to tweet and those related to the author. We used the coefficient of correlation with
human judgment to define our score. For processing the content of tweets, we
intend to use resources and linguistic methods. To identify event information from
tweets, we proposed to identify five classes of linguistic markers (key-words)
namely temporal markers (calendar term, occurrence indicator, relative pronoun,
transitive verb). Our experimental result uses a corpus of 10 thousand of subjective
tweets, which are neither answers nor retweets.

The remainder of this paper is organized as follows. In Sect. 2, we give an
overview of related works. In Sect. 3, we present our approach of Event information
extraction and discuss experiments and obtained results in Sect. 4. Finally, Sect. 5
concludes this paper and outlines future work.
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2 Related Works

Researches on methods for Big Data are of interest in social computing area, since
there are millions of online social contents, with many more being generated daily.
As long as we know, there are no any papers that study the effects of Big Data
analytics for event detection on Twitter. As the primary goal of this paper is to
provide an event extraction approach from tweets using big data analytics methods,
we aim, on the following, to present a brief strong and comprehensive study of
current research on Big Data. This study aims to underline and explain the
importance of detecting events using Big Data techniques.

By definition, “Big data refers to data sets whose size is beyond the ability of
typical database software tools to capture, store, manage and analyse” [5]. In fact,
nowadays, we are in the dawn of the big data era, where people are concerned with
how to rapidly get the desired information, and Big Data analytics present suitable
methods and techniques to extract key information from massive data. Indeed, big
data analytics is where advanced analytic techniques are applied on big data sets
[6]. Thence, those analytics have as a goal to discover associations and understand
patterns and trends within a huge volume of data. Big data analytics are described
by three primary characteristics: volume, velocity and variety and it has the
potential to take advantage of the explosion in data to extract insights for making
better informed decisions and bring values for enterprises and individuals.

Owing by the increasing importance of Big Data analytics, many tools for big
data mining and analysis are available. The most knowing offline analysis archi-
tecture are essentially based on Hadoop such as include Facebook’s open source
tool Scribe, LinkedIn’s open source tool Kafka. They are using in order to reduce
the cost of data format conversion and improve the efficiency of data acquisition.
Twitter data volume is expected to grow dramatically in the years ahead. In
addition, large volumes of high velocity, complex, and variable data are generated
that require advanced techniques able to manage and analyse the information.
Hence, it is vitally important for “social media analysis approaches” to acquire the
available tools, infrastructure, and techniques to leverage big data effectively or else
risk losing potentially their innovative nature.

Several works have focused on the analysis of data posted on microblogs,
particularly in Twitter. References [7, 8] propose approaches for sentiment classi-
fication regarding Twitter messages i.e. determine whether tweets express a posi-
tive, negative or neutral feeling. Positive and negative polarities correspond
respectively to a favourable and unfavourable opinion as well. To solve this task,
the authors have used natural language processing and machine learning tech-
niques. Reference [9] proposes an approach to measure user influence in twitter.
Many studies have found that there is a high correlation between the information
posted on the web and present results. Reference [10] have used tweets to analyze
awareness and anxiety levels of Tokyo inhabitants during the events of earthquakes
tsunami and the sites of nuclear emergencies in Japan in 2011. Reference [11] have
presented a method to measure the prevalence of H1N1 disease in the population of

Big Data Analysis for Event Detection in Microblogs 311



United Kingdom. They also sought in the tweets the symptoms related to the
disease and obtained results, which were compared with real results from the Health
Protection Agency. Besides [12, 13] analysed the tweets to predict public opinion
and then compared the results with the surveys.

Tweets reflect useful event information for a variety of events of different types
and scale. These event messages can provide a set of unique perspectives,
regardless of the event type [14, 15], reflecting the points of view of users who are
interested or who participate in an event. In case of unexpected events such as
Earthquakes, Twitter users sometimes spread news prior to the traditional news
media [16]. Previous work on event extraction [17, 18] have focused largely on
news articles, as historically this genre of text has been the main source of infor-
mation on current events. In the meantime, several research efforts have focused on
identifying events in social media in general and on Twitter in particular [19, 20].
Recent work on Twitter has started to process data as a stream, as it is produced, but
has mainly focused on identifying events of a particular type, e.g., news events [21,
22], earthquakes. Other works identify the first Twitter message associated to an
event as soon as it happens [11].

In the context of event extraction from tweets, [23] have developed a framework
that takes a keyword related to a particular event, returns a summary that responds
to the request. The summary contains the time of the beginning that indicates when
the event began to be discussed, a term that specifies how long the event was
discussed, and a small number of posts during this time interval. In the same
context, [24] proposed a method to generate summaries from tweets (in real time)
covering an event e. Our work consists in examining the role and impact of social
networks, in particular microblogs, on public opinion. We aim to analyze the
behavior of users through the texts they post in order to extract the events that
reflect the interests and opinions of a population. We introduce in this paper our
approach for tweet search that integrates different criteria namely the social
authority of micro-bloggers, the content relevance, the tweeting features as well as
the hashtag’s presence. Once we selected relevant tweets, we move to the step of
identifying event information from these tweets. In the addition we want to identify
classes of linguistic markers (key-words) namely temporal markers. This way our
work can be seen different and unlike the work of [25, 26] which use only sets of
keywords to detect events known in advance. In addition to the previous works we
intend to detect events “not previously known” that can be stimulating for users at
the same time.

There is no need to include page numbers or running heads; this will be done at
our end. If your paper title is too long to serve as a running head, it will be
shortened. Your suggestion as to how to shorten it would be most welcome.
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3 Event Detection

To detect a target event from Twitter, we search from Twitter and find useful
tweets. Our method of acquiring useful tweets for target event detection is portrayed
in Fig. 1. After normalizing the feature scores, these three scores are combined
linearly using the following formula:

Score Ti;Qð Þ ¼ Scorecontent Ti;Qð Þþ b ScoreTweet Ti;Qð Þþ c ScoreAuthor a;Qð Þ
ð1Þ

with

• Scorecontent(Ti, Q) on [0, 1] because tweet content should deal with the topic of
request. In fact, being able to measure the content relevance of a tweet is
essential from a semantic perspective, since it enables distinguishing between
noise and pertinent tweets: pertinent tweets must have a content score that goes
beyond a threshold value which is the mean of the scores, otherwise it is
considered non pertinent and can’t be considered for the second filtering
step. Once we selected the most relevant tweets according to the most reliable
scorecontent, then we calculate the score of tweets according to scoretweet and
scoreauthor mentioned above

• Scorecontent (Ti, Q) is the normalized score of the relevance of content;
• ScoreTweet (Ti, Q) is the normalized score of the specificity of the tweet Ti;
• ScoreAuthor (a, Q) is the normalized score of the importance of the author

(a) corresponds to the blogger who published the tweet Ti; β + γ = 1;
We note that:

• Scorecontent(Ti, Q) = Relevance(T, Q) + Lg(Ti) + Popularity(Ti, Tj,
Q) + Quality(Ti);

• ScoreTweet(Ti, Q) = Url count(Ti) + Hashtag Count(Ti) + Retweet(Ti) + Reply
(Ti) + Favor(Ti);

• ScoreAuthor(a, Q) = TwitterPageRank(a) + Audience(a) + Tweet Count
(a) + Mention Count(a) + Expertise(a) + RetweetRank(a) + Follower
(a) + Following(a);

Once we selected relevant tweets, we move to the step of identifying event infor-
mation from these tweets. We automatically extract all information about events
from tweets and specify more information about these events: associations, loca-
tions, temporal settings, etc. We propose an event extraction system that aims at
automatic extracting of significant sentences (or paragraphs) bearing information
with temporal knowledge from news articles as well as identifying the agent, the
location, and the temporal setting of those events.
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Our system (cf. Fig. 1) is divided into five modules:

1. A lexical analysis module allowing the chunking of a tweet into words.
2. A morphological analysis module identifying words while triggering functions

that deal with morphological inflexions and generate a morpho-syntactic code
for each word.

3. A syntactic analysis module that re-establishes the order of the morpho-syntactic
codes generated by the morphological analyser with the aim of building some
morpho-syntactic structures.

Fig. 1 Architecture of our method
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4. An extraction module, which allows us to pick out markers in order to identify
distinctive sentences, which represent events.

5. A module for interpretation of the extracted tweets to identify “Who did
what?”, “to whom?” and “where?”.

3.1 Extraction and Interpretation of Event Information

Based on the results of the research of Faiz [17], we analyzed several tweets; we
noticed that they might have one of the following forms:

1. Calendar term followed by an event. Example:
#Tunisie: et maintenant, le tour de l’élection#présidentielle; blog de
@GeopolisFTV http://geopolis.francetvinfo.fr/tunisie-la-democratie-en-marche/
2014/11/17/tunisie-apres-les-legislatives-la-presidentielle.html …

2. Preposition followed by a calendar term. Example: Depuis le 25 mai, les
Français de Tunisie sont représentés par 5 conseillers consulaires: leurs noms,
leur mission. http://www.ambassadefrance-tn.org/Election-des-conseillers …

3. Event followed by a calendar term. Example: Officiel: Le deuxième tour de
l’élection présidentielle en #Tunisie aura lieu avant le 31 décembre 2014.
https://twitter.com/albawsalatn/status/4817

4. Subject followed by a relative pronoun, followed by a verb cause-consequence,
and followed by event. Example: Jour historique en #Tunisie qui organise sa
première élection présidentielle libre après 24 ans de benalisme

5. Subject followed by a verb cause-consequence, followed by event. Example:
L’Union européenne déploie 100 observateurs pour l’élection présidentielle en
Tunisie http://fb.me/1J6uq02NQ

6. Subject followed by a verb cause-consequence, followed by event. Example: En
Tunisie, l’élection présidentielle s’achemine vers un second tour http://www.
lemonde.fr/tunisie/article/2014/11/23/president

This representation has led us to draw the main linguistic markers and to sequence
them according to their types.

1. The calendar term class

(a) propo-num stands for preposition + number. Example: Depuis 2012
(b) Cal-num stands for: calendar + number. Example: Janvier 2010.
(c) Prepo stands for preposition. Example: maintenant,
(d) Num-cal-num stands for number + calendar + number Example: 17 janvier

2014.

2. The occurrence indicator class

(a) Adj_occ stands for adjective + occurrence. Example: une autre fois, la
dernière fois, la première fois
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(b) Adt_det_occ stands for tense adverb + determiner + occurrence. Example:
encore une fois.

3. The relative pronoun class

(a) Prr_aux_ppa: relative pronoun + auxiliary + past participle. Example:
#Tunisie qui a organisé

(b) Prr_aux_adv_ppa stands for relative pronoun + auxiliary + adverb + past
participle. Example: qui a trop bu.

4. The cause-consequence verb

(a) Verbconsq_subject: event + verb + event
Example: mini-tornade a provoqué des dégâts

(b) Verbconsq_argument: subject + verb + event. Exemple: le Conseil de
prévention et de lutte contre le dopage avait provoqué une petite crise avec
l’Union cycliste.

As the temporal markers are independent from the language, our Twitterim
system can also be applied to English corpus and Arabic corpus. Examples of
temporal markers:

• maintenant (french), now (English), نلآا (Arabic).
• depuis 2012 (french), since 2012 (English), 2012 ذنمماع (Arabic).
• une autre fois (french), another time (English), ةرمىرخا (Arabic).
• avant (french), before (English), لبق (Arabic).

4 Experimental Evaluation

We built a search engine that we have called “TWEETRIM”, which allows to
calculate all scores and display the most relevant tweets according to these score. It
has as input a query composed of three keywords and as output a set of relevant
tweets relative to the query.

To collect 10 thousand articles from Twitter, we implemented a Java program
that used the Twitter4 J library. This library provides access to data (tweets, user
information…) Twitter via its programming interface, Twitter API. We mainly
studied the content of tweets (their sizes, the most frequents words, words known
by a French lexicon), the preoccupations users based on hashtags used, the behavior
of users. …

To perform queries and to collect the human judgment of relevance followed the
following steps:

• We collected 1000 queries on recent actualities in Tunisia from users,
• then, we used the system that we have built which allows us to view the relevant

10 results according to the score of the content,
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• And then, we asked 450 users to judge the 10 first results of each query.

We suppose that the content relevance already exists and we will improve our
search result by varying our two other scores; ScoreTweet and ScoreAuthor. We
calculate the correlation coefficient between our scores and the corpus, which
allowed us to find our weighting coefficients β and γ.

4.1 Results

4.1.1 Estimation of Weights

We make a comparison within the values of correlation coefficients and through the
results, we observe that the best correlation coefficient between βScoreTweet +
γScoreAuthor with human judgment score = 0.3842 when β = 0.8 and thus γ = 0.2
(Fig. 2).

4.1.2 Evaluation of the System

The reference model combines only the features linearly without weighting. This
model gave us the correlation coefficient equal to 0.2459 and our model gave us the
correlation coefficient of 0.3842. It can clearly be noticed that there is 56 %
improvement in the satisfaction of our human judgment (Fig. 3).

The event information extraction was derived by running the system on tweets
already selected through Twitterim from our dataset. The tweets covered different
themes like weather reports, politics, statements of people and editorials.

On the whole, around 10 thousand tweets were used to ascertain that the
extraction module (event information extraction) did work. We have conducted
experiments to verify the effectiveness of our proposed approach to event infor-
mation extraction. Firstly, human experts evaluated the extracted event sentences
and over 80 % of them were deemed good event sentences. Secondly, in order to
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measure the performance of the system, the results for the testing of the event
extraction system were measured using standard information extraction units recall
and precision where:

Recall ¼ No: of relevant event sentences identified
No: of relevant event sentences

¼ 80%

Precision ¼ No: of relevant event sentences identified
No:of event sentences identified

¼ 88:9%

5 Conclusion

We have proposed in this paper a new metric for Social Research on twitter and
event information detection. Through experiments we demonstrated that the pro-
posed approach is efficient and is able to capture reasonable events in topic streams
and random streams on Twitter.
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Building 3D Object Reconstruction System
Based on Color-Depth Image Sequences

Ngoc Quoc Ly, Tai Cong Tan Vu and Thanh Quoc Tac

Abstract In this paper, we present a 3D object reconstruction system based on
color and depth image sequences. The main intention is to build a sufficient system
that can digitize the shape and color texture of real objects. Our contributions are
the combination of individual processes into one unified procedure and some
improvements on these methods. The system consists of four main phases. First, we
improve the separation of object from background by performing a saliency map on
depth image. Next, we represent the surface of object by a global point cloud and
use Poisson reconstruction method to reconstruct the surface mesh. Finally, we
propose neighborhood interpolation mapping technique for assigning color of
reconstructed model. The experiments conducted on practical datasets have shown
that our system is able to scan, reconstruct and simulate real objects completely.

Keywords Surface reconstruction � Object detection � Saliency map � Oriented
normal � Texture mapping

1 Introduction

The modeling, recognition, and analysis of the real world are principal goals in
Computer Vision & Computer Graphics. The most important problem of these
objectives is obtaining a digital representation of real objects [1]. In traditional way,
we mostly collect and store the information of objects in the form of 2D data which
remains many deficiencies with this data type because of the incomplete details
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when performing real objects. To improve this, people nowadays use the 3D data
having more effectiveness and advantages than 2D data by the fact that it contains
much more information.

Recently introduced RGB-D cameras (e.g. Kinect) are able to capture syn-
chronized color and depth images. With its advanced sensing techniques, this
technology opened up an opportunity to develop an economical 3D scanner with
acceptable quality. There have been many studies introduced to deal with this
problems, Kinect Fusion (Microsoft) and 123D Catch (Autodesk) is the typical
ones. Kinect Fusion require a RGB-D sensor to capture data while 123D Catch only
need a RGB camera to do it, both of them after that can provide a detailed 3D
model of the scene. However, both the main object and the surrounding environ-
ment are reconstructed, it is hard to model only the expected target. The challenge is
to build a system that can separate object automatically and reconstruct its entire
appearance. That led to problems need to be solved: detect object, reconstruct
surface of object, map color texture to the surface.

In specific, our 3D object reconstruction system needs color-depth image
sequences as input. In the beginning, we present a new method that can automat-
ically separate the main object from the environment by estimating a saliency map
on the depth images. Subsequently, we perform the registration to organize the
collected data to obtain a global point cloud that represents entire surface of object.
After that, we reconstruct the surface mesh by performing a Poisson explicit
function [2] with oriented normal field as an input along with the point cloud.
Finally, the texture of surface mesh will be mapped by our neighborhood inter-
polation technique. The purpose of this system is to reconstruct a model that can
represent both the structure and texture of real objects for recognition, printing or
analysis. Furthermore, this procedure can be applied to mobile applications. We use
phone’s camera to capture a real object, then present it to the screen as 3D data.
User can interact with objects in the real-world more naturally.

This paper is organized as follows: Sect. 2 outlines the related works in object
segmentation and surface reconstruction. Section 3 describes our approach in object
detection and Sect. 4 provide the registration for constructing the global point
cloud. Section 5 presents steps to reconstruct the surface and color mapping will be
detailed in Sect. 6. Section 7 shows the experimental results of our reconstruction
system. Finally, Sect. 8 draws the conclusion and the future works.

2 Related Works and Our Approach

2.1 Related Works

In object detection field, the common methods using color information like
K-mean, Mean Shift can cluster pixels having similar color value into one
group. However, the difference of color value in one object is very large. Colorful
object can be divided into different clusters. On the other hand, using depth
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information can determine object’s cluster more exactly because object’s pixels
have similar depth value. Research [3] separated object by applying edge detection
and connected components algorithm to segment depth image, authors also pro-
posed a depth value defined by user in order to discard background. In case of
distance between the camera and objects change frequently, threshold depth value
in order to discard background in all cases is a challenge.

In surface reconstruction field, it is a wide range area and there have been many
approaches depend on specific contexts. In case of reconstructing a determined
shape class (e.g. CAD model), some prior knowledge such as collections of simpler
geometric primitives will be very helpful for the reconstruction [4]. Although this
method has some advantages such as the accuracy of reconstructed model is rel-
atively high, it is only suitable for those objects that have repetitive patterns.
Another approach proposed in [5] reconstructs the model by using the scanner
visibility to merge individual range scans. It relies on the information provided by
the camera to determine the space regions are empty or unseen, then to extract
geometry among those regions. Although this method can incrementally build up a
watertight model, it also has some drawbacks such as: poor ability to handle noise
and missing data, requiring scanner information.

The surface smoothness methods mentioned in [2, 6, 7] require a surface point
cloud and normal field as input can reconstruct entire surface of objects. The
approach in [6] computed the signed distance field to extract the surface, while [2]
modeled objects by building up a global indicator function. The method proposed
in [7] reproduces a linear combination of radically symmetric bias functions to
perform surface of objects. While [6] belongs to local surface smoothness group,
[2, 7] are in global one. By imposing the smoothness prior, these methods can be
effective in producing a watertight surface. However, due to the localism, [6] is very
sensitive with noise and non-uniform sampling; [7] also have to face a great dif-
ficulties to handle outlier and missing data. For those problems, the data preparation
including building the surface point cloud and estimating normal field has also
challenges that need to overcome (Fig. 1).

(4)

(4)
(3)

(2)
(2)

(1)Color-depth Image 
Sequences

Expected Object

Point cloud of the surface

Surface mesh Reconstructed model

1. Detection
2. Registration
3. Reconstruction
4. Texture mapping

Fig. 1 The framework of our reconstruction system
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2.2 Our Approach

Our reconstruction system concentrate on solving the following 4 main tasks:
Object detection, registration for building point cloud of surface, reconstructing
triangular surface mesh and mapping color texture to the reconstructed surface.

• Object detection: We segment depth images base on saliency map, then
threshold the segmented image by using two thresholds. Our method decreases
the difference of pixels which are in same cluster and increase distance of
different clusters.

• Registration and reconstruction: We use Poisson implicit function [2] to
reconstruct entire surface of object. We focus on building the global point cloud
that represent the surface of object from discrete point clouds base on RANSAC
and ICP algorithm [7]. For estimating the normal field of the point cloud for the
input of reconstruction, we present the direction spreading technique to
accomplish this step.

• Texture mapping: Due to the similarity of the coordinates between the color
surface point cloud and reconstructed surface mesh, we perform neighborhood
interpolation mapping technique for assigning texture to achieve finished
reconstructed model.

3 Object Detection Method

Image segmentation based on saliency map is an effective method to determine
objects have “salient” colors. The main idea is using depth and contrast feature to
create a saliency map. “Salient” colors means their value have great contrast with
the remaining colors. We note that the depth values of object also have a huge
contrast with background, applying saliency map to segment depth image is very
suitable. We call this method is object detection based on saliency map. Our pro-
cedure has three phases: normalizing depth image, computing saliency map,
thresholding. The input is depth image and output is binary image which 1 is pixel
of object, rest is 0.

First, we need to normalize depth image to grayscale in order to reduce depth
value space, remove unimportant values. Next, we compute saliency map. Each
color of image has a “saliency value”. Saliency value is calculate follow two
factors: the frequency and the difference in distance [8]. The formula is:

S clð Þ ¼
Xn

j¼1

fj
� Dðcl; cjÞ ð1Þ

where cl is value of lth color; S clð Þ is saliency value of lth color; n is total color space; fj
is the frequency of jth color;Dðcl; cjÞ is the differences between lth color and jth color.
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Follow the formula, color is “salient”when it has high contrast and low frequency. It is
corresponding to human visual, we often notice objects having different colors and
were notmistakenwhen comparingwith the remaining surroundings. The complexity
of this formula when applied on depth image is only 2562 (Fig. 2).

Finally, we extract region of object by setting two thresholds for saliency image
by the formula as follows:

y ¼ 255; k1\x\k2
0; otherwise

�
ð2Þ

where y is value after thresholding; x is saliency map value; k1, k2 are threshold
values k1\k2ð Þ. Two threshold values we used is k1 ¼ 150; k2 ¼ 256, obtained
from experiments.

Furthermore, we also apply other supplementary techniques such as background
subtraction, extract connected components… to support and enhance the accuracy
of this detection procedure.

4 Registration Method

For each color-depth-mask set of image, we create a point cloud to illustrate a part of
surface, we call it a local point cloud. Corresponding to each view of data acquisition,
the obtained point cloud will be associated with a separated coordinate. We need to
figure out the transformations to transform them to one unique coordinate system.

First, we extracted all the feature points of the image by the SURF feature
detector [9]. Then we matched that feature points to find out the corresponding
pairs. Base on those corresponding points, we mapped them to real coordinates by
using depth image. After that, we performed the RANSAC algorithm to estimate
the transformation matrix. RANSAC is an iterative method, to estimate the
parameters of a transformation given a dataset [10]. For each iteration, a few
samples are randomly selected to define a matrix (the minimum number of sample
is 3). Then evaluate the model for the whole dataset. This is repeated several times
by choosing new samples for each iteration and keeping the best transformation
found. All out-model points are also be removed. Since RANSAC defined the

Fig. 2 Example of saliency map. After computing the saliency map, the expected object is more
“salient”. We can easily separate it from the background. a Original depth image. b Histogram of
original depth image. c Saliency image. d Histogram of saliency image
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transformation matrix from only 3 points in model, the founded matrix has not been
the best. To improve it, we further use ICP algorithm [11]. This method use entire
points to define the transformation. That means, with pi as source points and qi as
target points, it figures out the Rotation R and translation t by minimizing the
squared distance between each corresponding pairs:

min
X

i

Rpi þ tð Þ � qik k2 ð3Þ

The overview of our registration process can be summarized as follows (Fig. 3).

5 Surface Reconstruction from Point Clouds

5.1 Estimating Normal Field

Let X denote for the point cloud, the tangent plane TpðxiÞ corresponds to the point
xi 2 X, the normal vector at that point is n̂i. The normal vector of TpðxiÞ is defined
by selecting a set of neighboring points of xi, called NbhdðxiÞ—the “k-neighbor” set
(k is a parameter). The tangent plane TpðxiÞ is chosen so that it can approximates
NbhdðxiÞ best. We then applied PCA method to figure out the unoriented normal
vector n̂i. A covariance matrix of NbhdðxiÞ is formed, which is a symmetric 3� 3
positive define matrix:

Ci ¼
X

y2NbhdðxiÞ
y� xið Þ y� xið ÞT ð4Þ

Fig. 3 The overview of our registration process
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If we denote k1i � k2i � k3i as the eigenvalues of Ci which associated with
eigenvectors v̂1i ; v̂

2
i ; v̂

3
i respectively, n̂i is chosen to be either v̂3i or �v̂3i . For the

explanation, the eigenvectors v̂1i ; v̂
2
i express the most variation of 2 dimensions of

data. That means it is the tangent plane TpðxiÞ. The remaining eigenvector v̂3i
orthogonal to two eigenvectors above, so that it is obviously the normal vector.

Now, we adjust the direction of normal field. Let consider the point cloud X,
supposing that two data points xi; xj 2 X is are geometrically close. Ideally, when
the data is dense and the surface is smooth, the two tangent planes TpðxiÞ and TpðxjÞ
are nearly parallel, thus n̂i � n̂j � �1. If the direction of all normal vectors are
consistent, then n̂i � n̂j � 1; otherwise, we need to flip either n̂i or n̂j [6]. We first
start from a single point containing an initial orientation. Then we propagate this
orientation to nearby points whose unoriented normal vectors are nearly parallel.
Performing this iterative process until all vectors are oriented. Our approach is
defined procedurally as:

5.2 Surface Reconstruction

We apply the Poisson implicit function to reconstruct the surface mesh. In details,
this method performs a 3D indicator function v. This function returns value of 1 for
the points locating inside the shape and value of 0 otherwise. It is assumed that the
gradient of the indicator function is as close as possible to the point cloud with
oriented normal. Thus, the oriented point samples can be viewed as the gradient of
the indicator function. The approach to solve this problem is proposed in [2].

The problem of computing the indicator function v reduces to inverting the gra-
dient operator. That means we must find the scalar function v whose gradient best
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approximates the normal field ~V defined by the samples. It can be described mathe-
matically as an optimization problem: minv rv� ~V

�� ��. By applying the divergence
operator, it transforms into a standard Poisson problem: compute the scalar function v
whose Laplacian (divergence of gradient) equals the divergence of the vector field:

r � rv ¼ Dv ¼ r � N ð5Þ

Once solved, the surface is found via function v with a suitable isovalue that
indicates the surface of object. Then we use that information to construct the
triangular surface mesh.

6 Color Mapping

The triangular surface mesh includes: a vertex set P, a triangular set T that connects
all vertices together. We have to assign color texture to set P. We interpolated the
color of each point in P from the original color point cloud PC. For details, with
each point p in P, we found N neighborhood points in the point cloud PC, called set
np, then mapped color of np to p. Color of p depends on distance from p to each
neighborhood point in np and the dependence is represented by a weighted value
W . The weighted value of each point in np is calculated as:

Wi ¼ 1� dnpi
dmax

; i ¼ 1; . . .;N ð6Þ

where Wi is weighted value of ith point in np; dnpi is distance from p to the ith point
in np; dmax is maximum distance from p to a point in np. The color of point p is
interpolated:

Cp ¼ 1
PN

i¼1 Wi

XN

j¼1

WjCj ð7Þ

where Cp is the color of point p that need to be set color; Wi, Wj are weighted value
of ith, jth point in np; Cj is color of jth point in np.

7 Experimental Results

7.1 Object Detection

Our dataset for object detection is obtained from real objects: Box and Teddy Bear.
We use Mean Square Error (MSE) to estimate the difference of our result and
ground truth. We used Microsoft Kinect 360 device to collect data (Table 1).
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Our method rearranged depth value so that we could easily set thresholds to
detect object and eliminate completely background. By the same threshold k1 and
k2, our method detected object region with lower error. With Mean Shift, threshold
values must be changed when we changed distance from camera to object, that led
to MSE of object 2 and 3 were higher than object 1 (Table 2).

7.2 Point Cloud Registration and Surface Reconstruction

From segmented images, we have built up the global point cloud to represent the
surface of object. Then, we estimated the oriented normal field and used both data
as input for the surface reconstruction. At final, we mapped color from the point
cloud to the reconstructed mesh to obtain the final color mesh of reconstruction
(Fig. 4).

By all these results, it proves that all the proposed methods work well for the
reconstruction system. We can consolidate completely global point clouds to rep-
resent the shape of objects, reconstruct the triangular surface mesh of entire objects
and map color for the final models. The reconstructed models can express both the
information of shape and color texture of the objects (Fig. 5).

Table 1 Results of object detection

Object Depth map Ground truth
Method

Our approach Mean Shift

1

2

3

Table 2 Mean square error
results

Object 1 2 3

MSE Mean Shift 617.447 12,311.8 6281.3

Proposed method 229.239 245.325 784.66
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7.3 Estimating Oriented Normal Field

We used point clouds dataset published by Stanford University to test our proposed
method. It contains only point clouds that represent real objects. As you can see, the
incorrect orientation can lead to many unwanted surface components. After per-
forming our method for orienting directions, the reconstructed model is more
accurate.

8 Conclusion and Future Works

This paper presented the general procedure to develop a system used as a low-cost
3D scanner for reconstruction and simulation real objects in 3D virtual data. We
have also contributed some new approaches in these issues: image segmentation,
registration and surface reconstruction. The results can be used as input data for
many further applications such as: recognition, printing, analysis…

We continue to improve the segmentation module to separate objects more
accurately. Besides, we will also enhance the resolution of images sequence
acquired by the technique of Video Super Resolution, the quality of 3D Object

Real object
Point cloud of 

object
Reconstructed 

surface
Reconstructed 

model

Fig. 4 Real objects and the experimental results of registration, reconstruction and texture
mapping process

Dragon

Object Surface point cloud
Reconstructed Surface by normal

Raw normal Our proposed method

Happy 
Buddha

Fig. 5 Improvements in our proposed method for oriented normal estimation

332 N.Q. Ly et al.



reconstruction would achieve a very high quality. We are also working hard to
combine this module with our developing Visual SLAM system to achieve more
real-life applications in the future.
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Key Frames Extraction from Human
Motion Capture Data Based on Hybrid
Particle Swarm Optimization Algorithm

Xiaojing Chang, Pengfei Yi and Qiang Zhang

Abstract Extracting key frames from human motion capture data is a hot issue of
computer animation in recent years. Though the reconstruction error of the key
frames by current methods is small, the number of key frames still needs to be
reduced. In order to produce results with less key frames and small reconstruction
error, we propose a method employing hybrid particle swarm optimization algo-
rithm to extract key frames. By introducing evolution strategy of Genetic Algorithm
(GA) to hybrid particle swarm optimization algorithm, the method can get key
frames with optimal compression ratio and small reconstruction error. Experimental
results show the effectiveness of our method.

Keywords Key frames � Hybrid particle swarm optimization algorithm �
Compression ratio � Reconstruction error

1 Introduction

Human Motion capture has been widely used for animations and Hollywood
blockbusters. However, because of the complexity of human body and the vari-
ability of human motion, the motion data which is captured is substantial [1]. It is
hard to deal with the multidimensional motion data. The storage of the multidi-
mensional human motion data is also a challenge [2]. In order to reduce the storage
space of these motion capture data, researchers proposed several methods to extract
the key frames from human motion capture data. The main methods can be divided
into the following categories:
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1. Curve simplification methods. According to the movement of the joint, Bulut
and Capin [3] draws motion curves. Then they base Gaussian filtering to extract
the characteristic points on the curves. Halit and Capin [4] reduce the dimen-
sions of motion capture data through the method of PCA. Then they use
multi-scale Gaussian filtering to gain the key frames, and cluster to determine
the final key frames. Peng et al. [5] extract key frames based on the central
distance features from the center joint root to limbs. The central distance fea-
tures are the two-dimensional distance, so they use the method of PCA to extract
the one dimensional information.

2. Extraction methods based on clustering. Liu et al. [6] propose that the motion
data is divided into N clusters. They take the first frame of each cluster as the
key frame. Arikan [7] cluster movement data first. Then they compress data
using CPCA. Park and Shin [8] first turn the motion data into quaternion, then
using PCA and k—means clustering method processes data to get the key
frames.

3. Frame decimation methods. Li et al. [9] extract key frames basing on frame
spacing. The frame spacing is calculated by the quaternion. Then set the
threshold and calculate the distance of current frame and the next frame. If the
frame spacing is less than the threshold, the front frame is eliminated. The
frames which are not eliminated are as the final key frames.

4. Matrix factorization method. Gong and Liu [10] expresses the movement
sequence with matrix, using the singular value decomposition (SVD) to pick up
the key matrix to get the key frames. Cooper and Foote [11] using nonnegative
matrix decomposition method to extract the key part of the video. The complex
of this kind of methods is high.

5. Intelligent method. Liu et al. [12], present the method which combines the
Genetic Algorithm (GA) and the simplex method. GA is applied to calculate the
complex nonlinear problem. It is good for global searching and weak for local
searching. The simplex method has the strong ability of local searching.

Curve simplification methods may lose the detail information of motion
sequences, which impacts on the key frames. Clustering and frame decimation
methods need to set threshold. The threshold depends on experience value too
much. These methods need multiple tests to get the threshold, which is a waste of
time and resources. The method based on the GA and the simplex use two complex
frameworks which are difficult to implement.

To overcome the disadvantages mentioned above, we propose an approach using
hybrid particle swarm optimization algorithm extracts key frames. The method uses
the evolution method that the offspring particles instead of the parent particles of
GA, which is easy to realize and needn’t to set threshold. Meanwhile, the method
adopts the strategy of the compression ratio and reconstruction error as the fitness
function to produce results with lower compression ratio and little reconstruction
error.
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2 Key Frames Extracted Based on Hybrid Particle Swarm
Optimization Algorithm

Particle Swarm Optimization algorithm (PSO) was originally proposed in 1995,
aiming at the development of computational intelligence [13]. The algorithm looks
particles as the birds. Each bird searching food likes a particle finding the optimal
value [14]. Comparing with general optimization algorithms, the most prominent
characteristic of PSO is the fast convergence speed [15]. Hybrid particle swarm
optimization [16, 17] is based on the PSO, adding the hybrid theory of GA. Hybrid
particle swarm optimization algorithm is utilized to extract key frames and com-
press movement data. We must test this algorithm before it is applied. This paper
uses the variance test method. Basic steps are as follows:
Step1 Initialize the position and velocity of the particles;
Step2 Calculate the fitness value of each particle. The particle’s fitness value is Pi

and the optimal fitness value of all particles is Pg;
Step3 The fitness value of Pg is stored in the array V. Take the current 100 Pg to

obtain the variance according to the variance formula;

s2 ¼ M � x1ð Þ2 þ M � x2ð Þ2 þ M � x3ð Þ2 þ � � � þ M � xnð Þ2
n

ð1Þ

M ¼ x1 þ x2 þ x3 þ . . .þ xn
n

ð2Þ

where n is the number of data, and x1; x2; x3. . .xn represent values of data,
and M is the average of the data.

Step4 If the variance is smaller than the set value, the iteration will stop. Then
output the key frames, otherwise returns Step3

In our paper, the fitness function is a combination of two constraints [18]. The
target of extract the key frames is the minimum compression ratio and error rate.
The two goals is a contradiction, so setting the fitness function is:

fitness ¼ 0:50 � Ekeyframe þ 0:50 � Eerror ð3Þ

Ekeyframe is the compression ratio. That is, the ratio of the key frames and the total
number of frames. Eerror is the error rate, namely the ratio of reconstruction error of
key frames and maximum reconstruction error.

This paper adopts the method of spherical interpolation to reconstruct the motion
sequences. Frame spacing of original motion and the motion of reconstruction:

E ¼ 1
n

Xn
i¼1

M1 ið Þ �M2 ið Þð Þ2 ð4Þ
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where M1ðiÞ is the original motion data, M2ðiÞ is the reconstructed motion data, n is
the total number of the motion frames.

3 Results

In this paper, we use the motions of the motion capture database [19] of Carnegie
Mellon University (CMU) to test our method. The sampling frequency for the
human motion capture data is 120 frames/s. There are 2605 trials in 6 categories
and 23 subcategories. In the lab tests, we select four kinds sports: walking (315
frames), jumping (439 frames), kicking a ball (801 frames), walk-jump-walk (1199
frames). The format of the data is BVH. The parameter settings of hybrid particle
swarm optimization algorithm in the experiments are as follows: The number of
particles is 30. Acceleration constant c1 is 2.5. Acceleration constant c2 is 2.0. The
maximum inertia weight wmax is 1.2. The minimum inertia weight wmin is 0.8. The
hybrid probability Pc is 0.9. The proportion of hybrid pool size Sp is 0.2.

Experiment 1: Using the hybrid particle swarm optimization algorithm to extract
key frames.

Figure 1 show using our method deals with four kinds of typical motion data and
the process of extracting key frames. The horizontal axis shows the number of
iteration. The vertical axis represents the best fitness value of iteration. The fitness
value decreases with the increase of the number of iteration. When the program gets
the stop condition, it output the optimal fitness value and gets the extracted key
frames sequence.

Experiment 2: The Saliency method [4] is a relatively new method and has
representativeness. The method has been compared with the other two methods and
is superior to other methods. So using our method and the method of [4] deal with
motion sequence to get the key frames. Calculate compression ratio and recon-
struction error.

Seen from Table 1: for the simple walk, the reconstruction error of [4] is much
higher than our method. In addition, the compression ratio of [4] is 14.3 %. The
compression ratio (5.1 %) has a significant reduction in our method, which sig-
nificantly reduce the number of key frames. Jump is an action of feet off the ground.
For the movement of jumping, the compression ratio of [4] more than 5.2 % of our
method. And using our method, the reconstruction error is smaller than [4], so the
reconstructed movement is close to the capture motion. For kicking a ball, the
compression ratio of the method [4] is 11.1 %, 4.2 % more than our method. And
the reconstruction error of the article is also smaller than the method [4]. It is
concluded the number of the key frames which is extracted by our method is few,
and the key frames can accurately representative of the original movement. For
more complex walk-jump-walk which consists of some simple movements, the
compression ratio which uses hybrid particle swarm optimization algorithm is
2.6 % less than that of the method of [4]. But the reconstructed motion sequence is a
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little poor, namely that the reconstruction error is larger. It shows that for motion
capture data that contains a variety of simple movement forms, the adaptability of
our method needs to be improved.
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Fig. 1 The fitness value of four sports varies with the number of iteration. a The fitness value of
walking varies with the number of iteration. b The fitness value of jumping varies with the number
of iteration. c The fitness value of kicking a ball varies with the number of iteration. d The fitness
value of walk-jump-walk varies with the number of iteration
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In summary, for the gently walking, the basic movement jumping and kicking a
ball of a little more complex movement, the reconstruction error gotten by our
method is lower than the method Saliency of [4], and the effect of reconstructed
motion is also better. For more complex motion walk-jump-walk, the effect of
reconstructed motion is slightly inferior. But whether for simple or complex
movement the compression ratio gotten by our method is lower than the Saliency of
[4]. So our method has good ability to compress motion data and can more effi-
ciently extract the key frames.

According to Table 1, compare the compression ratio and reconstruction error of
the motion capture data extracted by our method and the method Saliency of [4].

Figure 2a shows that using hybrid particle swarm optimization algorithm to get
the compression ratio of four different types movements is about 7 %, and the

Table 1 Compression ratio and reconstruction error using our method and the method of [4]

Motion type Total
frames

Number of the key
frame

Compression
ratio (%)

Reconstruction
error

Walking 315 45(29) 14.3(9.2) 44.71(32.59)

Jumping 439 58(35) 13.2(8.0) 45.65(30.60)

Kicking a ball 801 89(55) 11.1(6.9) 35.50(31.76)

Walk-jump-walk 1199 112(80) 9.3(6.7) 25.83(33.11)
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Fig. 2 a The compression ratio of the key frames extracted by our method and the method
Saliency of [4]. b The reconstruction error of the key frames extracted by our method and the
method Saliency of [4]
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compression ratio gotten by the method Saliency of [4] is more than 10 %. By the
above know our method compresses movement data better and make it easier to
store and application. From the Fig. 2b, we can realize using the hybrid particle
swarm optimization algorithm to extract the key frames from most sports, not only
gets low compression ratio and reconstruction error, but also makes the key frames
from the movement data more accurately.

4 Discussion

In this paper, we propose using hybrid particle swarm optimization algorithm to
extract key frames. The method uses the evolution method of the offspring particles
instead of the parent particles of the GA, which is easy to realize. Our method
adopts the compression ratio and reconstruction error as the fitness function. The
method can guarantee the integrity of the motion sequences information and
needn’t to set threshold. For most motions, our method is conducive to the com-
pression and storage of data.

For some simple movements like walking, jumping, kicking a ball, our method
can extract less number of key frames with lower reconstruction error. For complex
movement which is consisted of a variety of simple motions like walk-jump-walk,
although the reconstruction error received by our method may not be minimal, the
number of the key frames is still less. Therefore, our method can be apply to the
tasks which require minimal storage space for human motion capture data.
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Living Labs for Human Motion Analysis
and Synthesis in Shareconomy Model

Marek Kulbacki, Kamil Wereszczyński, Jakub Segen, Artur Bąk,
Marzena Wojciechowska and Jerzy Paweł Nowacki

Abstract The article presents the Living Labs for Human Motion Analysis and
Synthesis (LivMASS), which is a shareconomy resource. It is intended to integrate
local and geographically distributed stakeholders. The current resources and potential
of LivMASS are described, including its laboratories, research activities, specific
projects, collaborations and the collected datasets. A telepresence infrastructure is
used to support research activities across Poland, within the Pionier Network and in
Europe within the GEANT Network. The funding resources and planned funding
strategies include targeted programs for research based on a LivMASS network, a
communication campaign, and programs to foster networking and the inclusion of
SMEs, universities, medical institutions and other prospective stakeholders.

Keywords Shareconomy � Living Labs � Motion Labs

1 Introduction

The Polish-Japanese Academy of Information Technology (PJAIT) conducts
research and development in information and communications technology
(ICT) specializing in Artificial Intelligence, Bioinformatics, Social Informatics,
Computer Graphics, Image and Video Processing and Human Motion Analysis and
Synthesis. During the last five years, in the Research and Development Center of
PJAIT in Bytom, Poland concept evolved of motion analysis and synthesis labs in
shareconomy model. In this period four research laboratories: Human Motion Lab
(HML), Human Microexpression Lab (HMX), Human Seeing Lab (HSL) focused
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on video and image analysis, Human Facial Modeling Lab (HFML) have been
created with the help of using EU and national grants. Also, two more are being
formed: Human Dynamics and Multimodal Interaction Lab (HDMI), and Wearable
Technology Lab (WTL) to study performing movement analysis in real-time [1, 2],
with immediate feedback to both expert and patient.

This article provides a description of the PJAIT R&D Center and conducted
there research activities. It begins, in Sect. 2 with an overview of the R&D Center’s
research areas, laboratories and resources and explains the shareconomy model of
activity. Shareconomy is a peer-to-peer model including non-profits, government,
corporations and individuals, with shared access to resources and services which
optimizes their utilization. Section 3 continues with a more detailed description of
selected labs, Sect. 4 lists collected datasets and Sect. 5 addresses specialized
projects.

2 R&D Overview

Authors have been conducting research on motion analysis and synthesis since
1990 in US and started to develop Laboratories for Human Motion Analysis and
Synthesis in 2008 in Poland. Currently laboratories are used for research carried out
by interdisciplinary research teams including the experts in various domains of
science, mostly in medicine, with special interests in usage of advanced computer
measurement instruments supporting motor system therapy. The building of this
advanced infrastructure fulfills a huge social demand especially the catastrophic
statistical data on the health status of children and the elderly.

Only in the last years, 70 % of examined population in the age of 10–12 have
suffered from posture deviation; every fourth person in the age of 70 and older is
not able to walk without help through the distance longer than 500 m. The trouble
with unassisted getting up or walking down the stairs (onto the first floor) is the
problem concerning every twentieth person generally but every twelfth one in
the age of over 60. About 45 % of disabilities are caused by injuries and diseases of
the motoric system. The LivMASS lab supports research on nature and causes
of disorders of human motor system and on diagnostic methods in collaboration
within Active and Assisted Living programme.

2.1 R&D Center Resources

The resources of R&D Center (Fig. 1) contain: IT infrastructure and physical,
human organizational and technological resources. The connection of these two
compounds avails remote and efficient use in research and development process in
shareconomy model. The R&D Center provides computation and storage servers
with a wide-range of applicable software able to process data from laboratory
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equipment using mastered technologies, with cooperation and support of
researchers, programmers, designers and technical staff. The use of telepresence
makes possible virtual collaboration with external contributors. It creates wide and
complete environment for:

1. Development of existing concepts and methods.
2. New ideas.
3. The increase of an existing technology level of the readiness.

2.2 Research Areas

Currently there are more than 10 large research projects in range of national and
international research consortiums (more than 100 involved entities in total)
including following areas of interest:

1. Biomechanics in medicine: diagnosis of disease entities and description of new
symptoms, cooperation with medical universities and clinical hospitals.

2. Medicine: image processing and recognition for improved patient care—coop-
eration with clinical hospitals.

3. Public Security: research leading to creation of detection algorithms based on
motion analysis, such as detection of situations preceding illegal and dangerous
activities, illegal signals and intentions, detection of specific activities, person
re-identification based on the gait as well as behavioral biometrics—cooperation
with the police and municipal services.

4. Defense: increasing the local awareness of a soldier in unsafe areas using a
range of solutions in pattern recognition and motion analysis domain—coop-
eration with the army.

Fig. 1 Infrastructure of R&D center
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The basic areas of research in HML consist of:

1. Multimodal acquisition of human motion in Vicon system: kinematics,
dynamics, EMG, GRF, four streams High Definition (HD) video and Local
Field Potential (LFP) planned after obtaining an access to the simulators with
BMI.

2. Motion representation: recalculation between different formats of motion files,
filtering the markers trajectories, correction of frames with selected bones,
skeleton detection algorithms and skeleton quality measurement.

3. Human motion acquisition with use of Kinect: implementation and improve-
ment of Microsoft algorithm, the algorithms based on various particle filters,
pose sequence measurement quality by comparison with reference sequence
from Vicon system.

4. Motion modeling and synthesis: reverse and forward kinematics, Featherston
algorithms, the implementation and its extension. Motion analysis with use of
motion descriptors: motion segmentation, similarity criteria for different motion
representation like Dynamic Time Warping (DTW) and its alternatives,
dimension reduction, discovering manifolds for various kinds of motion (di-
mensionality, mapping), clustering and classification of motion. Study of motion
as an entity feature: extraction of entity descriptors.

2.3 Shareconomy Model of Activity

The Shareconomy is a socio-economic system created around the sharing of human
and physical resources. It includes the shared creation, production, distribution,
trade and consumption of goods and services by different people and organizations.
The following are some of the common business models adapted in shareconomy
[3]: Service Fee model, Freemium model, Re-Cycle and- Sell. The slogan
“Shareconomy” describes an important social trend: changing attitudes of the desire
to have for the need to share. Shareconomy has a decisive influence on the course of
individual processes in the enterprise—even the increasingly widespread use of
social networks by companies. The network becomes the main place of work and
fulfillment of tasks by project groups—both within the organization and beyond.
Business partners, consultants, suppliers and customers are engaged in various
elements of our business becoming a part of a larger process. The boundaries
between the different parts of the organization and between the company and its
surroundings are blurring. Therefore, both managers and employees must change
the philosophy of thinking and acting, and learn to share knowledge, contacts and
resources. In order to reach a successful market leaders they have already deployed
at each other modern tools that allows for fast and efficient sharing of knowledge.
Blogs, Wikipedia, collaboration systems, software for surveying and other such
applications will change significantly our working environment in the next coming
years. The transformation of the entire system will communicate, how to make
decisions, the role of management in the company’s life, and even the expectations
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of candidates to potential employers. This philosophy of action is visible even in the
fact that more and more industries establish close cooperation. Companies from
different sectors are working together on finding new solutions and development of
innovation [4]. Development and application providers of ICT services increasingly
depend on the growth of industries that are major consumers of ICT solutions: the
automotive industry and the energy and the health sector [5] (Fig. 2).

3 Laboratories

3.1 HML

The motion laboratory cooperates with medical institutions in the range of mea-
surements and analysis of human motion in following aspects:

• a possibility of early diagnosis of diseases (and their degree of advancement)
that are manifested by motility disorders (e.g. Parkinson’s disease);

• an assessment of the process and efficiency of advanced treatments based on the
comparative analysis of different methods;

• an assessment of rehabilitation procedures for diseases and injuries of the
muscle-skeletal system;

• an assessment of training methods for sport institutions, also for the research
related to the physical culture;

• a research investigating the occurrence level of various disorders of the
muscle-skeletal system in scope of examined population, e.g. in order to esti-
mate the risk of occurrence of selected disorders in examined population (e.g.
children, miners etc.).

Fig. 2 Shareconomy model of activity
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3.2 HMX and HSL

Both the Human Microexpression (HMX) and Human Seeing (HSL) labs carry out
research in computer vision area. The current work is focused on Intelligent Video
Analytics (IVA), which includes person identification, tracking, and identification
of activities. The HMX and HSL labs are involved in following research aspects:

• multi-spectral imaging;
• algorithms for segmentation and classification with use of semi-supervised

learning and orthogonal projection;
• mosaicking the images from video stream;
• identification of activities and detection of dangerous situations, prediction of

intentions based on the signals from multi-camera systems with use of behav-
ioral models in groups of people coming from social psychology, biometric
technics and human figure inference from 3D video;

• understanding the semantics of video information with use of 3D pose esti-
mation from video streams;

• reconstruction of 3D scene on the base of video stream;
• computational optimization of selected algorithms of OpenCV library with use

of multi-core processors in Compute Unified Device Architecture (CUDA).

The HSL already contains the data from public area collected during more than
500 days which gives more than 5000 h of recordings of full-HD quality in
Motion JPEG format with the frame rate from 19 to 23 frame per second (fpr). Such
video dataset, which is still extending, is the powerful basis for the research based
on Computer Vision. Some part of the dataset was labeled manually for around
3000 of distinguished activities. Taking a rough estimates into consideration, the
unlabeled part of dataset contains around 3.5 millions of activities that can be
potentially usable for training the IVA systems. Currently there are provided works
on the automatic and semi-automatic labeling process with use of the software
implemented by Lab’s resources. The semi-automatic process leads to creation of
the training datasets for particular activities (e.g. Walk, run, conversation) that can
be used by the activity detection system. The learned activities are then detected and
labeled by the fully automatic system. As a final result, this process leads to creation
of large versatile activity dataset that is extendible in sense of size and content
versatility. There are some additional reference information attached to the video
data including calibration data and data related to different phase of detection. The
dataset is powerful tool for the research in Computer Vision domain in both the raw
representation (only the raw video data) as well as in the processed form. Due to its
big size the dataset is unique worldwide as the currently exposed datasets have a
size of maximally a few Gigabytes of low resolution video data containing recorded
motion and camera calibration data. A the moment the dataset of HSL has a size of
more than 20 TB of processed and labeled video data where it is increasing by
another 150 GB everyday. Currently the integration of HSL with Motion Data
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Framework (MDF) is being introduced in order to facilitate the access to dataset for
other national and international institutions.

The HMX laboratory is also involved in the interdisciplinary research by linking
the computer science and psychology domains. It concerns possibility of Computer
Vision application in emotion detection area on the base of microexpression of face.
Two aspects are taken into consideration: (1) detection of microexpression
regarding the revealing of the emotion of person and (2) potential possibility of an
emotion detection.

4 Datasets Collected in Bytom

In the range of realized research projects, the PJATK Academy department local-
ized in Bytom created the following datasets as a result of projects and various
experiments:

1. Application of video surveillance systems for activities detection and persons
identification as well as detection of dangerous situations with use of biometric
techniques and human figures inference in 3D from video streams:

• video dataset [6] plus multilayered index describing the motion on different
levels of abstraction that has the annotation layer which is simultaneously the
dataset indexation in sense of an activity pattern recognition;

• microexpression dataset.

2. System with modules library for advanced and interactive synthesis of human
motion:

• referential multimodal dataset from measurement of movement, walk,
exercises of healthy people and the patients with classification according to
disease entities (motion capture, 4 video streams, emg, grf);

• dataset of realistic animation assets dedicated for computer games (motion
capture and rigged meshes).

3. Designing of a quantitative motion measurements, rationalizing, on the base of
multimodal motion measurement, subjective criteria UPDRS for improvement
the diagnostics before and after DBS implantation for patients suffering from
Parkinson’s disease:

• multimodal dataset consisting of selected motion tasks of patients with
Parkinson’s disease.

4. Automated Assessment of Joint Synovitis Activity from Medical Ultrasound
and Power Doppler Examinations using Image Processing and Machine
Learning Methods (Polish-Norwegian project) [7, 8]:

• dataset of segmented and annotated ultrasound images of hand including the
Power Doppler information.
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5. New technologies for high-resolution acquisition and animation of face mimics
(Innotech, Intech).

6. Human motion suit for human motion acquisition based on sensor—IMU with
software for collection, visualization and analysis of motion data [9]:

• human motion dataset in different technologies: referential motion capture,
referential xsense, kinematics and dynamics.

Some of datasets have been collected and organized in the cloud based Human
Motion Database [10]. A client application software Motion Data Editor
(MDE) [11], enables visualization, and processing of data from any number of
multimodal measurements simultaneously and synchronously supporting dozens of
industrial formats used for medical data storage. The application has modular
structure, that enables a simple extensions of its capabilities with a dedicated plugin
system. MDE uses an intuitive data flow approach for data processing [12]. The
developed system provides centralized storage for medical data and associated
descriptions, allowing users to process data in the cloud model.

5 Specialized Projects

The unique attribute of the measurement systems at the Bytom center is their
precision. Example are the high image resolutions including Full HD, and large
number of sensors included in motion analysis, where even 500 modalities can be
used at the same time. It gives the unique possibility of non-invasive diagnostics
e.g. diagnosis of disease entities that cannot be precisely determined by regular
observation without specialized measurements (e.g. joint implants).

The current infrastructure supports also the projects involving computer science
and medicine domains like:

(a) system for optical imaging of tissues and supporting the diagnostics in selected
cases of cancer. It is the research project where the goal is to create the
information system for diagnosis and prognosis of selected cancer cases
including the finding of optimal configuration and parametrization of image
processing modules which allows for early detection of precancerous and
cancer states, more precise determination of the border between healthy and
pathological tissues, shortening the time of decision on treatment, assessment
of treatment efficiency, non-invasive control and observation of patients after
the treatment and early localization of cancer recurrence;

(b) testing and development of classification algorithms on the base of hyper-
spectral images in photodynamic diagnostics as well as diagnostics of fundus.
The main research area is the analysis, implementation, numerical tests and
development of algorithms for segmentation and classification of multispectral
images dedicated to specialized application like endoscopy including photo-
dynamic diagnostics, ophthalmology and fundus diagnostics. The final effect
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will be the algorithms of segmentation and classification of multispectral and
hypespectral images whose usability will be confirmed by clinical
examinations.

6 Practical Perspectives of HSL Laboratory

The Human Seeing Laboratory (HSL) is a unique world resource for data research
and analysis in computer vision and artificial intelligence. Research and develop-
ment in intelligent video surveillance at the HSL lab cover the following aspects:

• automatic identification of persons basing on gait;
• assessment of emotional state on the base of face mimics and gestures;
• identification of activities on the base of automatically learned patterns of group

motion;
• automatic detection of untypical and dangerous activities of persona or group of

people;
• identification of activities on the base of gestures and non-verbal communication;
• detection of situations preceding the illegal and dangerous activities;
• signaling the illegal intentions on the base of analysis of trajectories representing

people;
• assessment of forces strength between people;
• automatic detection and tracking the human figures in the image sequences from

multi-camera systems in scope of supervised areas;
• searching the persons and specific behaviors in the video archives on the base of

learned pattern of activities.

The context of the deployment of research results is also significant. Already,
public order agencies are interested in application of developed technologies,
namely municipal police and regular police. For this reason the ongoing works
consider following applications:

• creation of evidences on the base of biometric analysis;
• registering the motion in crime scene;
• searching lost children in areas of intensive movements and mass events;
• searching the persons registered materials with use of individual characteristic of

motion;
• identification of incidents and automatic photos delivery presenting the their

participants to the police patrols located near the place of incident;
• support in video monitoring the persons moving in the field of view of many

cameras by automatic sliding the window in the virtual picture collected from all
cameras;

• alerting the surveillance service on detection of critical situations attaching the
selected frames and video sequences for verification;
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• automatic selection of information about persons being monitored and sending
the following information to the intervening staff: clear images, video from
cameras, localization and trajectories for displaying on the mobile screen;

• Seeing through walls is the application of technology where the picture of
monitored persons and their background look like it would be seen from the
perspective of watcher after removing all visual obstacles like walls.

7 Conclusions

The Living Labs for Human Motion Analysis and Synthesis is a shareconomy
model integrating local and geographically distributed stakeholders, enabling col-
laborative research and innovations in human motion analysis and synthesis. All
resources from Research and Development Center PJAIT in Bytom, Poland are
elements of an ecosystem capable of supporting advanced research activities
remotely and efficient utilization of research and development resources in share-
conomy model. For telepresence we use communication system with unified
communication and voice-over-IP solutions providing an optimal user experience,
regardless of location or device and reducing interworking complexity.
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Data-Driven Complex Motion Design
for Humanoid Robots

Xiaojie Zheng, Pengfei Yi and Qiang Zhang

Abstract Humanoid robot motion plan based on the similarity of human motion is
a hot topic in recent years. For outer space or some other disaster scene, which is
not safe and workable for humans, how to autonomously, quickly and accurately
complete the task is extremely important for the humanoid robot. This paper pre-
sents an analysis method based on data-driven for complex choreography of
humanoid robots. Firstly we convert the BVH motion capture data to joint angle
trajectory of the humanoid robot. Secondly we optimize process to ensure the
balance, so that robots can reproduce human motion. Then we can get a motion
diagram of several motion sequences, through Tarjan algorithm by using the sim-
ilarity between frames to reduce data redundancy. Finally the shortest path between
the frames is obtained by Floyd algorithm, namely a sequence between arbitrary
frames, driving robot to realize different trajectories rapidly. Experiment verified the
feasibility.

Keywords Data-driven � BVH � Motion synthesis � Humanoid robots

1 Introduction

Due to its proportion of joint structure is similar to humans, having strong ability to
adapt to the environment, and being flexible and closed to human characteristics,
therefore, through real-time interaction to generate the stable, harmonious and nat-
ural movement, coordinating or replacing human work has become the research
focus in a people-oriented working environment today [1]. However, for some
complex motion, solving trajectory by conventional analytical motion equation is
difficult to achieve. Its motion equation is complicated and difficult to establish, or
even has no solution and operability poorly. Accordingly, scholars have put forward
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the humanoid robot motion plan thought based on the similarity of human motion
[2], making humanoid robot reproduce human motion visually and effectively.

The motion capture technology based on sensor after decades of development,
has been widely applied to animation, medical, virtual reality, ergonomics and
many other high-tech fields. In the field of ergonomics, motion capture technology
is used for robot motion planning, real-time remote control, the implementation and
control of complex action, reflecting its high application value [3]. So far, most of
the work for data-driven humanoid robot motion is done by using optical-based
motion capture system to achieve [4–6]. Yamane et al. [7] make the robot to imitate
dance motion by obtaining the marker position of tracking system, that they extend
it to the size of the human form, and solve the joint angles trajectory by inverse
kinematics. Teachasrisaksakul et al. [8] proposed a framework based BSN, which
optimize joint angle trajectory of data conversion to meet the robot’s mechanical
constraints and balance, and reproduce lifelike human motion. Seekircher et al. [9]
use Microsoft’s Kinect to collect data, and separately use three modern optimization
algorithms (CMA-ES, xnes, PSO) to make movement balance, and map to the
humanoid robot joint angle trajectory to complete a stable movement for comparing
their advantages and disadvantages. Koo et al. [10] also use Kinect to collect
motion capture data, then map joint angle data of arm to achieve arms control based
on gestures robots intuitively and visually. Ho et al. [11] proposed a spatial
relationship-based approach to the synthesize motion of control humanoid robot.
They will refer the motion and highly constrained environment as an input to
produce a stable movement, so that humanoid robot can automatically adapt to the
environment changes. Luo et al. [12] make the original trajectory and the trajectory
of the manipulator to minimize differences in time and geometry between the
motion of writing “hello”, by decoupling the geometry and time optimization
method to select good initial trajectory. Gärtner et al. [13] propose the method of
imitation gestures. Considering the physical limit of the robot and the end execu-
tor’s biggest position, they utilize nonlinear optimization to maximize human and
robot joint trajectory similarity.

Like Hawk, Eagle and Vicon [14] and other motion capture equipment influ-
ences by space and the environment etc. and when hundreds of human movement
joints data is mapped to only dozens of joint robot joint angle data, it will lead to
slip, foot strike through ground and posture deformation because of the huge
amount and redundancy for motion capture data [15]. So whether it is based on
motion capture system or various optimization algorithms for humanoid robot
motion design, which basically focus on how to correctly match in the dynamic and
kinematic, few considers the preliminary analysis and processing work for motion
capture data.

To solve above problems, we propose that experiment will use the existing
human action data instead of these devices to improve their adaptability to the
environment. We also use motion synthesis method to increase the diversity of
action to adapt to complex environments. The correctness of the method is verified
by experiment.
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2 Methodology

This article uses the BVH file at CMU database which records the completed
skeleton model information, sampling frequency and the detailed joint action
information of each frame. The file data is a total of two parts. The first part
describes the joints relationship between the father and son and the offset of joint
nodes which form a joint node tree, as well as the way of Euler rotation. The other
part describes the sampling frames, frame frequency and the Euler rotation angles.

NAO H25 has 25 degrees of freedom. Its movement based on generalized
inverse kinematics can handle Descartes Coordinates, joint control, balance,
redundancy and task priority [16]. And the Roll, Pitch, Yaw angles describe every
robot posture.

2.1 Data Conversion

Because the humanoid robot with rigid structure is similar to that of human beings,
and the NAO robot inputs each joint angle value, so we only consider the rotation
angle of each joint point and we can ignore the offset. Then compared with the
robot model and the simplified human skeleton model, human skeleton has three
degrees of freedom for each joint, and the robot is only 1 to 2, meantime the BVH
joint angle of each frame is “child node” as opposed to “parent node” local coor-
dinate system of the Euler rotation angles, but joint angles used in the robot motion
control are in the Cartesian coordinate system which turn under its own coordinate.
So the direct mapping is obviously not possible. Therefore, we convert the BVH
data by the coordinate system to the robot coordinate joint node, and then we solve
the Euler angles are rotated around its own coordinate system by inverse kine-
matics. Then we drive the robot corresponding articulation motion. Given the
limitations of robot joints physical structure, the robot is not at the upper end that
the human body joint can reach in this experiment. If the range is beyond the scope
of robot joint angle, we set the joint angle as maximum.

We can get the offset between the joints from the BVH data, which is in the zero
state. It is a vector that is in the local coordinate system of their “parent” node.
According to the representation method of Euler Angle, we can get the equation of
the rotation matrix:

R ¼ RzRxRy ð1Þ

where Rz is rotation around the Z axis, Rx is rotation around the X axis, Ry is
rotation around the Y axis, a; b; c are the Euler rotation angle that nodes turn around
its own coordinate system X, Y, Z in the Cartesian coordinates.
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Through the rotation matrix, we can get a coordinate in a frame, which is “child”
under the “parent” local coordinate system. Then we can get the coordinate of
humanoid robot in the same frame through coordinate system transformation.

Since the robot joints only have 1 to 2 DOFs, and the coordinate system will be
accompanied by its own rotation in rotation around an axis, so the order of rotation
should be considered when the robot joint has two degrees of freedom. Here we fall
into two cases on Fig. 1. We set zero state unit vector of joint nodes is 0;�1; 0ð Þ
under its “parent” local coordinate system (since the shoulder is 0; 0; 1ð Þ: According
to the right-hand Cartesian coordinate system, we simply make a compensation
angle �p=2 on the ShoulderPitch). For the case of one DOF, h ¼ atanðz=yÞ, for the
case of two DOFs, h1 ¼ h3 ¼ acos y

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ y2 þ z2ð Þp� �

; h2 ¼ atan x=zð Þ:

2.2 Motion Synthesis

Because of the robot joint motor mechanical limit and the redundancy of motion
capture date, we process it inefficiently. So we optimize the motion capture data,
and synthesize some motion for driving robot.

Since the Euclidean distance is easy to achieve and it has a high efficiency on
processing date, it became the most common method for calculating the distance.
We also use Euclidean distance to calculate the distance between frames. The
smaller value indicates that the higher similarity and the larger value indicates that
the lower similarity. When the value is beyond a certain threshold, we consider that
they are not similar. Any similarity value of two frames may constitute a motion
graph, which is a non-connected graph.

Tarjan algorithm is a search algorithm for graph that is based on the depth-first.
Each strongly connected component of the search tree is a subtree. We calculated
the graph using its maximum fully connected subgraph. In this case, the redundant

(a) (b)

Fig. 1 Joint coordinate system. a One DOF. b Two DOFs
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data have been further optimized, and this graph is connected, that is, any
inter-frame can compose a set of actions.

Floyd algorithm is suitable for APSP (All Pairs Shortest Paths), that is a dynamic
programming algorithm. Since we use the distance indicates the similarity of the
frames, so we use Floyd algorithm solving the shortest path of any frames in a
connected graph. These paths are stored in the robot memory, then we give a state
value of the beginning and end of motion. In this way, the robot will find the most
similar frame, and then find the corresponding motion sequence to complete the
motion. The process is shown on Fig. 2.

3 Results

Experimental hardware platform is a NAOqi H25 robot that has 25 degrees of
freedom. The robot is in communication with a Linux desktop. It is based on
NAOqi SDK, using Python programming language and being data-driven.

Walk is a complex action, and has distinct characteristics, which is a challenging
task. We adopt 07_01.bvh, 107_01.bvh, 107_03.bvh in the CMU database that
have three different ways of forward motion sequence as an input, and calculate the
degree of similarity between any frames. Then we can get the motion graph of
motion through our method in 2.393 s. By our method we find the shortest path
between any frames. We give a state value of the beginning and end of motion.
Then we find out the similar key-frame, and search the shortest path to drive robot
in 0.053 s. It is not hard to discover that actions of humanoid robot and human are
similar in Fig. 3, which is a certain stance contrast figure of the synthetic action of
the human body skeleton model correspond to the robot motion.

Figure 4 shows the joint angle trajectory contrast figures of the human body
skeleton model and the humanoid robot on a certain degree of freedom of the limbs,
and the in-out error of the limbs. The horizontal axis represents the number of
frames, and the vertical axis represents the joint angle. So we can find a similar joint
angle trajectory in Fig. 4a, b. Due to joint motor mechanical limit, the value of the
joint angle is slightly different at a certain frame. There is some minor angle in-out

Load BVH 
date

Whether it is 
beyond the 
threshold

Obtain the 
shortest path

Save Inter-
frame similarity

no

yes

Start

Calculate Inter-
frame similarity

Constitute a 
movement graph

Get maximum 
fully connected 

subgraph

Drive robot

End

Modify the 
value as ‘inf’

Fig. 2 Flow chart of our
method
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error as shown on Fig. 4a, b. Since the lower limb plays in preference to the upper
limb, joint angle trajectory of the lower limbs remains the same to ensure its
consistency in Fig. 4c, d. We can find that the error of lower limbs is almost
negligible. From Fig. 4, we see that similar joint angle trajectory can explain a high
similarity on the synthesis motion and human motion. We verify the feasibility of

Fig. 3 The chart accordingly of human BVH data key posture and the robot posture

Fig. 4 Joint angle trajectory contrast figure of limbs and the corresponding in-out error. a The
DOF of LElbowYaw. b The DOF of RElbowYaw. c The DOF of LHipRoll. d The DOF of
RHipRoll
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converting human data to the robot model and effectiveness of our proposed
method.

Compared with the method and theory that literature mentioned, our advantages
are presented in Table 1.

1. The motion design methods based on the similarity of action (such as literature
[5, 7–10]) used Kinect motion capture device obtain the data source. The use of
these devices has a higher request for site conditions, and it does not apply to
outdoor complex environment or outer space. We directly use the data of motion
capture database as an input to drive the robot. It can overcome the limitations of
environment. And motion of the data-driven directly has a high fidelity and a
fast response.

2. The motion design methods based on optimizing of motion synthesis (such as
literature [11, 12]) optimized joint angle trajectory based on space or decoupling
geometric methods. They made synthesis movements of certain limb, while
optimizing the joint angle trajectory is slow and their applicability is not strong.
And the motion has a low fidelity about human. We use the similarity between
frames synthesize a new action. It can be applied to the body movement, and the
synthesis of motion has a strong adaptability.

4 Discussion

This paper discusses the use of BVH data based on CMU database, and performs
man–machine mapping by inverse kinematics to achieve the conversion between
human data and machine joint angle data. We verify its feasibility. At this time, we
propose a new motion design method based on the similarity of human motion. By
this method, several BVH motion sequences constitute a motion graph, for solving
a variety of different paths. These paths are stored in memory to drive the robot,
which operate quickly and accurately relative to the wearable device. It is also able
to perform some tasks such as outer space or high-risk missions.

However, the limitations of this approach is that motion must be already in the
motion database, and you need to process data in advance, in other words, the scope
of task is narrow. If the data is large, it will has a greater long computation time and

Table 1 The comparation of different methods

Type of method Device
dependence

Difficulty of
applying to whole
body

Fidelity
of motion

Environmental
adaptability

Speed
performance of
method

Similarity-based
[5, 7–10]

High Low High Low Low

Optimizing-based
[11, 12]

Low High Low High Low

Our method Low Low High High High

Data-Driven Complex Motion Design for Humanoid Robots 361



a higher price for memory. In future, our experiments will further consider the
balance of the synthesis motion, as well as the environmental adaptability.
Simultaneously we will also try some complicated motion designs.
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Hand Detection and Gesture Recognition
Using Symmetric Patterns

Hassan Mashad Nemati, Yuantao Fan
and Fernando Alonso-Fernandez

Abstract Hand detection and gesture recognition is one of the challenging issues
in human-robot interaction. In this paper we proposed a novel method to detect
human hands and recognize gestures from video stream by utilizing a family of
symmetric patterns: log-spiral codes. In this case, several log-family spirals
mounted on a hand glove were extracted and utilized for positioning the palm and
fingers. The proposed method can be applied in real time and even on a low quality
camera stream. The experiments are implemented in different conditions to evaluate
the illumination, scale, and rotation invariance of the proposed method. The results
show that using the proposed technique we can have a precise and reliable detection
and tracking of the hand and fingers with accuracy about 98 %.

Keywords Hand detection � Gesture recognition � Symmetric patterns �
Log-spiral codes � Human-robot interaction

1 Introduction

Hand detection and gesture recognition is a promising application for
human-machine interaction purposes. In this paper we proposed a method using a
family of symmetric patterns as features for detecting human hand as well as rec-
ognizing several gestures. Utilizing features for identifying position of the object is
well-established and widely used paradigm in computer vision and pattern recog-
nition. A number of popular features has been proposed and developed in previous
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decades for general purpose tasks such as Harris detector [1] and local scale-invariant
features [2], there can be used for hand detection and feature recognition as well.
Several other research projects e.g. [3, 4] propose to use human skin as visual features
for hand detection.

A hand gesture detector can assist human interaction with machines under
various circumstances. For example: (a) operators in factory that has constraints in
using other ways of interfacing the machine; (b) disabled or elderly people can
interact with machines using natural and universal patterns of motion; (c) for
authentication purposes, a person just need to pose the hand in front of a camera
and make a series of gestures; (d) provide various ways for interfacing with
embedded devices with only camera sensors etc.

Some of the applications such as industrial machine operating require precision
and high reliability in tracking the hand. Therefore, unique, robust features must be
introduced for this purpose. The work [5] suggests the use of symmetric patterns
and corresponding filters for pattern recognition which is later explored by Karlsson
and Bigun in [6], where it is described a method to use log-spiral codes as feature
for visual positioning. Log-spirals are invariant to rotation, scale and drastic
changes in intensity. Therefore they are suitable for the type of application that need
precision and high reliability. In this paper, we proposed to attach spirals on hand
gloves and exploit them as features for both hand detection and gesture recognition.

The main contributions of the paper are the use of Log-spiral codes for hand
detection and simple gesture recognition, the use of a spiral pair to make the method
more adaptive and robust to changes, the implementation of a way to reject false
detection of spirals as well as the analysis of testing the performance of the method
under different conditions.

2 Related Work

State-of-art approaches for hand detection essentially propose segmentation meth-
ods based on features such as skin color, texture, shape and edge detection, e.g. [3]
utilize features including shape, context and skin color as multiple proposals for
detecting hand and approach described in [4] proposed a way of using color based
method to detect hand and fingers for user interaction purpose. Several color-based
methods employ artificial markers as features, e.g. [7] utilize a multi-colored glove
for hand tracking and method described in [8] uses several types of color markers,
attached to fingers, for hand gesture interaction with tabletop. Some other method
[9] also take information of background into account for detection. The work in
[10] described a method based on Viola-Jones [11] object detection frame work,
utilize a hierarchical detection for estimating the positions.

Gesture recognition method were based on the feature extracted from the
detection method. One common approach is to use machine learning method.
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Works [12–14] utilize Hidden Markov Model to exploit temporal information to
recognize hand gesture. Works [15, 16] use Multilayer Perceptron and [17, 18]
employ Support Vector Machine to recognize gestures. Those method are con-
ducted in supervised manner but unsupervised methods can be exploited in some
cases.

3 Method

This section describes the algorithm employed for hand detection and gesture
recognition. We use symmetry features for such tasks. Symmetry features enable the
description of symmetric patterns such as lines, circles, parabolas, and so on (Fig. 1).
These features are extracted via symmetry filters, Eq. 1, which output how much of a
certain symmetry exist in a local image neighborhood [19, 20]. Concretely, we
employ the log-spiral family (first family of Fig. 1). The exact patterns employed are
shown in Fig. 2, which are attached to a glove as depicted in Fig. 3.

SYMMETRIC PATTERNS FAMILY (with associated filter) 
{ }22,σ−Γ { }24,σ−Γ { }21,σ−Γ { }20,σΓ { }22,σΓ

O
R

IE
N

T
A

T
IO

N
 

2

2 /3 

4 /3 

Fig. 1 Example of symmetric patterns. Each column represents one family of patterns differing
only by their orientation (given in column 2). The associated filter suitable to detect each family
(Eq. 2) is also indicated in row 2
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3.1 Symmetry Filters

Symmetry filters are a family of filters computed from symmetry derivatives of

Gaussians. The nth symmetry derivative of a Gaussian, C n;r2f g, is obtained by
applying the partial derivative operator Dx þ iDy ¼ @=@xð Þþ i @=@yð Þ, called 1st
symmetry derivative, to a Gaussian:

C n;r2f g ¼ Dx þ iDy
� �n

gðx; yÞ n� 0ð Þ
Dx � iDy
� � nj j

gðx; yÞ n\0ð Þ

(
ð1Þ

Since Dx þ iDy and � 1
r2

� �
xþ iyð Þ behave identically when acting on a Gaussian

[19, 20], Eq. 1 can be rewritten as

Fig. 2 Spirals employed in our experiments

Fig. 3 Example of different test conditions: indoor with simple background (top left), indoor with
complex background (top right), in/outdoor with high illumination (bottom left), and outdoor
(bottom right)
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C n;r2f g ¼ � 1
r2

� �n
xþ iyð Þngðx; yÞ n� 0ð Þ

� 1
r2

� � nj j
x� iyð Þ nj jgðx; yÞ n\0ð Þ

(
ð2Þ

The interest is that these symmetry derivatives of Gaussians are able to detect
patterns as those of Fig. 1 through the computation of the second order complex

moment of the power spectrumvia I20 ¼ C n;r22f g; h
D E

, where h is the complex-valued

orientation tensor field given by h ¼ C 1;r21f g; f
D E2

and f is the image under analysis

[20]. Parameter r1 defines the size of the derivation filters used in the computation of
h, whereas r2, used in the computation of I20, defines the size extension of the sought
pattern.

For each family of symmetric patterns, there is a symmetry filter C n;r2f g (in-
dexed by n) suitable to detect the whole family [21]. Figure 1 indicates the filters
that are used to detect each family. The local maxima in I20j j gives the location,
whereas the argument of I20 at maxima locations gives the group orientation of the
detected pattern (except for the first family in Fig. 1, n = −2, where the ‘orientation’
represents the chirality of the curves). Therefore, I20 encodes how much of a certain
type of symmetry exists in a local neighborhood of the image f. In addition, a single

symmetry filter C n;r2f g is used for the recognition of the entire family of patterns,
regardless of their orientation (or chirality). Symmetry filters have been successfully
applied to a wide range of detection tasks such as cross-markers in vehicle crash
tests [22], core-points and minutiae in fingerprints [23, 24], or iris boundaries [25].
The beauty of this method is even more emphasized by the fact that I20 is computed
by filtering in Cartesian coordinates without the need of transformation to curvi-
linear coordinates (which is implicitly encoded in the filter).

3.2 Hand Detection Using Log-Spirals

In this work, we employ the set of spirals of order n = −2. These are called
log-spirals since they are generated by a log(z) coordinate transformation of
2D-sinusoids exp i xxxþxyy

� �� �
[6]. In this case, as introduced above, ‘orientation’

describes the twist-angle or chirality of the spirals (left/right handedness). Due to
the separability property of 2D Gaussian, the detection filter can be re-written as:

C �2;r2f g ¼ � 1
r2

� �2

x� iyð Þ2g xð Þg yð Þ ð3Þ

so the 2D convolutions can be computed by 1D convolutions. Moreover, in
computing h, 1D convolutions can be used as well due to the same property. This
results a considerable higher speed, allowing real-time detection. Another advan-
tage of the proposed system is that it does not need training.
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In our experiments, we employ 4 different spirals with twist angles p
5 ;

3p
5 ;

7p
5 ;

9p
5 as

shown in Fig. 2. They are generated according to the description given in [6], with
L0 ¼ 12 legs. These spirals are mounted at the following positions on a glove, as
shown in Fig. 3:

– One unique spiral on bottom left of the palm
– One unique spiral on bottom right of the palm
– One unique spiral on thumb
– Four same spirals on point finger, middle finger, ring finger, and small finger

Therefore the glove contains 7 spirals which define the hand border. The relative
position of these points, the number of detected or not detected points, and the angle
of the two spiral at the bottom of the palm are used for hand detection and gesture
recognition.

4 Experimental Results

In this work we use an ordinary video webcam with resolution of 640 * 480 and
maximum frame rate of 24. The tests are performed in an offline situation, where 17
different videos containing 22,168 frames are recorded in different scenarios and
then the proposed method is applied on these recorded videos. The calculation time
for each frame is about 0.056 s in a Macbook that runs OSX 10.9.5 and has an Intel
core i7 2.3 Ghz processor, which means the method can be applied in real time
videos. The distance between the hand and the camera at the initial frame is
between 10 and 20 cm; this distance may change after the first frame.

4.1 Hand Detection

The performance of the proposed method is evaluated in four different conditions:
indoor with simple background, indoor with complex background, indoor or out-
door with high illumination, and outdoor. An example of these conditions are
shown in Fig. 3. In addition to the environmental condition and effects of illumi-
nation, we test the detection technique while the hand is rotating into left or right
and also moving forward or backward to the camera (change of scale). These
experiments are implemented to prove that the proposed technique is illumination,
scale, and rotation invariant.

In order to have a scale invariant detection we need to adjust the size of the filter
based on the distance between hand and camera. In this case, when the hand
become closer to the camera the size of the filter should increase and when it
becomes farther the filter size should decrease. This can be done by defining the
size of the filter not as a fixed value but as a function of distance between hand and
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camera. To be able to detect this distance, the position of the two spirals at the
bottom palm of the hand is considered as the ground truth. Therefore, when in a
video frame this length become smaller than a certain value means the hand become
farther from the camera and when the length is greater than a certain value means
the hand become closer. Using this analogy we are able to modify and update the
size of filter depending on the distance between hand and camera and improve the
spiral detection algorithm.

In order to evaluate the performance of the proposed method, we used two ways
to measure error. In the first way, we count the number of undetected spirals as false
negative and then sum the number of these false negatives in all the frames. The
expected number of spiral at these experiments is 7, i.e. all the spirals in all the
frames are visible. Consequently, from these 7 spiral if we can detect any of them it
will be considered as true positives. The expected number of true positives can be
calculated by multiplying the number of frames by 7 (the number of spirals).
Therefore, the ratio of the sum of the false negatives over the expected number of
true positives gives us the false negative ratio error in the proposed method.

In the second way, we count the number of imperfect frames. In this case, the
imperfect frame is defined as the frame that there is exist at least one spiral which is
not detected by the method. The ratio of the sum of the imperfect frames over the
total number of frames is used as the second way to estimate the performance of the
proposed method.

The result of the performance evaluation is shown in Table 1. As can be seen in
this table, the ratio of error in detecting the spirals in all the tests is less than 2 %,
i.e. the proposed technique can detect the spirals (the border of the hand) with
accuracy about 98 %. Furthermore, in more than 92 % of all the test frames the
proposed techniques can detect all the spirals without any imperfect frame.

Note that in the high illumination test, when we had direct sun light over the
spirals (see Fig. 4), the method can not detect all the spirals correctly. In fact, strong
sunlight on printed spirals causes reflection with high intensity and consequently
increases the imperfect frame ratio error up to 0.082 (see Table 1).

A sample scan of the detected spirals from different experiments are shown in
Fig. 5. In these figures the frame number, filter size, angle of the hand, estimated

Table 1 The result of the performance evaluation—the ratio of error in detecting the spirals in all
the tests is less than 2 %, the imperfect frame ratio error in all the tests is less than 8.2 %

Test environment Number of frames False negative Imperfect frame

Ratio Percent (%) Ratio Percent (%)

Indoor simple background 10,801 0.0096 *1 0.0542 *5.5

Indoor complex background 3917 0.0151 *1.5 0.0638 *6.5

In/outdoor high illumination 2432 0.0117 *1.2 0.0818 *8.2

Outdoor 5018 0.0060 *1 0.0296 *3
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center of the hand, and the number of true positives in the current frame are
specified. Note that the center and angle of the hand are estimated based on the
relative position between the two spiral at the bottom palm.

Fig. 4 Effect of direct sun light over the spirals

Fig. 5 Sample scans of applying the hand detection technique
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4.2 Gesture Recognition

In this section we describe the result of applying our gesture recognition technique.
In this case we have defined eight simple gestures as the commands to be sent to an
intelligent robot. These commands are defined as “Move to Right”, “Move to Left”,
“Stop”, “Turn”, “Do Action 1”, “Do Action 2”, “Do Action 3”, and “Do Action 4”.
These commands and the corresponding results from the gesture recognition
technique are shown in Fig. 6.

To recognize a gesture we take advantage of the relative location between each
unique spiral. Indeed, each individual spiral specifies an specific part of the hand i.e.
fingers, thumb, bottom palm left, and bottom palm right. For example, the angle of
the hand can be computed by using the two spirals in the bottom palm. This can be
used for recognizing commands such as “Move to Right” and “Move to Left”.
Combining the information from other spirals and the angle of hand will give us the
possibility to recognize other gestures.

At each frame, based on the number and the position of the spirals, a command
is generated. In order to avoid falsely recognize random movement of the hand as a
command or a gesture from an imperfect frame, the proposed technique waits to
receive the same command for at least 12 consecutive frames (half a second). When
it became certain about the captured command it will demonstrate the commands on
the screen. Using this will avoid sending unexpected commands during changes in
the hand gestures. Therefore, the proposed technique will be less sensitive to fast
changes and receiving hand position from an imperfect frame. Using the proposed
hand detection and gesture recognition technique, we are able to detect all the
gestures and corresponding commands correctly i.e. all the hand gestures and
corresponding commands in all the recorded videos are correctly detected and
classified.

Fig. 6 Simple commands used for hand gesture detection
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5 Conclusion and Discussion

In this paper we presented a novel technique for human hand detection using
symmetric log-spiral patterns. Four different types of log-spirals are generated and
mounted on a hand glove. The relative location of these spirals are used for posi-
tioning of the palm, fingers, and the angle of the hand. By taking advantage of the
location of each spiral we are able to recognize simple commands from the hand
gestures. The experimental results showed that the proposed technique can provide
a reliable hand detection and gesture recognition with accuracy about 98 %.

To improve the hand detection technique we can use tracking methods such as
Kalman Filters and Extended Kalman Filters. In this case, by estimating the posi-
tion of the fingers in the next frame we can decrease the effects of imperfect frames.

Furthermore, we can create a precise dictionary of language signs using a person
records the hand gestures with the glove. This can be used for example to reproduce
the messages by an avatar, or to create new messages (not recorded) by combining
individual signs. With this, we do not need to store videos, but sequences of spiral
points which takes less space for storage and for transmission.

Acknowledgments F.A.-F. thanks the Swedish Research Council for funding this research.
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Non Verbal Approach for Emotion
Detection

Bharati Dixit and Arun Gaikwad

Abstract Non verbal approaches of emotion detection plays vital role in various
applications like E-learning, automatic pain monitoring, driver alert system, cog-
nitive assessment etc. which are developed to enhance quality of human life. Facial
expressions based approach is one of the very effective approaches which is used
widely on standalone basis or combined with other approaches known as multimodal
techniques of emotion detection. The paper discusses facial expressions based
emotion detection which uses patch based face features and SVM Classifier. The
experimentation carried out on JAFFE database provides 90.65 % average accuracy
for emotion detection for basic emotions happy, anger, sad, surprise, disgust, fear
and neutral. The other performance parameters through experimentation are
obtained as Average True positive rate is 90.5942 %, average false positive rate is
9.3671 % and average false negative rate is 9.4 %. The average feature extraction
time is 18.49 s and emotion detection time through these extracted features is 1.1 s.

Keywords Facial expressions � Emotion detection � SVM � E-learning

1 Introduction

Many researchers have done studies of human emotions and its relation with human
behavior and impact on human personality. Emotion detection has found its own
space in some important application like E-learning, automatic pain monitoring,
driver alert system, cognitive assessment etc. Efficient and accurate emotion
detection is the need for all such applications. Scientific studies reveal that Rational
intelligence which is related to memory, decision making etc. and social intelli-
gence which is related with adaption of changes in surroundings, communication
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etc. are interlinked with emotions which are very crucial for learning abilities and
behavioral patterns of any human being.

Biometric techniques based emotion detection falls majorly under two categories
verbal and non verbal. Verbal approach of emotion detection is based on voice as
input. Non verbal approaches can use Brain signals, Facial Expressions, Cues,
Body Posture, Gesture and Actions as inputs. All these approaches can be used on
standalone basis or can be combined as multimodal approaches to enhance the
performance of emotion detection system at the cost of increased computations.

Verbal approach is based on voice as input which can be analyzed over more
than 200 features but Non verbal approaches are also equally challenging. Some
insights of major non verbal approaches is discussed right here. CNS—Central
nervous system is the origin of all the emotions and the inputs for analysis of CNS
are available in the form of EEG, MEG, PET etc. Fundamental issue of reliability of
voice signals and facial expression recognitions are overcome in this approach
however the availability and collection of data is challenging task [1]. Cues based
non verbal approach uses signals received through movement/positioning of indi-
vidual part of the body or the group of parts of body in relation to each other. Facial
expressions, body posture and gestures can involve more than one cues to interpret
emotional state of the person [2]. Body posture comprises of various body parts like
torso, arms and legs. An Example is Clenching of fist and raising it up appear like
the subject is trying to attack someone and emotion is interpreted as anger. Jumping
up and down with high frequency is interpreted as emotion of happiness.

Facial expressions based approaches can take into account the fiducial points as
well as texture, shape and color of the skin to interpret the emotional state of the
person. This study focuses on emotion detection through facial expressions.

The theme of the paper is further developed under different sections. Overview
of the work done so far is discussed in Sect. 2. Details of the methodology is
discussed in Sects. 3 and 4. Section 5 describes the experimental work. Section 6
highlights performance analysis. Conclusion and directions for future work are part
of Sect. 7.

2 Literature Survey

This section summarizes the relevant work done by researchers and scientists across
the world and published in renowned Journals.

Zhou et al. [3] discusses that High performance for face recognition systems
occurs in controlled environments and degrades with variations in illumination,
facial expression, and pose. Efforts have been made to explore alternate face
modalities such as infrared (IR) and 3-D for face recognition. Studies also
demonstrate that fusion of multiple face modalities improve performance as com-
pared with single modal face recognition. This paper categorizes these algorithms
into single modal and multimodal face recognition and evaluates methods within
each category via detailed descriptions of representative work and summarizations.
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Ramırez Rivera [4] introduces dynamic-micro-texture descriptor called
spatiotemporal directional number transitional graph (DNG), which describes both
the spatial structure and motion of each local neighborhood by capturing the
direction of natural flow in the temporal domain. Structure of the local neighbor-
hood is used to compute the transition of such directions between frames. Statistics
of the direction transitions in a transitional graph, which acts as a signature for a
given spatiotemporal region in the dynamic texture. Results validate the robustness
of the proposed descriptor in different scenarios for expression recognition and
dynamic texture analysis.

Majumdar et al. [5] has proposed an emotion recognition model using system
identification. Twenty six dimensional geometric feature vector is extracted using
three different algorithms. Classification is done using an intermediate Kohonen
self-organizing map layer. A comparative study with Radial basis function,
Multi-layer perceptron and Support vector machine is carried out.

Guo-Feng et al. [6] this paper reviews the latest progress of the domestic and
international facial expression recognition technology since 2006. Paper focuses on
the method of expressional feature extraction of basic expression, mixed expression
and micro expression, non-basic expression.

Mower et al. [7] emphasize on complex emotions through emotion profiles and
Song [8] highlights the importance of emotion recognition for varied applications.
Ligang Zhang in [9] takes the basis as variety in representing features of face as
region based appearance features and point based geometric features. These features
can be static or dynamic in nature. Study focuses on static images and experimented
for distance features. These features are extracted using patch based Gabor
Features. The method promises to provide good results.

Heni et al. [10] has experimented for the real time emotion detection to syn-
thesize the behavior while user is playing on Smartphone. Smart devices have the
ability to recognize facial expressions but robust recognition of facial expressions in
real time remains a challenge due to difficulties in accurately extracting the most
pertinent emotional characteristics. Author has worked towards this.

Mourao et al. [11] has experimented for reduction in computation cost for
emotion detection through facial expressions by reducing the Action Units under
consideration. EMFACS (Emotion Facial Action Coding System) is taxonomy of
face muscle movements and positions called Action Units (AU). Author aim at
finding a minimal set of AU to represent a given expression and apply recon-
struction to compute the deviation from the average face as an additive model of
facial micro-expressions (the AUs).

Gao et al. [12] has worked for application to keep the driver alert by monitoring
the attentive and emotional status of the driver for the safety and comfort of driving.
In this work a real-time non-intrusive monitoring system is developed, which
detects the emotional states of the driver by analyzing facial expressions. The
system considers two negative basic emotions, anger and disgust, as stress related
emotions. Experimental results show that the developed system operates very well
on simulated data even with generic models.
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As this is an open area for research and even though popular and efficient
techniques are available but there is a need to make those techniques more effective
as application space is quite wide.

3 Methodology of Implementation

This section discusses the various universally accepted facial expressions,
approaches of facial expression analysis and methodology used for this study.

3.1 Basic Facial Expressions

Six basic classes of facial expressions and a neutral class are universally accepted
worldwide. These six emotions are fear, anger, sad, surprise, disgust and happy
along with neutral class. An example for the same is as shown in Fig. 1. (JAFFE—
Japanese Female face Expression database).

3.2 Facial Expression Recognition Approaches

Facial expression analysis can be done for static images as well as for image
sequences. The basic building blocks for any facial expression analysis system are
face detection/face localization block, facial feature extraction block and
classifier/expression detection block. Pre processing and face alignment can be
done as per the requirement after face detection and before facial features extrac-
tion. Skin color segmentation is widely used technique for face detection. Either
local features or global features can be extracted from face depending upon the
overall approach followed to construct the emotion detection system. Many efficient
and popular classifiers are available to perform last step of expression classification.

There are three main approaches of facial expression analysis which can be used
for static images and videos.

Fig. 1 JAFFE database showing all emotions [13]
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These approaches are:

1. Appearance based method, represented by Eigen faces, Fisher Faces and other
methods using machine learning techniques such as neural networks and
Support Vector machine

2. Model Based methods, including graph matching, optical flow based method
and others

3. Hybrid of Appearance based and model based methods, such as AAM—Active
Appearance Model.

Appearance based methods are superior to model based methods in terms of
system complexity and performance reproducibility [14].

4 Implementation Methodology

The complete flow of emotion detection from capturing input image to facial
expression classification is shown in Fig. 2. Various important steps are distinctly
shown in flow diagram of Fig. 2. The critical step is facial feature extraction and the
approach followed here uses Gabor filter bank for this purpose.

In this study 2D Gabor filter is used which can be represented mathematically as

F x; yð Þ ¼ exp � X2þ c2Y2ð Þ=2r2ð Þ � cos 2pX=kð Þ ð1Þ

X ¼ xcoshþ ysinh; Y ¼ �xsinhþ ycosh

where θ is orientation, σ is effective width; λ is wavelength and γ is aspect ratio.

Fig. 2 Flow diagram of emotion detection process
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The proposed work uses patch based facial features where lip patch and eye
patch is used for feature extraction. Scientific study has revealed that patch based
features are robust against variations in scale, position and orientation however the
experimentation is not extended to prove this robustness.

The patch for lip region is localized from face which has the size 64 × 64. This
patch is operated by Gabor filter bank of 8 scales and 5 orientations. The extracted
feature vector is of size 2560. Similarly the patch of eye region is localized and
feature vector is obtained for eye region. These features are saved as trained database.

For testing of this system, the test image is chosen from database and its features
are extracted in similar fashion. These extracted features are fed to SVM classifier.

SVM classifier takes decision of class of test image based on decision boundary
concept. Multiclass outputs are obtained through SVM classifier.

5 Experimental Results

Experimentation is carried out in simulation environment from matrix laboratory
with system specification as 3 GB internal RAM and Intel core2duo Processor
operating at 2.8 GHz.

Japanese Female Face Database (JAFFE) is used for experimentation. For
experimentation of 7 different emotions 214 images of 10 subjects are used. Each
emotion contains approximately 30 to 32 images. These images are used as train
and test database during training and validation phase of the system respectively.
Few images in bit map format and Jpeg format are also used for experimentation.
Some snapshots of the implementations are shown in Figs. 3, 4, 5 and 6.

Figures 3 and 4 represents the snapshots of the initialization of Gabor filter bank,
face detection, localization of lip and eye region. Gabor filter bank is used for
creation of features from lip and eye region. This depicts training phase of the
emotion detection system.

The selection of test image from the test database, extraction of Gabor features and
detection of emotion are shown in the snapshots in Figs. 5 and 6. Images of different
formats like tiff, bit map and jpeg are used as test images for validation of system.

Quantitative analysis of the obtained results is discussed in next section.

Fig. 3 Face detection, localization of lip and eye region for tiff images
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6 Performance Analysis

Experimentation is carried over tiff, bit map and jpeg format images but perfor-
mance analysis is carried out only for results obtained for tiff images i.e. JAFFE
database.

JAFFE database contains total 214 images which are combination of around 30
images of each emotion. Twenty images of each emotion category is used for
training and ten images are used for testing purpose. Three fold cross validation is
used for validation of result. Obtained results are summarized in the form of

Fig. 5 Selection of test image, feature extraction and detection of emotion for tiff images

Fig. 6 Selection of test image, feature extraction and detection of emotion for bmp and jpeg
images

Fig. 4 Face detection, localization of lip and eye region for bmp and jpeg images
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confusion matrix shown in Table 1. Emotion Happy, Surprise, Sad, Fear, Anger,
Disgust and Neutral are abbreviated as HA, SU, SA, FE, AN, DI AND NE
respectively.

Various performance parameters like accuracy, True positive rate—TPR, False
positive rate—FPR and False negative rate—FNR are calculated for each emotion.
The results are summarized in Table 2.

The average accuracy, average FPR and average FNR are obtained through the
contents of Table 2. The calculated values of performance parameters are as
follows.

1. Average Accuracy: (TP + TN)/TP + FP + FN + TN = 90.65 %
2. Average Weighted Accuracy: [31(96.77) + 30(90) + 31(90.32) + 32

(93.75) + 30(90) + 30(86.66) + 30(86.66)]/214 = 90.6513 %.
3. Average TPR: 90.5942 %, Average FPR: 9.3671 % and Average FNR: 9.4 %

Some of the timing parameters are also obtained for this system. The feature
extraction time and Emotion recognition time after extraction of features are
summarized in Table 3.

The average feature extraction time is 18.49 s and average emotion detection
time is 1.1 s.

Table 1 Confusion matrix

Actual class (row-wise)
\predicted class (column-wise)

HA SU SA FE AN DI NE Total
images

HA 30 0 0 0 1 0 0 31

SU 3 27 0 0 0 0 0 30

SA 0 0 28 0 2 1 0 31

FE 1 0 0 30 0 0 1 32

AN 0 0 0 0 27 0 3 30

DI 0 0 2 0 2 26 0 30

NE 4 0 0 0 0 0 26 30

Total images 38 27 30 30 32 27 30 214

Table 2 Calculation of TPR,
FPR and FNR for each
emotion

Emotion TPR FPR FNR

HA 96.77 25.80 3.22

SU 90 0.0 10.00

SA 90.32 6.45 9.67

FE 93.75 0.0 6.25

AN 90 16.6666 10.00

DI 86.66 3.3333 13.33

NE 86.66 13.3333 13.33
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7 Conclusion and Future Work

Non verbal approach for emotion detection has significant role in many applica-
tions. Few important applications are E—learning where trainer and learners are
remotely located so the analysis of learning experiences, learning curve, feedback
and cognitive assessment of the learners can be done through spontaneous facial
expressions. Facial expressions based emotion detection system can be developed
to know the fatigue of driver and an alert can be provided to driver to avoid further
consequences. The pain of bed ridden patients can be monitored automatically
through facial expression. The work is not effectively applicable for certain segment
of human beings suffering from specific problems like autism etc.

Facial patch based method of emotion detection which uses Gabor filter bank of
8 scales and 5 orientations for facial feature extraction is experimented for JAFFE
database. The experimental results are quite promising and provide average accu-
racy of 90.65 % and overall emotion detection time is less than 20 s.

The work can be further extended for rotation and scale invariance. The
experimentation can be performed in presence of noise as well. Illumination
invariance can also be explored depending upon the requirement of application. The
work can be extended for other publically available emotion database like Cohn
Kanade database or database prepared with local subjects for specific study.
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Technological Devices for Elderly People
with Alzheimer’s Disease: A Review Study

Blanka Klimova and Petra Maresova

Abstract Current trends indicate a gradual increase in the number of elderly
people in the developed countries, whose life expectancy thanks to better living
conditions is prolonging. The higher age means more frequent occurrence of aging
diseases such as dementia. In order to maintain quality of their life, more relevant
support is needed. This can be done not only by their family members, additional
caregivers, but also by different types of technological and health devices satisfying
their specific needs. The aim of this article is to specify possibilities of using
modern information technologies for patients with Alzheimer’s disease (AD). This
is explored with respect to the diagnosis of this disease and with respect to the
technological devices such as monitoring, assistance, therapeutic, or diagnosis
technologies which can enable an improvement of quality of life of these people in
individual stages of this disease.

Keywords Technological devices � Alzheimer’s disease � Elderly people �
Benefits

1 Introduction

At present there is big potential in the use of information and communication tech-
nologies in different spheres of human activities. It is especially the IEEE Computer
Society that is involved in their use. The IEEE Computer Society associates computer
experts and managers in the field of ICT all over the world. These people specify
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global trends in this field, which are as follows: Internet of Things, Cybersecurity,
Big data and their visualization, cloud computing, connection of the Internet, cloud
and mobile technologies, Interactive Public Displays, 3D visualization, patients’
mobility with the help of haptic equipment, and multi-core memory sharing. In the
area of health care there are the following trends: a wider use of computational,
visualization and communication technologies and SW, the so-called eHealth,
coordination and optimization of care (cost cuts), electronic records of health state
and medical records, software (SW) and hardware (HW) equipment for the moni-
toring and control of home-care [1], and higher comfort and safety for patients.

Furthermore, there is a number of significant technologies and emerging models
that are making a big splash on the health care information technologies and
applications [2–5]. The following trends can be observed:

Health sensing: There has been a sharp incline in the quantity and variety of
consumer devices and medical sensors that capture some aspect of physiological,
cognitive and physical human health. The implementation of these technologies
empowers the end-users (e.g. chronic patients) by providing means to monitor and
record the status continually and, if the need arises, seek remote assistance.

Big data analysis in health care: With the increasing digitization of health care, a
large amount of health care data has been accumulated and the size is increasing in
an unprecedented rate. Discovering the deep knowledge and values from the big
health care data is the key to deliver the best evidence-based, patient-centric, and
accountable care.

Cloud computing in health care: With health care providers looking at solutions
to lower the operating costs, emerging technologies such as cloud computing can
provide an ideal platform to achieve highly efficient use of computing resources,
simplify management, and improve services in a safe and secure manner. Cloud
computing can support the analysis of the big data mentioned above. There is no
doubt that the adoption of these innovative technologies in medical fields can create
significant opportunities. Nevertheless, many challenges still need to be addressed
in order to achieve truly enhanced health care services [6]. These technologies are
starting to allow health care practitioners to offer cheaper, faster and more efficient
patient care than ever before. The health care industry is slowly but surely
becoming more agile, effective and cost-effective for patients looking for care. The
biggest innovations in health care technology with far reaching impacts according
to [7] are as follows:

• Microchips modelling clinical trials;
• Wearable technology like google glass;
• 3D printed biological materials;
• Optogenetics;
• Hybrid operating rooms;
• Digestible sensor;
• Cloud-based provider relationship management software.
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The aim of this article is to specify possibilities of using modern information
technologies for patients with Alzheimer’s disease (AD). This is explored with
respect to the diagnosis of this disease and with respect to the devices for the
improvement of quality of life of these people in individual stages of this disease.

2 Methods

For the purpose of this article a method of literature review of available sources
describing current modern information technologies and their role in the diagnosing
of dementia was applied.

In the database of Web of Science the authors reviewed research studies con-
nected with the topic on the basis of the keywords “Alzheimer disease AND
technology”. Figure 1 indicates four times higher occurrence of these keywords in
the course of 2004–2014.

Many results were too much widely focused and they were connected with the
use of modern technologies in health care. Therefore the authors examined only
those research studies which were closely connected with the explored topic.

The selection procedure of the final number of studies was done in the following
four steps:

• Identification (identification of the key words and consequently, available rel-
evant sources);

• Duplication check;
• Assessment of relevancy (verification on the basis of abstracts whether the

selected study corresponds to the set goal); and
• Use of available studies (Fig. 2).
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Fig. 1 Occurrence of the keywords Alzheimer disease and technology in the database web of
science. Source Authors’ own processing
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3 Technologies for People with AD

AD is an irreversible neurodegenerative disorder characterized by a progressive and
significant decline in memory, cognitive and physical functioning [8–11].
According to the International Classification of Diseases (ICD), there are three
widely used criteria-based approaches to the diagnosis of Alzheimer’s disease.
Three common misconceptions regarding Alzheimer’s disease—that it is a global
disorder, that it is a diagnosis of exclusion and that it can be diagnosed only at
autopsy—are all eschewed by the three diagnostic frameworks [12]. This affects not
only quality of their own life but also imposes a substantial burden on their families,
respectively on their caregivers. Therefore both groups welcome any kind of
reducing this load, either physical or mental, which can be partially reduced by
implementing suitable technologies. These technologies are particularly useful in
the early, mild and moderate, phases of AD or at its diagnosing. In addition, they
can slow down the onset of AD symptoms.

Records identified through 
database searching (n =
1625)

Records identified 
through other sources (n 
= 130)

Full text articles accessed 
for further analysis (n = 
128)

Records screened               
(n = 1138)

Records after 
duplication removed (n
= 1138) 

Studies included in 
systematic review (n =
16) 

Other sources included 
in systematic review (n 
= 3) 

Records excluded 
(n =1010) 

Full-text articles 
excluded (n = 109) 

Fig. 2 Results of the systematic review. Source: Authors’ own processing
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Generally, these technologies can be divided into monitoring, assistance, ther-
apeutic, and diagnosis technologies [13]. All these technologies aim to:

• Promote independence and autonomy, both for the person with dementia and
those around them;

• Help manage potential risks in and around the home;
• Reduce early entry into care homes and hospitals;
• Facilitate memory and recall; and
• Reduce the stress on caregivers, improving their quality of life, and that of the

person with dementia.

Monitoring technologies mainly focus on monitoring well-being of AD patients
and avoiding maintenance and safety problems at home. These technologies
involve, for example, Care Media or Smart Carpet technology. Care Media tech-
nology concentrates on recognizing various behavioral patterns and social inter-
actions such as sitting, walking or standing. It can also eliminate aggressive
behavior. Smart carpet technology can measure walking speed and/or gait and
therefore it can help in the identification of any deterioration in physical ability [13].

Assistance technologies include, for instance, window-on-the-world consisting
of a remote camera with an RF link to a receiver plugged into the TV; conversation
prompter; and sequence support. One of the most popular and tested technologies is
also a computer-aided telephone system [11, 14], which helps AD patients with a
simple miscroswitch response (i.e. it helps the person avoid all the difficulties
connected with remembering, retrieving or dialing telephone numbers) make a
phone call.

These technologies can be divided into four basic groups according to their
purposes [14]: prevention and engagement (e.g. home automation technologies
which can monitor and ensure home safety features such as fire and smoke alarms,
ventilation, sensors for water temperature, or power control); compensation and
assistance (e.g. robotics which can perform household maintenance such as vacuum
or assist with bathing or eating (a butler) or companionship activities; care support
(e.g. communication such as access to telecare and medical networks and social
support networking, e-mails, real-time alarms); and enhancement and satisfaction
(e.g. sensors for monitoring, initiating alarms and data collection, among which the
most common types are environmental, e.g. motion detection, thermostats or water
usage, radiofrequency transmitters and computer-vision such as webcam, user
recognition or motion analysis).

Therapeutic technologies are, for example, multimedia biographies helping
individuals remember their past or SenseCam [13], which is a small portable camera
that can be worn throughout the day and which makes about 1000–1500 snapshots of
a person’s daily life. The AD patients can replay this as a three-minute flash-frame
movie at the end of the day. This might help these people remember what they
experienced during their day. In addition, their cognitive and memory skills can be
enhanced by computer games if they are played on a regular basis [15]. Most recently
Lancioni et al. [16] have introduced and tested a computer-aided program aimed at
fostering patient’s verbal engagement on a number of life experiences/topics
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previously selected for him or her and presented in the sessions through a friendly
female, who appeared on the computer screen. The female asked the patient about the
aforementioned experiences/topics, and provided him or her with positive attention,
and possibly verbal guidance (i.e., prompts/encouragements).

As research studies [17–19] illustrate, diagnosis technologies can reliably and
effectively contribute to non-invasive detection of AD in the early stages. The
so-called Computer Aided Diagnosis (CAD) tools can offer meaningful comparison
between normal and diseased subjects using the analysis of certain features in a
functional brain image, and detecting the appearance of the abnormalities.
These CAD systems in fact apply machine learning techniques to build classifier
system that may help the clinicians to establish a diagnosis on the available, usually
imaging data. The diagnosis technologies now very often include devices from the
area of virtual reality. The reason is that virtual reality environments have a major
advantage for the assessment of spatial navigation and memory formation, as
computer-simulated first-person environments can simulate navigation in a
large-scale space. Mild cognitive impairment (MCI) is considered as a stage of
cognitive, especially mnemonic impairment beyond what is considered normal for
age, but not of sufficient magnitude as to warrant the diagnosis of dementia or
Alzheimer’s disease (AD) [20, 21]. Several studies have demonstrated reduced
hippocampus size in individuals with amnesic MCI (aMCI) when compared with
healthy controls (consult [22]). Hippocampus size reduction in aMCI (approxi-
mately 10–15 %) is, however, less strong than that observed in individuals with
clinically probable AD (up to 40 %; consult [23]). In another study it was found that
the AD patients’ performances were inferior to that of the MCI and even more to
that of the healthy aged groups, in line with the progression of hippocampus
atrophy reported in the literature [24].

To improve the diagnosis of AD, VR-DOT1 performance score data were
compared with markers of neurodegeneration over different time intervals.
Consequently, significant correlations of VR-DOT score with MRI-derived AD
signature biomarker and with electrophysiological correlates, Enterprise Resource
Planning (ERPs) were revealed. Furthermore, with respect to these markers,
VR-DOT was also associated with a lower neuropsychological test performance in
the attention and executive domains. Specifically, executive tasks (verbal fluency,
trails) requiring high attention resources highly correlated with VR-DOT. This
study also confirmed the usefulness of P3b latencies at the parietal site as a tool for
assessing declining progression but also as an AD-converter predictor. Thus, using
simple computer-based neuropsychological assessment, including VR-DOT com-
bined with functional neurophysiologic markers, could optimize the diagnosis of
AD in an early stage of the disease and can provide the greatest benefit in terms of
cost and risk compared with other techniques [25].

Although there seem to be a lot of benefits of these technologies for AD patients,
there are obvious pitfalls as well. Apart from being quite costly, these technologies

1virtual reality day-out task (VR-DOT) environment.
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may have problems with maintenance, alert or data management. In addition, there
might arise hardware issues, e.g., sensors can be damaged, or automatic software
updates can cause interference. The methodology, e.g., of prompts, is not so much
tested yet. And there are many more such issues.

4 Conclusion

With the increasing number of younger elderly people suffering from Alzheimer´s
disease and their ability to exploit technological devices, there is a gradual trend to
maintain and improve quality of their life by implementing technologies into their
lives in order to delay their cognitive decline and accompanying behavioral and
psychological symptoms of AD. Table 1 below summarizes the main technological
device groups and their benefits.

Table 1 Summary of technologies for Alzheimer disease

The group
of technologies

The type of technology Modern
technologies which
make the corner of
this support

Benefits Studies

Diagnosis
technologies

CAD systems Cloud computing Delay of the onset
of the disease at its
early diagnosis

[17–25]

Data analysis in
real time

Monitoring
technologies

Care Media or Smart
carpet technology

Big data (NoSQL
database)

Provision of
patients’ greater
security
Time-saving for
caregivers

[13]

Connection of the
Internet, cloud and
mobile
technologies

Assistance
technologies

Robotics, telecare and
medical networks and
social support
networking, e-mails,
real-time alarms,
initiating alarms and
data collection

Multicore memory
sharing

Improvement of
patients’ quality of
life
Better chance of
communication
with surrounding,
support for social
contacts

[11, 14]

Software-defined
anything (open
code or modular
building of
systems) [26, 27]

Therapeutic
technologies

Multimedia
biographies,
computer-aided
program

Support for the
prevention of the
disease
Support for the
treatment of the
disease, reduction
of the symptoms

[13, 15, 16]

Source Authors’ own processing
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The importance of technologies and their use as assistance tools will be growing
with the rise of ageing population. The main trends of their development mainly
include: cloud computing, mobile technologies, multicore memory sharing or big
data.
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on Environment Related Cancers

Wojciech Bensz, Damian Borys, Krzysztof Fujarewicz, Kinga Herok,
Roman Jaksik, Marcin Krasucki, Agata Kurczyk, Kamil Matusik,
Dariusz Mrozek, Magdalena Ochab, Marcin Pacholczyk,
Justyna Pieter, Krzysztof Puszynski, Krzysztof Psiuk-Maksymowicz,
Sebastian Student, Andrzej Swierniak and Jaroslaw Smieja

Abstract There are many impediments to progress in cancer research. Insufficient
or low quality data and computational tools that are dispersed among various sites
are one of them. In this paper we present an integrated system that combines all
stages of cancer studies, from gathering of clinical data, through elaborate patient
questionnaires and bioinformatics tools, to data warehousing and preparation of
analysis reports.

Keywords Cancer research � Integrated systems � Data warehouses

1 Introduction

Lack of easy-to-use software and hardware infrastructure that would support all
stages of epidemiological cancer studies, as well as poor availability of data from
clinical and experimental groups is one of the main reasons of slower, than tech-
nology and state of biological and clinical knowledge would indicate, advances in
cancer research. Though there exist many bioinformatics databases, supported with
computational tools to analyze data stored there, these tools are often very specific
to these databases and cannot be easily applied anywhere else. Additionally,
research in epidemiology may be very specific, which is why it is difficult to
compare and analyze data between different research centers.

In search for tools that would facilitate biomedical research, we have created an
integrated system that encompasses all its stages. Though it has been developed with
studies into environmental-associated cancers, its architecture and computational

W. Bensz � D. Borys � K. Fujarewicz � K. Herok � R. Jaksik � M. Krasucki � A. Kurczyk
K. Matusik � D. Mrozek � M. Ochab � M. Pacholczyk � J. Pieter � K. Puszynski
K. Psiuk-Maksymowicz � S. Student � A. Swierniak � J. Smieja (&)
Faculty of Automatic Control, Electronics and Computer Science, Silesian University
of Technology, Akademicka 16, Gliwice, Poland
e-mail: Jaroslaw.Smieja@polsl.pl

© Springer International Publishing Switzerland 2016
D. Król et al. (eds.), Recent Developments in Intelligent Information
and Database Systems, Studies in Computational Intelligence 642,
DOI 10.1007/978-3-319-31277-4_35

399



tools that have been implemented may support virtually any clinical and biological
research. In the paper, we describe the architecture of the system and provide
insights into some of its tools.

2 Features of Epidemiological Studies

The epidemiological studies, not only in the field of cancer, are characterized by
two distinct features. First, the patients are chosen from existing databases, and
asked to participate in the project. Second, among various data gathered in these
projects, a huge part comes from personal questionnaires that are tailored to a
specific study and usually are unique, though some of the questions or question
types may reappear in different studies.

A simplified flowchart of an epidemiological study is presented in Fig. 1.
Following selection of a pool of prospective patients, they are contacted by clinical
staff to obtain written consent to participate in the study. Those who agree to
participate, enter the project. The first step then is filling in detailed surveys, which
so far has been done in paper, followed by entering data to spreadsheets.
Afterwards, the clinical path is defined, i.e. the list of necessary physical and/or
physiological examinations is compiled, complete with time intervals between
subsequent health checks. After the samples are collected from the patients (or,
more specifically, project participants), they are analyzed in laboratories and the
results are stored in the database. Usually the research ends at that point with
conclusions drawn for future studies.

There are three problems to be addressed at this point. First, data is not shared
among different research centers, not necessarily because of lack of will to share.
Second, keeping track of the position of each patient in the study path is difficult

Epidemiological studies:

List of prospective participants
Patient 

consent
Project-specific

questionnaire

Defining

clinical path 

in the study

Sample acquisition

and analysis

Data 

analysis

Cell-line and 

animal 

experiments

conclusions

Directions for new epidemiology  

studies and clinical conclusions

Fig. 1 Simplified flowchart of epidemiological studies. In addition supporting standard actions,
the system facilitates additional interactions shown by the dashed lines
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and it leads to flawed or missing data. Finally, despite the fact that quite often the
research teams comprise specialists from various fields, they cannot fully utilize
data that has been acquired due to the differences in IT systems. We propose to
integrate all steps using an integrated system that would facilitate creation of an
additional feedback employing also experimentalists, as depicted in the Fig. 1.

3 Overview of the System Architecture

The system is composed of three interconnected types of subsystems (Fig. 2). In the
first line of research there are local databases, managed by so called LIMS. They
can be proprietary, under assumption that they provide some kind of an interface
allowing data export. However, to take full advantage of the system properties, we
developed our own LIMS-like system that is briefly presented in the subsequent
section. These locally maintained databases communicate with a central data
warehouse.

Data warehouse systems are complex information systems designed to per-
form advanced reporting, on-line multidimensional analytical analysis (OLAP),
trend and what-if analysis, results prediction and advanced data mining [1–4]. The
results generated by data warehouse systems are often an essential element of
enterprise level strategic management process, and that is why data warehouse
systems must provide exact, reliable and up-to-date information. Multidimensional
analysis is also becoming increasingly popular in the area of Life sciences, in which
multiple views of the same data allow to get insights about real living organisms.
This concept was successfully utilized in various existing projects such as
BioWarehouse [5], Atlas [6], and BioDWH [7].

The central data warehouse developed in the SysCancer project is used to
support multidimensional analysis from local databases after data earmarked for
public access has been exported from them. Additionally, it is used as a gateway for

Central Data 

Warehouse

Local DB

Research 

Local 

Clinics

Local DB

Clinics

Local DB

Research 

e.g. Chembl

External/
Reference 

Computational 

cluster

Fig. 2 Architecture of the
integrated system supporting
biomedical research
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the computational cluster, responsible for performing complex analyses of data
using advanced algorithms that are accessible through a self-explanatory simple
interface.

4 Local Databases (LIMS-like Systems)

Having epidemiological research oriented on environment related cancer in mind,
we have developed a system for managing all stages of such research. It comprises
subsystems for patient management complete with tools for defining clinical paths
and supporting acquisition of medical samples results, survey subsystems as well as
subsystems for animal and molecular biology laboratories (Fig. 3). Data stored in
the local database may be earmarked for export to the central data warehouse,
following necessary anonimization procedures.

The most significant advantage of our system over other approaches like Prolab3
or LabCollector is the ability to integrate knowledge from other, remote databases
through the use of web-services (e.g. NCBI gene data, Web of Science scientific
literature information) and the ability to use the data stored in local databases as an
input into various custom data analysis applications (e.g. PCR primer sequences to

Fig. 3 Main interface of the LIMS for management of local databases
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determine possible amplicons). The system has a modular architecture which can be
adjusted to the current requirements of the laboratory, and despite numerous fea-
tures it very easy to use.

4.1 Typical Laboratory Management Operations

Users belonging to different laboratories are authorized to access their respective
resources and obtain tools specific to their work characteristics. For example,
molecular biologists that run experiments on cell cultures, have access to the
subsystems managing reagents and cell cultures, with separate interfaces for
entering data from experiments. Similarly, employees involved in animal experi-
ments have access to the respective animal subsystem. In addition to interactive
forms facilitating data entering, there are also tools for uploading raw results in the
form of files specific to the equipment used in experimental work.

Additionally, there is a separate subsystem for equipment management with two
main features. It may be used for keeping track of equipment maintenance, with
alerts generated when periodic servicing is required. Additionally, stand-alone
mobile applications may be used to request access to a specific equipment in the
desired time slots.

4.2 Questionnaires Subsystem

Arguably the subsystem that should bring the greatest improvements into the
research at the local database level is the one that facilitates creation and filling in
the questionnaires in epidemiological projects (Fig. 4). The creator for project-

Fig. 4 Sample view of the questionnaires subsystem
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specific surveys allows for various types of questions to be defined by the user.
Once the questionnaire is ready, it can be made available for mobile devices of the
volunteers or staff who are responsible to gather data. In order to provide safety of
the system, the filled-in questionnaires can be saved to sandboxes and only from
there can be imported by the research center staff to local databases.

4.3 Subsystem for Patient Data Acquisition, Management
of Samples Collection and Storage of the Results

The subsystem for patient data acquisition provides standard functions. However, it
also facilitates the use of pre-designed barcodes for easier sample and patient
identification as well as tools for multiple use of larger tissue or blood samples. It
also facilitates export of anonimized data to the central data warehouse.

5 Computational Tools

The computational cluster connected to the central data warehouse provides an
interface to virtually any type of analysis. We have implemented a series of tools
that can be divided into three basic categories:

• Preprocessing of data form biological experiments, necessary if various exper-
imental platforms are used;

• Data analysis, including clustering and classification algorithms;
• Selected algorithms for biomedical image processing and analysis.

The user interface is the same for all algorithms. The user is requested to upload
the input data file and choose one of the implemented algorithms, following the
choice of the type of the task that is to be performed (Fig. 5). The pop-up list is
context-dependent, i.e. only those algorithms that are appropriate for a given task. If
the algorithm requires a setup of parameter values, these also appear on the screen.
In most cases, the results are stored in the indicated output file, though for several
simple analyses there are graphical reports available in the main interface.

The first group of algorithms consists of methods used for data filtering, nor-
malization and automatic correction. They are mainly dedicated to microarray and
PCR experiments, allowing to standardize the measurements and unify the data
format. This allows to integrate results obtained in various studies which often were
conducted using distinct platforms (e.g. Affymetrix, Agilent, Illumina) or based on
different types of genetic material (e.g. DNA, mRNA, microRNA, proteins).

As we have shown previously [8–10] data standardization has a significant
impact on the post-processing of the data, including identification of features that
differentiate selected groups of samples. Since most of the sample preparation
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methods are shared between various measurement platforms, like DNA/RNA
isolation and amplification, methods which are designed to reduce bias introduced
by their use can be shared among distinct studies. One of such methods imple-
mented in our computational environment introduces signal correction based on the
gene or microarray probe GC content, enhancing the specificity and sensitivity of
algorithms used to detect differentially expressed genes, comparing to typical data
analysis workflows [8]. It is needed for reliable analysis of microarray experiment
data, as nucleotide composition affects signal intensity obtained in gene expression
studies using various methods and platforms [9]. Nucleotide sequence dependent
bias can significantly affect the expression estimates when using standard
normalization procedures that do not take into account the nucleotide composi-
tion of genes. High or low GC content genes are mainly affected but, as shown in
Fig. 6, even genes with 54 and 56 % GC can show significant differences post-
normalization, when two compared microarrays differ in the total signal intensity.
Figure 6 was created based on the results of over 10 thousand microarrays
downloaded from the ArrayExpress repository (LOESS smoothing was applied). It
shows the relation between total un-processed signal intensity of two microarrays
and expression intensity difference, after normalization, of selected housekeeping
genes GAPDH and ACTB (which are expected to have a stable expression level).
The relation shows that standard normalization approaches can be inefficient
resulting in artificial differences between certain genes. The dashed line marks the

Fig. 5 Interface to the computational cluster
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average difference between samples which is typical for the experiments studied,
indicating that this effect can be commonly observed in real data.

Once data have undergone appropriate preprocessing, it can be fed into
computational-cluster-run analysis. This may, for example, consist in high-
throughput sequencing data analysis, using newly developed approaches to find
functionally relevant conclusions, independent of original database that is the
source of data [11] or classification of multiclass microarray data [12].

Data analyzed in the classification system come out from various experiments
and from different biomedical techniques. Most of them generate different types and
volumes of data. For that reason there is hard to find the universal classification
model for all these data. This is the reason why we implement the set of different
classification and feature selection methods. Our classifier is based on the classi-
fication system showed in Fig. 7. Data preprocessing is a separate part of the
system, choice of proper classification and feature selection methods.

Various types of classification have been implemented, including Diagonal
Linear Discriminant Analysis classifier (DLDA) and Support Vector Machines
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(SVM). For feature selection the GS method, BSS/WSS-statistics, and PLS method
can be chosen from.

Validation methodology is an important part of the classification system. Here,
we have used a bootstrap-based technique as a resampling technique and for the
classification accuracy estimation method. We have implemented different boot-
strap based selection and classification indicators, described in detail in [12]. These
model validation techniques used can help the user to select the proper implemented
method mainly for feature selection and classification [13].

Medical and microscopic imaging requires a separate set of tools to support
analysis of data coming from these techniques. They include resizing of the images,
segmentation [10], morphological white top-hat transformation in case of Time of
Flight images, noise reduction and gamma transformation [14].

6 Data Warehouse

The central data warehouse is designed to collect, aggregate and facilitate analysis
of data collected from various research centers that participate in a large project. It
is assumed that those willing to utilize the system will export their data to the
central data warehouse (Fig. 8). Since for each type of analysis a separate ETL is
required, only predefined data types and analysis goals are currently implemented.
Three examples have been created to illustrate feasibility of the entire integrated
system:

Fig. 8 Interface to the computational cluster
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• Analysis of blood test results (the annotation for blood tests is relatively uniform
and it can be assumed that even proprietary LIMS systems that would connect to
the central warehouse would provide data in the ready-to-use format)

• Analysis of questionnaires data (assuming that the same questionnaire subsys-
tem and the same type of predefined questionnaire has been used)

• Analysis of data from external/reference database such as ChemBL (such
databases usually are equipped with the tools for analysis of data stored there;
however, these tools are often very limited in scope).

Additionally, the data warehouse is used to aggregate data concerning the use of
computational cluster resources to facilitate further reporting.

7 Conclusions

The solution presented in this paper is the first system that integrates all stages of
the research on environmental-related cancer in one place. Its architecture allows
connection of new partner institutions and further development of analytical and
computational tools for biomedical research. While all system components have
been designed for a specific project, they can support many other biological or
medical research projects or management in biomedical institutions. Modularity of
local database subsystems allows to choose components needed. All its modules
were implemented in Nofer Institute of Occupational Medicine in Lodz, Poland and
another, individualized version in Center of Oncology- Maria Sklodowska-Curie
Memorial Institute, Branch in Gliwice, Poland, where they underwent thorough
testing procedures. The computational cluster does not impose any constraints on
types of algorithms that can by run on it. Therefore it is open for future extensions.
However, it should be stressed that each new algorithm to be added to the pool of
computational tools available requires preparation of a dedicated context-dependent
interface for entering algorithm parameters. Similarly, the scope of analysis facil-
itated by the central data warehouse cannot be expanded automatically but require
development of supporting tools.
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An Efficient Tree-based Rule Mining
Algorithm for Sequential Rules
with Explicit Timestamps in Temporal
Educational Databases

Hoang Thi Hong Van, Vo Thi Ngoc Chau and Nguyen Hua Phung

Abstract In educational data mining, frequent patterns and association rules are
popular to help us get insights into the characteristics of the students and their
study. Nonetheless, frequent patterns and rules discovered in the existing works are
simple with no temporal information along the student’s study paths. Indeed, many
sequential pattern and rule mining techniques just considered a sequence of ordered
events with no explicit time. In order to achieve sequential rules with explicit
timestamps in temporal educational databases that contain timestamp-extended
sequences, our work defines a tree-based rule mining algorithm from the frequent
sequences generated and organized in a prefix tree enhanced with explicit times-
tamps. Experimental results on real educational datasets have shown that the pro-
posed algorithm can provide more informative sequential rules with explicit
timestamps. Besides, it is more efficient than the brute-force list-based algorithm by
optimizing the manipulations on the prefix tree for sequential rules with explicit
timestamps.

1 Introduction

Nowadays, educational data mining is known as an application of data mining in
the education domain to gain useful knowledge for educational decision making
support. Among the mining tasks, many existing works such as [2, 6, 9, 11] have
derived frequent patterns and association rules in educational databases. However,
only non-temporal association rules in [6, 11] or only frequent sequential/temporal
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patterns in [2, 9] have been discovered. Therefore, in order to provide educational
decision makers with more informative actionable knowledge, our work is dedi-
cated to sequential rules with explicit timestamps in detail from temporal educa-
tional databases in an academic credit system (Fig. 1).

As for pattern mining in general in the data mining area, we are aware of many
related works such as [3, 8, 17, 18] which unfortunately did not aim at sequential
rules with explicit temporal information from the resulting frequent temporal pat-
terns discovered in a temporal educational database as recently defined in [9].
Regarding the existing works on rule mining, [4, 10], some of the most recent rule
mining works, have not yet considered the temporal aspect of the resulting rules.
[5, 12–14] considered only occurrence ordering of the itemsets in the resulting
sequential rules. [16] provided more temporal relations in the resulting temporal
association rules. [7, 15] just augmented each resulting rule with explicit temporal
information in its entirety, not for each single component of the rule.

In this paper, we propose a tree-based rule mining algorithm from the frequent
sequences generated and organized in a prefix tree enhanced with explicit times-
tamps. In comparison with the aforementioned related works, our resulting
sequential rules with explicit timestamps are more informative and detailed to
capture the temporal aspects of knowledge hidden in the temporal educational
databases. Regarding the efficiency, we have conducted several experiments on real
educational datasets and found that the tree-based algorithm outperforms the
brute-force list-based algorithm by optimizing the manipulations on the prefix tree.
In short, our work has the merit of efficiently discovering sequential rules with
explicit timestamps from frequent timestamp extended sequences in a temporal
educational database. This task has not yet been supported by any existing rule
mining approaches (Fig. 2).

Algorithm 1: Rule_Mining_From_ a_Prefix_Tree_of_Frequent_Sequences
Input: a prefix tree of all frequent sequences, a 
minimum confidence min_conf
Output: a collection R of resulting sequential rules
Method: 
1. Mining rules from a list FS1 of frequent 1-sequences 
derived from the prefix tree

R1 := Rule_Mining_ From_ List_ of_1-Sequences
2.  Mining rules from frequent k-sequences for k>1

R2 := Rule_Mining_From_Tree_of_2-Sequences
3.  Return a collection R of resulting sequential rules

R := R1 U R2

Fig. 1 Algorithm 1: Rule mining from a prefix tree of frequent sequences
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2 Towards an Efficient Tree-based Approach to Mining
Sequential Rules with Explicit Timestamps

In our work, we consider the frequent sequences discovered from a
timestamp-extended sequence database and organized in a prefix tree enhanced
with explicit timestamps as defined in [9]. For mining sequential rules with explicit
timestamps from such sequences, we determine one efficient tree-based approach to
speed up the sequential rule mining process in the two following cases:
Case1: In this case, frequent 1-sequences are considered in the form of <(E,0)>

where E is a set of events taking place at the same moment. For each SL of
such frequent 1-sequences, a sequential rule r is generated step by step as
follows:

Step 1: Determine each frequent 1-sequence SR in the form of <(E’,0)> where E’
is a proper superset of E.

Step 2: Determine the right hand side of r as the difference between E’ and E and
form r: E→E’−E.

Step 3: Calculate support and confidence of r:

support (r) = support SRð Þ ð1Þ

confidence rð Þ ¼ support SRð Þ=support SLð Þ ð2Þ

Step 4: Return r as a resulting rule if confidence(r) ≥ min_conf where min_conf is
a given minimum confidence.

Algorithm 2: Rule_Mining_ From_ List_ of_1-Sequences
Input: a list FS1 of frequent 1-sequences, a minimum 
confidence min_conf
Output: a collection R1 of resulting sequential rules
Method: 
1. Sort all sequences of FS1 in ascending order of 

sequence length
2. For each sequence SL in FS1 in the form of <(E,0)> 
3. TS := all sequences in FS1 following SL in order
4. For each sequence SR in TS in the form of <(E’,0)>
5. If E⊂E’ then 
6. Generate a rule r: E→E’-E 
7. Calculate support and confidence of r:

support(r) := support(SR) 
confidence(r) := support(SR)/support(SL) 

8. If confidence(r) ≥ min_conf then R1 ← r

Fig. 2 Algorithm 2: Rule mining from list of 1-sequences
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Case2: In this case, we take into consideration other frequent k-sequences for
k≥2. Each S of such frequent k-sequences is divided into two parts: prefix
pre and postfix post of S. A sequential rule r is generated as: pre→post.
support and confidence values of r are calculated as follows:

support rð Þ ¼ support preþ þ postð Þ ¼ support Sð Þ ð3Þ

confidence rð Þ ¼ support preþ þ postð Þ=support preð Þ
¼ support Sð Þ=support preð Þ ð4Þ

Due to the Apriori property in the frequent sequence mining task, as S is fre-
quent, so are its prefix and postfix, pre and post, respectively (Fig. 3).

In particular, we define a tree-based algorithm to discover sequential rules with
explicit timestamps from a set of frequent sequences organized in a prefix tree as
previously mentioned. Discussed in [9], our prefix tree is good enough to capture
necessary information about each frequent sequence and expected to efficiently help
speeding up the sequential rule process in comparison with the traditional
brute-force list-based algorithm which directly forms sequential rules from a list of
the resulting frequent sequences. Indeed, each node at level k in the prefix tree
corresponds to a frequent sequence with the length of k. Different from prefix trees
in [14], that node represents only the k-th item and its timestamp of the corre-
sponding frequent k-sequence. In order to obtain the corresponding frequent
k-sequence, we simply traverse the tree from the root to that node at level k. While
traversing the tree from the root, we build up such a frequent k-sequence from a
frequent (k-1)-sequence in the two ways as follows:

i. Sequence extension: an item along with its timestamp at the node at level k is
added into the frequent (k-1)-sequence corresponding to its parent at level
(k-1). In addition, such a node at level k is specified as an s node.

ii. Itemset extension: an item at level k is added into the latest itemset of the
current sequence and its timestamp is also the timestamp of this latest itemset.
In this way, such a node at level k is specified as an i node.

Based on these two ways of extending a (k-1)-sequence, a sequence α which is
composed of (k-1) items is a prefix of all sequences extended from α if its

Algorithm 3: Rule_Mining_From_Tree_of_2-Sequences

Input: a prefix tree Prefix_Tree of frequent sequences 
with the root node root, a minimum confidence min_conf
Output: a collection R2 of resulting sequential rules
Method:
1. F1 = all child nodes of root at level 1 of Prefix_Tree
2. For each node p in F1
3. Call Mining_from_tree (null, p) to update R2

Fig. 3 Algorithm 3: Rule mining from tree of 2-sequences
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corresponding node at level (k-1) in the prefix tree is an s node. Otherwise, α is an
incomplete prefix of all sequences extended from α.

Given a prefix tree of all frequent sequences and a minimum confidence
min_conf, our tree-based algorithm is sketched in Algorithm 1 with two main parts:
the first part in Algorithm 2 for mining sequential rules from frequent 1-sequences
as handled in Case 1 and the second one in Algorithm 3 for mining sequential rules
from frequent k-sequences for k>1 as described in Case 2.

Different from the list-based algorithm, the tree-based algorithm deals with case 2
while the prefix tree is traversed instead of completely generating a frequent
k-sequence, dividing it into a prefix and postfix, and then forming an appropriate
sequential rule. Particularly in Mining_from_tree procedure of Algorithm 3 in Fig. 4,
let us consider any node p of the prefix tree different from its root.

At the beginning, a sequence Sp corresponding to node p is obtained in either
sequence extension or itemset extension manner depending on the type of node p
which is either an s node or an i node, respectively.

If a child node of node p, called pchild, is an s node, a sequence Sp is a prefix of
the sequence corresponding to pchild. In addition, all sequences Sc in the subtree
whose root is pchild are postfixes of Sp. As a result, we generate sequential rules in
the form of Sp→Sc.

If pchild is an i node, a sequence Sp will be extended in an itemset extension
manner via another invocation of Mining_from_tree procedure. After that, all child
nodes of pchild will be next considered to generate sequential rules.

For example, we illustrate how sequential rules hidden in a timestamp-extended
sequence database are generated efficiently from the prefix tree in Fig. 5a.

Procedure: Mining_from_tree(Sequence Prefix, Node p)
Input: Prefix which is a frequent sequence at the parent 
node of node p, node p which will be appended to Prefix

Output: updating R2 
Method:

//Generate a sequence Sp corresponding to node p 
1. If p.type = s then Sp = Prefix.AddAppendSequence(p)
2. Else  Sp = Prefix.AddAppendItem(p) // p.type = i
3. For each child node pchild of node p
4. If pchild.type = s then
5. PList := a collection of all sequences from the 

subtree whose root is pchild
6. For each sequence Sc in Plist 
7. Generate a rule r: Sp → Sc
8. Calculate support and confidence of r:

support (r) := support (Sc) 
confidence (r):= support (Sc)/support (Sp) 

9. If confidence (r)≥min_conf then R2←r
10. Mining_from_tree (Sp, pchild) 
11. Else Mining_from_tree (Sp , pchild) //pchild.type=i

Fig. 4 Procedure: Mining from tree
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Firstly for case 1, we generate all sequential rules from a set of frequent sequences
of size 1 which are: <(A,0)>, <(B,0)><(C,0)>, <(D,0)>, and<(AB,0)>. Among these
sequences, only <(AB,0)> is processed to obtain the two following sequential rules:

R1 : \ A; 0ð Þ[!\ B; 0ð Þ[ 0:5; 0:67ð Þ
R2 : \ B; 0ð Þ[!\ A; 0ð Þ[ 0:5; 1ð Þ

Where:

• R1 implies that there is 50 % of the students who failed both course A and
course B in the same semester and among those students, 67 % of the students
who failed course A also failed course B in that semester.

• Similarly, R2 implies that 50 % of the students who failed both course A and
course B in the same semester and among those students, the students who
failed course A also certainly failed course B in that semester.

Secondly for case 2, we generate sequential rules by traversing the prefix tree
node by node. Let us examine node <A,0> at level 1 of the tree as shown in Fig. 5b.

Based on the type of node <A,0> and its child nodes, a sequence <(A,0)> is an
incomplete prefix of all sequences in the subtree T1 whose root is node <B,0> and a
prefix of all sequences in the subtrees T2 whose roots are nodes <C,1> and <D,3>.

Let us check the nodes in T1. As a child node <B,0> of node <A,0> is an i node,
the sequence <(A,0)> is extended to be a sequence <(AB,0)>. In turn, the sequence
<(AB,0)> is a prefix of a sequence corresponding to node <C,1> and its child
nodes. Therefore, we next traverse the subtree whose root is node <C,1> to obtain a
postfix, a sequence <(C,1)>. As a result, we generate a sequential rule with the
prefix <(AB,0)> and the postfix <(C,1)> which is R3 in Table 1.

Let us check the nodes in T2. As a child node <C,1> of node <A,0> is an s node,
the sequence <(A,0)> is a prefix of the sequence corresponding to node <C,1> and

Fig. 5 a A prefix tree T of all frequent sequences; b Examining node <A,0> of T
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all its child nodes. Traversing the subtree rooted by node <C,1>, we collect two
postfixes which are<(C,1)> and <(C,1), (D,3)>. Therefore, two corresponding
sequential rules R4 and R5 are created as shown in Table 1. After that, the sequence
<(A,0)> is extended to be a sequence <(A,0), (C,1)> corresponding to node <C,1>.
In turn, the sequence <(A,0), (C,1)> is a prefix of all sequences corresponding to
node <D,3> and all its child nodes because node <D,3> is an s node. In the same
way, traversing the subtree whose root is node <D,3>, we obtain a postfix which is
<(D,3)>. At that moment, we generate a sequential rule R6 with the prefix <(A,0),
(C,1)> and the postfix <(D,3)> as displayed in Table 1. Similarly for node <D,3>
which is another child node of node <A,0>, we have a prefix <(A,0)> of all
sequences at node <D,3> and its child nodes as node <D,3> is an s node. Traversing
the subtree rooted by node <D,3>, we get one postfix <(D,3)> and form a sequential
rule R7 with the prefix <(A,0)> and the postfix <(D,3)>.

As a result, a set of sequential rules discovered at node <A,0> is presented in
Table 1. Regarding the semantics of the resulting rules, we describe the meaning of
R3 for instance. R3 is a sequential rule with explicit timestamps implying that there
is 50 % of the students who failed both course A and course B in one semester and
then failed course C in the following semester; among those students, if they failed
both course A and course B in the same semester, certainly they failed course C one
semester later.

3 An Evaluation of the Proposed Algorithm

From the theoretical point of view, we evaluate our algorithm as follows. As soon
as sequential rule mining is performed on the prefix tree, we cut the cost of
checking a valid prefix of a sequence. This is because if a node has a child node
whose type is an s node, its corresponding sequence is always a prefix of all
sequences derived from the subtree whose root is that child node. Such a feature
leads to a higher efficiency of the tree-based algorithm as compared to the
brute-force list-based algorithm which needs to check prefixes and postfixes of each
sequence by manually dividing each sequence into a prefix and a postfix time and
time again. In comparison with an existing prefix tree in mining sequential rules
with no timestamp in [14], our prefix tree is different in the following points. In our
prefix tree, each node except the root contains only one item in a sequence while

Table 1 Sequential rules discovered at node <A,0>

Prefix List of Post Rule

<(AB,0)> <(C,1)> R3: <(AB,0)> → <(C,1)> (0.5; 1)

<(A,0)> <(C,1)>, <(C,1), (D,3)> R4: <(A,0)> → <(C,1)> (0.75; 1)
R5: <(A,0)> → <(C,1), (D,3)>(0.5; 0.67)

<(A,0), (C,1)> <(D,3)> R6: <(A,0), (C,1)> → <(D,3)>(0.5; 0.67)

<(A,0)> <(D,3)> R7: <(A,0)> → <(D, 3)>(0.5; 0.67)
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one in the prefix tree in [14] captures an entire sequence. Thus, the storage space
can be better utilized for our prefix tree. Besides, it is natural for us to generate a
sequence at a node while the tree is traversed in the two aforementioned sequence
and itemset extension ways. At the same time, at each node different from the root,
it is simpler for us to determine the postfixes of a sequence which is now a prefix
corresponding to that node by examining the type of a child node and if it is an s
node, we collect all postfixes from the subtree rooted by that child node. In contrast,
[14] had to remove a prefix corresponding to a node p from all sequences at the
child nodes of p to obtain all appropriate postfixes. Especially, our tree captures an
explicit timestamp at each node so that sequential rules with explicit timestamps can
be derived from the prefix tree while there is no timestamp in [14]. Hence, our tree
can be regarded as a timestamp-extended prefix tree which is a temporal version of
the existing prefix trees in sequential rule mining.

For an evaluation from the empirical point of view, several experiments and
discussions about their results are given in the following part. We carried out the
experiments on a 2.53 GHz Intel Core i3 PC with 4.00 GB RAM, Windows 7
Home Premium, a 64-bit operating system.

Our experiments used educational data which are unsuccessful study results in
the three semesters 4, 5, and 6 of the undergraduate students. They enrolled in
2005–2008 following the program in Computer Science at Faculty of Computer
Science and Engineering, Ho Chi Minh City University of Technology, Vietnam,
[1]. For the first semester, we used the study results of 151 students among 361
students enrolled in 2005 who have failed at least one course. Similarly, the study
results of 1334 students enrolled in 2005–2008 have been examined and used.

In addition, in the following tables, with the students enrolled in 2008, 567_x for
x in {4, 5, 6} has 5678_x as an incremental version; in turn, with the students
enrolled in 2007, 56_x has 567_x as an incremental version; with the students
enrolled in 2006, 5_x has 56_x as an incremental version; and 5_x is an original
data set with the unsuccessful study results of the students enrolled in 2005. More
details about our data sets can be found in [9].

In our experiments, we examine the proposed algorithm in two cases: (1).
Keeping the minimum support min_sup unchanged at 0.03 and the minimum
confidence min_conf at 0.4, each algorithm is performed for various data sets in six
semesters; (2). With a single data set 5678_6 in semester 6, the minimum support
min_sup is varied from 0.02 to 0.1 with a gap of 0.01 and the minimum confidence
min_conf is fixed at 0.6. In addition, we compare our proposed tree-based algorithm
with the brute-force list-based algorithm. For each algorithm in each case, we
recorded the number of frequent sequences Sequence# and rules Rule# generated
and how long the algorithm is executed for sequential rules with explicit times-
tamps in milliseconds. Tables 2 and 3 present our experimental results where
LTime stands for the processing time of the brute-force list-based algorithm, TTime
for the processing time of the tree-based algorithm, and LTime/TTime is the ratio of
LTime to TTime.

In the first case, it is realized that the processing time of the tree-based algorithm
is always much less than one of the list-based algorithm. It is also worth noting that
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as the number of frequent sequences discovered from the database is small, the two
algorithms are equivalent to generate corresponding sequential rules. However, as
the size of the database increases and the number of frequent sequences gets larger
and larger, the tree-based algorithm consistently outperforms the list-based algo-
rithm more and more. In general, the processing time of the tree-based algorithm is
a few times to a few hundred times better than one of the list-based algorithm and
thus, the tree-based algorithm is more efficient than the list-based algorithm.

Similar results have been obtained in the second case. There has been a con-
sistent difference in the processing time of the tree-based algorithm from that of the
list-based algorithm. As the value of min_sup is small, a large number of frequent
sequences are generated, leading to a large number of sequential rules, the
tree-based algorithm can save a lot of processing time as compared to the list-based
algorithm from a few times to a few hundred times.

In short, our work has provided a tree-based sequential rule mining algorithm to
discover sequential rules with explicit timestamps in a temporal educational database

Table 2 Experimental results with min_sup = 0.03, min_conf = 0.4, and different datasets

Dataset Sequence# Rule# LTime TTime LTime/TTime

5_4 134 61 2.02 ≈ 0 –

56_4 72 25 ≈ 0 0.16 –

567_4 193 119 3.60 ≈ 0 –

5678_4 1403 1377 282.04 4.39 64.25

5_5 163 92 3.14 0.15 20.93

56_5 84 48 1.42 ≈ 0 –

567_5 310 251 12.93 0.63 20.52

5678_5 3073 3920 1887.92 10.90 173.20

5_6 197 131 4.51 0.93 4.85

56_6 113 97 1.71 ≈ 0 –

567_6 545 611 48.69 2.18 22.33

5678_6 7176 12629 14299.60 32.45 440.67

Table 3 Results with 5678_6 dataset, Varying min_sup in [0.02, 0.1], and min_conf = 0.6

min_sup Sequence# Rule# LTime TTime LTime/TTime

0.02 137236 233662 6529098 881.69 7405.2

0.03 7176 9395 14068.38 29.93 470.04

0.04 1262 1106 283.15 3.28 86.33

0.05 319 214 14.48 0.47 30.81

0.06 167 117 4.47 0.30 14.90

0.07 95 61 1.54 ≈ 0 –

0.08 52 21 0.62 ≈ 0 –

0.09 36 11 ≈ 0 0.32 –

0.1 26 8 0.93 0.16 5.81
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where the tree-based algorithm is more efficient than the list-based algorithm. This
also confirms that with an appropriate prefix tree to manage frequent sequences with
explicit timestamps, a sequential rule mining process can be speeded up.

4 Conclusion

In this paper, we have taken into consideration a sequential rule mining process on
temporal educational databases to discover sequential rules with explicit times-
tamps. As compared to traditional sequential rules with no timestamp, our resulting
sequential rules with explicit timestamps are more informative and helpful for
decision makers in the education system. In order to facilitate the rule mining
process, a tree-based algorithm has been defined to generate sequential rules with
explicit timestamps automatically while the existing works just focused on prefix
trees of frequent sequences with no timestamp. In addition, the experimental results
have shown that as the size of the database is larger or the minimum support is
smaller, the tree-based algorithm is much more efficient than the brute-force
list-based algorithm to tackle a larger number of frequent sequences as well as
sequential rules generated.

In the future, we plan to make the most of the resulting sequential rules in an
educational decision support system for its effectiveness in educational decision
making support. Also, more experiments on larger datasets in various application
domains will be conducted to examine how scalable the proposed algorithm is.
Besides, more interestingness measures will be considered to filter the resulting rules.
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Design and Implementation of Mobile
Travel Assistant

Tomas Pochobradsky, Tomas Kozel and Ondrej Krejcar

Abstract Paper deal with a development of application designed for users of the
Android operating system. Its main objective is to alert the user to the arrival of the
train in a station while the transfers are also taken into account. We use position
sensor to determine the exact GPS location. Based on the travelled distance exact
approach of speed train to a station is calculated as well as subsequent wake up of
user/traveller. Thanks to this fact, application is able to respond to any train delays.
Delayed departure of the train from the initial station is also taken into account. The
user can choose how many minutes or how many kilometres before the station
wants to wake up.

Keywords Android � Public transport � Wakeup notice � LBS � GPS

1 Introduction

This project deals with the development of applications for the Android operating
system. Its name is a mobile travel assistant. It is intended to facilitate travel on
public transport. The application use a parsing data from websites using modules
XmlPullParser and JSoup parser. They are used to parse connected devices to the
Internet. The application also implement a feature that detects the position of device
using GPS. Therefore, application can be called as location-dependent (LBS) [1–9].
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These types of applications are currently within the trend. Actions such as obtaining
information from GPS, are often time consuming. For this reason we implement
asynchronous thread, which is secured. Such architecture allow the smooth running
of the final application.

2 Problem Definition

Application of Mobile Travel Assistant should use timetables obtained from the
Internet to be able to locate the desired train or bus. For communication with the
server it should be available the following information:

• Name of stations, which are traversed
• The time when the selected connection is present in those stations.

With this information, you can alert the user to the many events that may occur
within this issue. The latter can be, for example, departures or arrivals of chosen
transportation method. In the real world, however, times obtained from the
timetables can be very different with the real ones. It often happens that a public
transport delays. With the help of a GPS system that each device with the afore-
mentioned operating system contains, should the resulting alert the user to adapt to
this type of event. In order to implement this adjustment, you need to know three
basic information:

• Actual location of device
• Location of traversing stations
• Actual time at device.

Current position will be gathered using the built-in GPS [6, 7]. Obtaining the
position of stations can be done in two ways:

1. Firstly we can use pre-implemented android.location.Geocoder class that can
determine its GPS coordinates based on the name of the city.

2. Second way consist of connecting directly to the application interface of Google
Maps (http://maps.google.com/maps/api/geocode/) [10] and communicate with
it using JSON [11].

Thanks to this fact, application becomes a location-dependent. Based on these
obtained information we can evaluate in which location the user should be notified.
The application also includes its own App Widget [12], which alerts the user to the
home screen, where the train or bus is currently located and when it should arrive
[13, 14].
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3 New Solution

The overall implementation of the application is dependent and thus limited by the
platform for which it is developed. In this case, the application is adapted for the use
on mobile devices running Android. The application is developed in Java object
language, which complements the Android SDK which provides access to the
aforementioned source.

Because it is an application developed for mobile devices, developer is limited
by the power, limited memory capacity as well as the battery life. Although per-
formance in portable devices continues to grow, it is important that application use
only a few computing resources and thus conserve battery. Running applications
must be as smooth as possible, hence the use of asynchronous fiber. For this reason
the main thread is not so busy and does not freeze or in the worst case of a crash. If
the main thread does not correspond to a longer time (it is about 5 s), the user is
prompted by the operating system, whether the task should not be terminated.

The application will be developed as a location-dependent, hence there is a need
to detect the position of the device [7]. As mentioned in Sect. 2, there are two kinds
of location detection. Using GSM and GPS system [15]. Since our research showed
obtaining location using network as inaccurate and unsuitable for this application
[13, 14], we implement a location system using GPS. Although this is a fairly
accurate method it must be taken into account the constraints in terms of signal loss
in buildings [16].

4 Implementation

Implementation of all mentioned problems is quite extensive so we cover only basic
problems that are closely associated with the implementation.

4.1 Services and GPS

Services can be implemented in several ways. The first way is to use the
IntentService class that inherits from android.app.Service. This is a simple service
in which the operation is performed one after the other. After completing their
service ends. For purposes of this application, however, it was necessary to use
multiple-fiber processing. This can be achieved by creating services that inherits
directly from class Service. There is a need to implement a new thread that is used
to run the application. This fiber is frequently type of HandlerThread. This means
that the resulting fiber is controlled via messages sent by handlers.

Developed application implemented also one service. This service facilitates
communication with GPS. It detects the position of the stations, which passes
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through the connection. In next step it update the times to initialize notice based on
collected information. For this reason, it is one of the most important parts of the
application. Because the service must perform many operations, it is composed of a
total of three fibers. As for all parts the main fiber is presented also. This arises
immediately after initializing the service while the methods can be found here
similar to those located in the activities. One example would be the method
onCreate(), which is creating a new type of fiber HandlerThread (hereinafter
referred to as fiber A), which cares for the entire life cycle of the main services.
Class diagram solution is found in Fig. 1.

4.2 Initialisation and Data Retrieval

Another important method is the main thread method called onStartCommand(). By
this method it is passed to the service intent that carries data essential for the
running of the whole service. Directly it can then perform initialization of needed
parts and subsequently by sending messages via Handler it can run previously
mentioned fiber A. Consequently, it also start third thread as asynchronous. This
thread established GPS coordinates of stations, which passes through the selected

Fig. 1 Class diagram of developed application
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transport connection. This is done through communication with the web application
interface of Google Maps. There are obtained JSON objects. After performing this
operation, the resulting data are sent to the fiber A. This method of obtaining the
position was used mainly for that reason, because the class Geocode, mediated
through the Android SDK, had problems obtaining the position through an emu-
lator. This would result in a worsening of conditions for testing the application.
Furthermore, in the method onStartComand() it is registered LocationListener
which is acquiring information at regular intervals about the current position of the
device. These data are similarly sent for processing in thread A, as in the asyn-
chronous thread case [12].

4.3 Sequentions

Fiber A is divided into a several sequences, divided into two types.
The first type is the starting sequence. It includes a scenario of operations to be

performed before the train departures from the station. This sequence is performed
only if the alarm is activated before departure from the starting station. Diagram of
threads and sequences are showed in Fig. 2.

Starting sequence contain these steps:

• Waiting until a certain time—3 min before departure of train (This is a reserve
time needed to identify the location)

• Waiting for the current location, if not already known
• Waiting until the train is not going to move from the starting station—compared

to the change in position
• Depending on the departure time of train a calculation of the default delay is

made

Fig. 2 Threads and sequences diagram
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• The second type is a sequence which runs while driving. This sequence can be
started several times depending on the number of intermediate stations.

• Sequence of trip contain these steps:
• If the arrival time of the next station is longer than the time that the user has

chosen to notice—algorithm pending until this time.
• Three minutes before the scheduled user-chosen time (reflected delay) algorithm

starts to compare the current position of the train and the position of the next
station.

• When the connection enters the border zone the notice is initialized.

4.4 Computation of Border Zone

The border has a circular shape, as shown in Fig. 6. It is known position of the
center of the circle, which represents the position of the station or the city [3]. The
radius of this circle is calculated based on the speed of the train and minutes [4–9].
How much sooner the user should be notified. Furthermore, the location of the train
is known. The distance of the train from the center of the circle is calculated using
the Pythagorean Theorem. This distance is sort of a hypotenuse of a triangle, with
the remaining two sides are differences between the latitudes and longitudes of the
two known positions. This abstraction of the real situation was used for saving
computational time. Calculation ranges is mostly in units of kilometers, what mean
that it would be unnecessary to use Vincent’s formula [17]. Representation of used
calculation is shown in Fig. 3.

Fig. 3 Schema of border
zone computation
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5 Testing of Developed Application

This solution is relatively unique. It was not found any other similar solution on
same idea. Therefore, there will not be presented a comparison with other author’s
solutions.

Due to application functionality testing was carried out mainly through the
emulator in the development environment. This was carried out as follows:

• The application was started.
• The developer chose the required inputs
• Coordinates of the mobile device was emulated manually.
• It was examined whether the application responds correctly to the change of

coordinates (Figs. 4, 5 and 6).

After debugging of any problems occurred the second phase of testing, which
was attended by a total sum of five people. On their mobile phones application was
installed, while they travel with application for a week by train. It was found that
users most frequently used a mode of application without GPS (notice according to
timetables, i.e. by regular train timetable).

They used this mode mainly to conserve battery life. In this mode, no problems
were detected. When using the GPS mode the application also run without any
major problems. Only error which was reported was an intermittent signal loss what
is not problem of application design. After consultation regarding the use of
knowledge in the application were tuned last bits.

Fig. 4 User interface for
entering the entry and
destination stations

Design and Implementation of Mobile Travel Assistant 429



Fig. 5 User interface
(DisplayResultActivity)

Fig. 6 Set of wake up 5 min
before train arrive to
destination
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6 Conclusion

Developed application deal with the alarms on the arrivals and departures of trains.
During testing period it proved to be very useful application. According to actual
state the similar application as developed one is still missing in the Google Play
store.

The application can is a very perspective in this was. However, the application
was developed purely for academic purposes. That fact is due to the account of the
license terms that apply to your use the data relating to timetables. Data timetables
of Czech Republic is owned by company CHAPS spol. s.r.o.. For deployment into
production it would require data from them to buy or rent. If it happen, it would
simplify the way of data acquisition. Already there would be no parsing site, but
would apply some of their API.
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Design and Implementation
of an Algorithm for System of Exposure
Limit in Radiology

David Oczka, Marek Penhaker, Lukas Knybel, Jan Kubicek
and Ali Selamat

Abstract This thesis describes the implementation of application for effective
planning process of CyberKnife system by processing CT images. CyberKnife
system, which focuses therapeutic target using two X-ray tubes and takes images of
the patient at an angle of 45°, allows localization of lung irradiated tumor bearing
based on the difference in density between the bearing and the surrounding tissue.
Some tumor bearings are difficult to localize due to summation and overlay of
monitoring area with other high densities structures. The application is designed as
a client created in C#, connected to the COM server of computing system
MATLAB, which provides most of the calculations. The application was tested on
a single core chip system and speed of acquisition and processing is in average
around 1 s. The application was developed, implemented and now successfully
tested on the Oncology Clinic at FN Ostrava.
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1 Introduction

Radiation therapy is a treatment method that uses to treat tumor and non-tumor
tissue effects of ionizing radiation. This radiation passes through tissue emits its
energy and thereby triggers a series of processes leading to the degeneration of the
tissue. Ionizing radiation can be emitted radioactive material or device for that
purpose.

The aim of radiotherapy is to deliver as much energy ionizing radiation to the
target area of the tumor, while the surrounding tissue is affected as little as possible.

After surgery radiation therapy is the most effective method of oncology treat-
ment and is used today only half the cases. This method is often combined with
chemotherapy or immunotherapy [1–3].

1.1 CyberKnife Robotic System

CyberKnife robotic system is irradiator, stereotactic method which uses radiation to
destroy tumor masses. It is able to irradiate tumors almost throughout the body.
Management system is based on technology management picture. Image data
obtained by means of two X-ray tubes the system located on the right and left side
of the patient. These X-ray of the patient scanned at an angle of 45° [4].

Due to the continuous target tracking, CyberKnife system is able to irradiate and
moving targets, such as the lungs or liver. Whet the tumor is not clearly visible, in
soft tissues it may be implanted into a target area of gold grains that are system
CyberKnife related points. The irradiation accuracy for the moving targets is 2 mm.
The entire process of irradiation is planned in advance by the planning CT or MRI.

Collimators are screens provide output radiation from the radiation in the correct
direction and shape. There are primary and secondary collimators. The primary
collimators are permanently placed inside the feed and ensures that the radiation did
not get out somewhere else than where it is required [4–6].

1.2 Imaging System

It is a stereotactic X-ray imaging system that consists of two orthogonally posi-
tioned relative to each X-ray tubes and flat-panel imaging. X-ray tubes are sus-
pended from the ceiling over the sides of the beds at an angle of 45°. Flat-panels
can then be on stands or embedded in the floor.

The central beam of X-ray tubes going through each item that has a value of zero
for all axes. This point is called imaging centers and irradiated bearing should
always be at this point or in its immediate vicinity [7].
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The system produces images at the beginning of the procedure for determining
the correct position of the patient and then during the procedure, which is controlled
by the position of the patient. The correct position is checked by comparing the
digitally reconstructed images (DRR) generated from a planning CT images from
X-ray tubes [8–10].

2 Problem Definition

The goal of this work is to solve the possibility of summation and thus overlap
irradiation targets tissues with a higher density. In this case the tumor bearing
system CyberKnife visible on only one X-ray tube or completely invisible. This
problem can be solved wedges, which are subject to planning CT subsoil, and it will
be rotated about the angle required to reveal targets for sighting shots.

Wedge that will be used, is currently collecting estimate and it is possible that
the target will not be visible even after the rotation, leading to a further repeat CT
scan, which is not only time consuming but also increases the radiation dose to the
patient. Therefore it is necessary to ensure the proper selection of the angle by
which the patient will be rotated in order to ensure the best visibility for both targets
X-ray tubes.

Currently there CyberKnife system software extension that is called one view.
When using this extension it is possible to control information obtained from only
one X-ray tube, therefore bypass invisibility targets on one of the X-ray tubes, but at
the cost of efficiency in the form of enlargement of the protective rim and thus a
larger volume of irradiation of healthy tissue. In addition, this expansion is an
expensive affair, resulting in an oncology clinic only disadvantages and no further
plus.

3 Design and Implementation

The idea was to create application solutions in MATLAB computing system that
retrieves, processes the CT data, and based on them creates images at an angle of
45°, which will also have a wedge angle rotated. This angle could then engineer
change and instantly see the change sighting shots [11, 12].

Part of the application should also be the basic processing and image editing
such as changing the contrast, brightness, image inversion and the possibility of
dandruff, therefore enlarge the selected image area. An important part should be
also possible to display the contours targets for easier orientation technology to
lighting. The entire application should then have a graphical interface developed in
MATLAB system.
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3.1 The Proposal Solution

The application is designed as a graphical client implemented in C#, connected to a
COM server MATLAB, which means triggering functions in the MATLAB lan-
guage provides retrieval and processing CT data but also calculate images at an
angle of 45°. In addition, the system provides a MATLAB calculation also rotated
contours goals, which in turn allows the client to render generated images.

Additional image processing functions, which are contrast and brightness
adjustment, image inversion, the possibility of dandruff and gamma adjustment,
provided directly by the client, so they are implemented in C#.

Any time data, if not stated otherwise, in the calculation to one of the core chips,
under the most favorable conditions, and are each the average of several mea-
surements of 389 frames [13, 14].

3.2 Data Handling

The basis of the whole solution was to ensure proper CT load files that are in
DICOM format. Thanks to a package of functions for image processing (Image
Processing Toolbox), MATLAB supports retrieval of files in DICOM format using
“Dicomread”.

Another important feature of the above package is “Dicominfo” feature that
allows you to retrieve all the information hidden in the structure of DICOM file
format. Between this information can be found, for example, personal data of the
patient data on the hospital and the device that created the images, technical
information about the image, such as size, bit depth, deviation or multiple data.

The aim was to shorten the existing algorithm for a long time calculating the
preview display from different angles. Since version with loading and holding in
memory of two huge three-dimensional matrix of 512 × 512 pixels large images
with a number of cuts greater than 100 images occupy a large portion of physical
memory, it was necessary to find a way not to use when calculating
three-dimensional matrix, thereby reducing the burden on the physical computer
memory thereby speeding up the calculation.

During the experiments it was found that after the data is loaded into MATLAB
for data type uint16 speed and load increases if the variable is preformed, namely
nut, to be subsequently retrieved data is written. This matrix is created by the
function zeros, which is available as an input parameter to specify the desired data
type of the output variable. For this procedure, however, it is necessary to know in
advance the dimensions of the image that are not in our case known, and are always
512 × 512 pixels.

The user enters via a graphical wizard path to the folder containing the DICOM
files. The folder selection function is mediated through uigetdir. The algorithm for
reading and checking CT images (CT_load), then based on the path checks the files
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inside the folder and create lists of paths to files, images and contours that marked
as valid. List of routes (The way, is usually connected only one set of contours) to
the contours of the moment is not used and is therefore discarded.

A list of image files in entering into the very algorithm for generating images
from an angle of 45°. At the beginning of a blank frame is created, which will be
subsequently filled with the resultant values. Through the loop is loaded into
memory only one file and it’s taken most of every diagonal. This procedure is
performed the same way as in the previous version of the algorithm, using the
functions of diagnostic and max. From each set of values in the vector, which is
stored into the previously prepared image that was created at the beginning, as they
go files consecutively. After performing this procedure for all files in the resulting
image can be loaded and rendered.

For the second X-ray image of the process is almost identical. The only dif-
ference is a horizontal flip each loaded frame which provides flip function.

Upload time frame is about 5 s (speed algorithm ct load) and create two images
takes about 8 s.

3.3 Calculation of the Graphics Card

Due to the relatively long processing times have been considered in a calculation
option frame on the graphics card. This option is implemented in MATLAB using
“GpuArray” that converts into a variable data type of the same name (GpuArray) as
these variables are automatically at runtime working on the graphics card. Transfer
to the original format provides functions gather.

Unfortunately, this algorithm slowed down the computation and it was not used
the graphic card for computation in future (Fig. 1).

Since computation on graphics card algorithm accelerate, nuclear development,
another attempt to accelerate the algorithm was support for parallel computing.
Parallel computation works that share tasks among multiple processors, thus
speeding up the calculation. In MATLAB is to run parallel support functions
mediated through Parpool and subsequent block of code to be distributed and the
calculation is determined by the cycle Parfor. To accelerate the algorithm adds
support parallel computing to accelerate computation nearly doubled with each
added core. Resulting speeds for different numbers of nuclei are shown below
(Table 1) [15].

For simplicity, the first graphical interface MGUI_v1, was created a new
graphical interface, which is more sophisticated and user-friendly. This interface
was a modular processing thus consists of individual modules. Among other things,
it has this interface supporting English and Czech.

The modules are written in the language of MATLAB and the fact it is a
common feature that, based on input data, creates a new window and it displays the
result of the operation (e.g. Picture Viewer, 3D Viewer) and returns the result of the
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Fig. 1 Flowchart application for creating images from an angle of 45° composed of algorithms
Ct_load, file_diag a graphical environment

Table 1 Computing time for the quad-core chip Intel i7-2600 k

Number of kernels Time for each picture

Picture A (non flipping) (s) Picture B (with flipping)

1 3.770568 3.84427

2 2.29597 2.04572

4 1.262843 1.120922
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operation of a new window, back to the main window graphical user interface
(e.g. graphical selection guide folder).

• custom modules
• graphical guide to choosing ingredients
• Picture viewer with a simple post processing
• Browser-dimensional model of the patient
• Logging panel with support for exporting to file

4 The Algorithm for Finding the Approximate Direction
of the Irradiation

As an additional function by the algorithm for finding approximate direction of
irradiation, thus speeding up the calculation algorithm, which is now the
CyberKnife system is implemented, and thus more effective therapy.

The user enters via a graphical wizard path to the folder containing the DICOM
files. Selecting a folder is mediated through module graphical guide to choosing
ingredients MGUI_v2 graphical interface that is written in MATLAB using Java.
Difference from uigetdir function is to display files inside a folder and choice
ingredients using either right clicking on the folder or file within that folder. The
algorithm for reading and checking CT images (ct_load), then based on the path
checks the files inside the folder and create lists of paths to files, images and
contours that marked as valid [16].

List of routes (i.e. The way, is usually connected only one set of contours) to the
contours is given as input to the algorithm functions dicomrt2matlab and waiting to
create a file with the results, which will be located in the active component of the
algorithm.

After you create the contours are loaded and sorted on the bearing contour and
contour bodies. Contours of the body are joined in a contour to them to be able to
work more easily. Based on the bearing contour is found, the approximate center of
the bearing in all axes and is also calculated compensation in all axes so as to
deposit it in all axes in the middle of the 3D matrix.

A list of image files in entering into the very algorithm for finding approximate
direction of irradiation. It created an empty three-dimensional matrix data type
uint16. Data individual images are loaded, compensated so that the bearing was at
the center of the image are added artificial density based on the contours that
symbolize the critical organs, and the image is added to the matrix. When the matrix
is filled, it is still offset in number of frames, that is so that the center bearing the
X-axis (axis of the spine of the patient) in the middle. Subsequently, the nut enters
into a cycle, where it is rotated, using imrotate, in these ranges of angles in the X
and Z. This rotation simulates the motion of the irradiation head around the patient,
but in our case, the patient rotates and the head is static. In each step the algorithm
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goes through the cycle line, the index value is also the center axis Z. This is
simulated by passing the beam through the center of the bearing. Before we start the
algorithm go through the line, the control-numbered using the sum, which imme-
diately find out if the value is the sum of the high, the beam path is a high density
structure (bone) or body whose density was based on the contours changed to
artificial and extremely high value. If the value is below a specified threshold sum,
the algorithm scans the value and evaluate their suitability passage of the tabulated
data on densities of individual organs or contours. The results of evaluation of
individual rotations are then stored in a structure containing information about the
rotation axis X, Z and suitability to the exposure determined by the logical values 0
and 1. For an idea of the passage of the beam is shown in Fig. 2. Time calculating
beam passage for a given rotation is about 0.8 s.

4.1 The Algorithm for Processing Contours

One of the last steps were to be displayed in the generated rotated images also
rotated contour. That’s why I wrote the algorithm in conjunction with the dicom-
rt2matlab and 3D_index algorithm retrieves, processes and draws outlines rotated
contours.

Contours are loaded and processed using dicomrt2matlab and output data of
functions are stored on the hard drive. Data file is read as a three-dimensional
matrix of the same dimensions as the three-dimensional CT data matrix containing
a logical one in each element, which was drawn contour.

Fig. 2 Passage beam (red)
through the bearing (orange),
including the display contours
bodies (white)
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Nut subsequently enters 3D_index algorithm which is rotated by the required
angle, and exactly the same manner are taken maxima (i.e. logic one) in each row.
Give us a view of the rotated contour.

In the final image the algorithm 3D_index are using the edge found the edges of
the plotted contour and the resulting data is then processed using the find, which
searches the matrix, according to the specified conditions, indexes satisfying the
conditions.

The result of the algorithm is a vector of points which determine the indexed
position of the edge contours in the resulting image. Time for calculating rotated
two contours is the same as the velocity algorithm 3D_index, or about 0.5 s.

After completing computational algorithm was needed to render the final images
of sufficient size and resolution. For this purpose it was necessary to create a more
user-friendly graphical interface, which in MATLAB could not be reached because
it is a computing system, and it created a graphical environment is better suited to
work with graphs than image processing. It was therefore, a new graphical inter-
face, implemented in C# that acts as a client connected to a COM server system
MATLAB.

Creating rotated images and contours provides MATLAB by function calls
within the embedded client code. These images are loaded into the client in two
ways.

The first method is easy to store on disk from the system MATLAB and retrieve
client. The second method is direct transfer of data from the server to the client,
when the recovered data as a two-dimensional matrix with values for individual
pixels (voxels). Such data must be converted to a stream of pixels and then
assemble the frame. The outcome is both ways almost as quickly and at the moment
it is used way to read through a direct transfer (Fig. 3).

After completing a graphical client computing time frame has been rotated
patient and calculating contours rotated about 2 s (1 s on two shots and one second
on the contour). This speed was acceptable, but still it was from my perspective a
little.

In further attempts to speed up the effort once again to try to support the
implementation of the calculation of the graphics card, but this time on the graphics

Fig. 3 Views contours of the
graphical interface
implemented in C#
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card enumerated only a certain part of the code. This process accelerated entire
algorithm twice, and the resulting calculation time at the moment is 0.25 s per frame
and also to calculate one rotated contours. The speed algorithm, the calculation of
two frames and two contours is around 1 s.

5 Conclusion

The aim of this study was to design and implement an algorithm that could, on the
basis of image data from CT scans create images 45° angle of the patient, which is
rotated by a certain angle. The algorithm would then in practice, facilitated
addressing overlap irradiated targets in the lung tissue with high density, thereby
increasing the efficiency of the planning process.

The algorithm has been designed and developed in MATLAB computing sys-
tem. During the development of the algorithm has gone through several versions,
when the gradually decreasing time calculation of the resulting images. Calculation
time was two shots in the first version of the algorithm to 3.5 min and in the final
version of a mere 0.5 s. This final rate of two images is the result of a long path of
development, which has been tested a number of different approaches to solutions.

The result of this work was discovered that the graphical interface developed in
MATLAB as inappropriate and was replaced by a graphical interface in C# because
of the speed. With this solution, however, a problem with communication and
transfer of data between the MATLAB and C# language. These problems, however,
were soon resolved and the resulting graphical interface works as a client imple-
mented in C# is connected to the COM server system MATLAB. The client sends
to the server requirements for the calculation and the results returned to him. In this
case, images obtained from the server at an angle of 45°. Additional image pro-
cessing is then provided to the client.

Acknowledgment This article has been supported by financial support of TA ČR PRE SEED:
TG01010137 GAMA PP1. The work and the contributions were supported by the project
SP2015/179 ‘Biomedicínské inženýrské systémy XI’ and this work is partially supported by the
Science and Research Fund 2014 of the Moravia-Silesian Region, Czech Republic and this paper
has been elaborated in the framework of the project “Support research and development in the
Moravian-Silesian Region 2014 DT 1—Research Teams” (RRC/07/2014). Financed from the
budget of the Moravian-Silesian Region.

References

1. Nuyttens, J.J. et al.: Tumor tracking system of the cyberknife for early stage of non-small-cell
lung cancer. Robotic Radiosurgery: Treating Tumors that Move with Respiration. pp. 81–87.
ISBN 978-3-540-69885-2; ISSN 0942-5373

2. Seppenwoolde, Y., Heijmen, B.: Accuracy of tumor motion compensation algorithm from a
robotic respiratory tracking system: a simulation study. Med. Phys. 34(7), 2774–2785 (2007)

442 D. Oczka et al.



3. Giraud, P., et al.: Conformal radiotherapy (CRT) planning for lung cancer: analysis of
intrathoracic organ motion during extreme phases of breathing. Int. J. Radiat. Oncol. Biol.
Phys. 51(4), 1081–1092 (2001)

4. Accuray inc. Příručka pro ozařování—Treatment Delivery Manual. Sunnyvale: Accuray
Incorporated, CA 94089 USA, 640 p. (2010)

5. International Specialty Products Inc., Gafchromic EBT2 [online]. c2011 [cit. 2012-01-15].
Available from: http://www.gafchromic.com

6. Fox, J.: Applied Regression Analysis and Generalized Linear Models. Sage Publications.
(2008). 665 pp. ISBN 0761930426

7. Heijmen, B., et al.: Clinical Accuracy of the Respiratory Tumor Tracking System of the
CyberKnife: Assessment by Analysis of Log Files. Int. J. Radiat. Oncol. Biol. Phys. 74(1),
297–303 (2009)

8. Ozhasoglu, C., et al.: Synchrony—cyberknife respiratory compensation technology. Med.
Dosim. 33(2), 117–123 (2008)

9. Seppenwoolde, Y., Jansen, D., Marijnissen, H.: Accuracy of predicting respiratory tumor
motion with the synchrony. CyberKnife tumor tracking system. Radiother. Oncol. 76(2), S91
(2005)

10. Pustkova, R., Kutalek, F., Penhaker, M., Novak, V.: Measurement and Calculation of
Cerebrospinal Fluid in Proportion to the Skull (2010)

11. Michalski, D., et al.: Four-dimensional Computed Tomography-based Interfractional
Reproducibility Study of Lung Tumor Intrafractional Motion. Int. J. Radiat. Oncol. Biol.
Phys. 71(3), 714–724 (2008)

12. Kasik, V., Penhaker, M., Novak, V., Bridzik, R., Krawiec, J.: User interactive biomedical data
web services application. In: Yonazi, J.J., Sedoyeka, E., Ariwa, E., ElQawasmeh, E. (eds.)
E-Technologies and Networks for Development, vol. 171, pp. 223–237 (2011)

13. Kasik, V., Penhaker, M., Novak, V., Pustkova, R., Kutalek, F.: Bio-inspired Genetic
Algorithms on FPGA Evolvable Hardware. Intelligent Information and Database Systems
(Aciids 2012), Pt Ii, 7197, 439–447LeBLANC, D. C. Statistics: Concepts and Applications for
Science. Jones & Bartlett Learning, USA. 2004. 382 pp. ISBN 0-7637-2220-0 (2012)

14. Penhaker, M., Krawiec, J., Krejcar, O., Novak, V., Bridzik, R., Society, I.C.: Web system for
electrophysiological data management. In: 2010 second international conference on computer
engineering and applications: ICCEA 2010, Proceedings, vol. 1, 404–407 (2010). doi:10.
1109/iccea.2010.85

15. Weiss, E. Et al. Tumor and normal tissue motion in the thorax during respiration: analysis of
volumetric and positional variations using 4D CT. Int. J. Radiat. Oncol. Biol. Phys. 67(1),
296–307 (2007)

16. Kubicek, J., Penhaker, M., Feltl, D., Cvek, J., IEEE.: Guidelines for modelling BED in
simultaneous radiotherapy of two volumes: tpv(1) and tpv(2) (2013)

Design and Implementation of an Algorithm… 443

http://www.gafchromic.com
http://dx.doi.org/10.1109/iccea.2010.85
http://dx.doi.org/10.1109/iccea.2010.85


Application of the Characteristic Objects
Method in Supply Chain Management
and Logistics

Wojciech Sałabun and Paweł Ziemba

Abstract This paper presents a new multi-criteria decision-making method: the
Characteristic Objects method. This approach is an alternative for AHP, TOPSIS,
ELECTRE or PROMETHEE methods. The paper presents the possibility of using
the Characteristic Objects Method (COMET method) in supply chain management
(SCM) and Logistics. For this purpose, a brief review of the literature is shown.
Then the COMET method is presented in detail. At the end of the paper, a simple
problem is solved by using COMET method.

Keywords Fuzzy set theory � Characteristic objects method � AHP � ELECTRE �
Supply chain management � Logistics � TOPSIS � MCDA

1 Introduction

Methods of multi-criteria decision support are widely used in supply chain man-
agement and solving complex problems associated with the wider logistics [1–7, 8,
12, 13, 17, 22, 23, 27]. This happens because of the complexity of the same
processes as well as the entire transport systems and logistics. In consideration
issues there is a very large number of parameters and measurement evaluations,
where we can specify, among other things measures: economic, technical, envi-
ronmental and social [9–11, 24–26, 28, 29]. These measures typically include
opposing, and often conflicting interests. A good example would be to assess the
economic and environmental assessment, which usually have opposite goals.
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The rest of the paper is organized as follows. In Sect. 2 is presented a brief
review of the literature in terms of the used methods and the research issues in the
field of supply chain management and logistics. Section 3 presents a new approach
in assisting decision, which is the Characteristic Objects method (COMET method).
This method was described previously in [18–21]. This is an approach which
haven’t got many of the disadvantages identified in the multi-criteria decision
analysis methods and, above all, resistant to the phenomenon of rank reversal. Rank
reversal is a reversal of the rankings when adding or removing an alternative or
alternatives from the collection of considered objects [21]. Section 4 shows a simple
example intended to better illustrate the operation of the COMET method. Finally,
Sect. 5 presents concluding remarks.

2 Literature Review

This section presents selected research papers related to multi-criteria
decision-making decision support in supply chain management and logistics.
These works are presented in terms of the method and subject of the research
problem. Papers were presented in the outline in Table 1. This shows a great variety
of problems that are solved by using methods of multi-criteria decision analysis,
and at the same time presents the problem of selecting the appropriate method.

Table 1 Illustrative applications and methods of multi-criteria decision support in supply chain
management and logistics

Application area Method Reference

The choice of location of burdensome objects ANP [23]

The choice of location for the construction of a new facility for
the company

fAHP [22]

The choice of location of the new facility for textile companions AHP
fTOPSIS

[6]

Selecting the location of the bus station fPROMETH [12]

The choice of location for the construction of the factory fTOPSIS [5]

Selecting the location of military stores TOPSIS [7]

The choice of location for urban distribution centers fTOPSIS [1]

The choice of a global vendor for a company fAHP [4]

The choice of a new supplier of products for the
telecommunications company

fANP
fTOPSIS

[13]

Customers’ rating by the supplier fTOPSIS [3]

The choice of scenario for changes to fuel used for
transportation

AHP [17]

The choice of transport infrastructure development scenario ANP [27]

Rating sustainable performance of suppliers (Green SCM) fTOPSIS [8]

Performance Evaluation of national transport systems in terms
of impact on the economy, environment and society

ELECTRE [2]
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A multitude of methods and their modification leads to the next problem, which
method to use. This article presents the new COMET fuzzy method, which elim-
inates above all the problem of rank reversal, and in addition to the existing
research shows greater accuracy than other methods of multi-criteria decision
support [18–21].

In the literature, the most frequently considered problems are the tasks related
mainly to: a choice location [1, 5–7, 12, 22, 23], choice of supplier [4, 13], selection
strategies (scenario) [17, 27] or performance rating (utility) [2, 3, 8]. In order to
solve them, authors use to classical methods or their fuzzy extension. These are
mainly methods such as: Analytic Hierarchy Process (AHP) [6, 17], fuzzy AHP
(fAHP) [4, 22], Analytic Network Process (ANP) [23, 27], fuzzy ANP (fANP) [13]
Technique for Order of Preference by Similarity is Ideal Solution (TOPSIS) [7],
fuzzy TOPSIS (fTOPSIS) [3, 6, 8, 13], Elimination and Choice Expressing Reality
(ELECTRE) [2] and Fuzzy Preference Ranking Organization Method for
Enrichment Evaluations (fPROMETHEE) [12].

3 The Characteristic Objects Method

The COMET is a very easy and useful approach, but to be able to understand this,
the basic knowledge on the Fuzzy Sets is necessary [14–16]. The formal concept
and notation of the COMET method can be presented by using five steps.
The COMET method was described previously in [15, 16, 18–21] by the following
steps, where the fuzzy model is created in the result [14]:

Step 1: Define the space of the problem as follows:
An expert determines the dimensionality of the problem by selecting number r of
criteria, C1;C2; . . .;Cr. Subsequently, the set of triangular fuzzy numbers for each
criterion Ci is selected, i.e., ~Ci1; ~Ci2; . . .~Cici . In this way, the following result is
obtained (1):

C1 ¼ f~C11; ~C12; . . .; ~C1c1g
C2 ¼ f~C21; ~C22; . . .; ~C2c2g
. . .. . .. . .. . .. . .. . .. . .. . .. . .
Cr ¼ f~Cr1; ~Cr2; . . .; ~Crcrg

ð1Þ

where c1; c2; . . .; cr are numbers of the fuzzy numbers for all criteria.

Step 2: Generate the characteristic objects
The characteristic objects (CO) are obtained by using the Cartesian Product of
triangular fuzzy numbers cores for each criterion as follows (2):

CO ¼ CðC1Þ � CðC2Þ � . . .� CðCrÞ ð2Þ
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As the result of this, the ordered set of all CO is obtained (3):

CO1 ¼ fCð~C11Þ;Cð~C21Þ; . . .;Cð~Cr1Þg
CO2 ¼ fCð~C11Þ;Cð~C21Þ; . . .;Cð~Cr2Þg
. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .
COt ¼ fCð~C1c1Þ;Cð~C2c2Þ; . . .;Cð~CrcrÞg

ð3Þ

where t is the number of CO (4):

t ¼
Yr

i¼1

ci ð4Þ

Step 3: Rank and evaluate the characteristic objects.
Determine the Matrix of Expert Judgment (MEJ). This is a result of the comparison
of the characteristic objects by the knowledge of the expert. The MEJ structure is as
follows (5):

MEJ ¼

a11 a12 . . . a1t
a21 a22 . . . a2t
. . . . . . . . . . . .
at1 at2 . . . att

0
BB@

1
CCA

CO1

CO2

. . .
COt

CO1 CO2 . . . COt

ð5Þ

where aij is a result of comparing COi and COj by the expert. The more preferred
characteristic object gets one point and the second object get a null point. If the
preferences are balanced, the both objects get a half point. It depends solely on the
knowledge and opinion of the expert and can be presented as (6):

aij ¼ f ðCOi;COjÞ ¼
0:0; fexpðCOiÞ\fexpðCOjÞ
0:5; fexpðCOiÞ ¼ fexpðCOjÞ
1:0; fexpðCOiÞ[ fexpðCOjÞ

8
<
: ð6Þ

where fexp is an expert judgment function. The most important properties are
described by the formulas (7) and (8):

aii ¼ f ðCOi;COiÞ ¼ 0:5 ð7Þ

aji ¼ 1� aij ð8Þ

On the basis of formulas (7) and (8), the number of comparisons is reduced from t2

cases to p cases (9):

p ¼ t
2

� �
¼ tðt � 1Þ

2
ð9Þ
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Afterwards, we obtain a vertical vector of the summed Judgments (SJ) as follows
(10):

SJi ¼
Xt

j¼1

aij ð10Þ

The last step assigns to each characteristic object the approximate value of the
preference. In the result, we obtain a vertical vector P, where i-th row contains the
approximate value of preference for COi. This algorithm is presented as a fragment
of pseudo code:

1: k = length(unique(SJ));
2: P = zeros(t,1);
3: for i = 1:k
4:     ind = find(SJ == max(SJ));
5:     P(ind) = (k - i) / (k - 1);
6:     SJ(ind) = 0;
7: end

In line 1, we obtain number k as a number of unique value of the vector SJ. In line
2, we create vertical vector P of zeros (with identical size as vector SJ). In line 4, we
obtain index with the maximum value of vector SJ. This index is used to assign the
value of the preference to an adequate position in vector P (based on the principle of
indifference of Laplace’a). In line 6, the maximum value of the vector SJ is reset.

Step 4: The rule base.
Each one characteristic object and value of preference is converted to a fuzzy rule as
follows, general form (11) and detailed form (12):

IF COi THEN Pi ð11Þ

IF Cð~C1iÞANDCð~C2iÞAND. . . THEN Pi ð12Þ

In this way, the complete fuzzy rule base is obtained, which can be presented as
(13):

IF CO1 THEN P1

IF CO2 THEN P2

. . .. . .. . .. . .. . .. . .. . .. . .. . .

IF COt THEN Pt

ð13Þ
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Step 5: Inference in a fuzzy model and final ranking.
The each one alternative is a set of crisp number, which corresponding with criteria
C1;C2; . . .;Cr . It can be presented as follows (14):

Ai ¼ fa1i; a2i; . . .; arig ð14Þ

where condition (15) must be satisfied.

a1i 2 ½Cð~C11Þ;Cð~C1c1Þ�
a1i 2 ½Cð~C21Þ;Cð~C2c2Þ�
. . .. . .. . .. . .. . .. . .. . .. . .

ari 2 ½Cð~Cr1Þ;Cð~CrcrÞ�

ð15Þ

Each one alternative activates the specified number of fuzzy rules, where for
each one is determined the fulfillment degree of the conjunctive complex premise.
Fulfillment degrees of all activated rules sum to one. The preference of alternative is
computed as the sum of the product of all activated rules, as their fulfillment
degrees, and their values of the preference. The final ranking of alternatives is
obtained by sorting the preference of alternatives.

4 Experimental Study

The purpose of this section is to determine the fuzzy model for a simple example to
choose the optimal supplier. For this aim, the presented problem occurs only two
criteria (r = 2). These criteria will be the cost (C1) and quality of service (C2).
Values for both criteria will be normalized in the range from 0 to 1. Figure 1
presents three linguistic values as triangular fuzzy numbers. In this way, nine
characteristic objects are obtained, which are presented in Table 2. Then, the expert
make pairwise comparisons in accordance with the formula (6) thus forming a
matrix MEJ. Subsequently, this knowledge is aggregated to the vector SJ. For
considered problem, SJ vector and matrix MEJ is presented as (16). Creating a MEJ
matrix requires only 36 pairwise comparisons, which allows to identify the decision
maker’s preferences and build a fuzzy model. Each set of alternatives can be
evaluated automatically because the fuzzy rule base (17) is a perfect substitute for
our expert. In reality, this decisional model is calculated exactly in the same way as
the Mamdani fuzzy model.
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MEJ ¼

0:5 0 0 1 0 0 1 0 0
1 0:5 0 1 1 0 1 1 1
1 1 0:5 1 1 1 1 1 1
0 0 0 0:5 0 0 1 0:5 0
1 0 0 1 0:5 0 1 1 1
1 1 0 1 1 0:5 1 1 1
0 0 0 0 0 0 0:5 0 0
1 0 0 0:5 0 0 1 0:5 0
1 0 0 1 0 0 1 1 0:5

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

; SJ ¼

2:5
6:5
8:5
2:0
5:5
7:5
0:5
3:0
4:5

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

ð16Þ

R1 : IF C1 � 0:00ANDC2 � 0:00 THEN 0:250

R2 : IF C1 � 0:00ANDC2 � 0:75 THEN 0:750

R3 : IF C1 � 0:00ANDC2 � 1:00 THEN 1:000

R4 : IF C1 � 0:75ANDC2 � 0:00 THEN 0:125

R5 : IF C1 � 0:75ANDC2 � 0:75 THEN 0:625

R6 : IF C1 � 0:75ANDC2 � 1:00 THEN 0:875

R7 : IF C1 � 1:00ANDC2 � 0:00 THEN 0:000

R8 : IF C1 � 1:00ANDC2 � 0:75 THEN 0:375

R9 : IF C1 � 1:00ANDC2 � 1:00 THEN 0:500

ð17Þ

Fig. 1 The membership functions for the low (about 0), the average (about 0.75) and high (about 1)
for the i-th criterion

Table 2 List of 9 characteristic objects COi

COi CO1 CO2 CO3 CO4 CO5 CO6 CO7 CO8 CO9

C1 0.00 0.00 0.00 0.75 0.75 0.75 1.00 1.00 1.00

C2 0.00 0.75 1.00 0.00 0.75 1.00 0.00 0.75 1.00
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5 Conclusions

The presented COMET method has several advantages that allow its use in the
issues related to logistics and supply chain management. The identified model is
fully resistant to the reversal rank phenomenon. Pairwise comparison, which is used
in the COMET, is significantly more resistant to human error than the approach
used in the AHP. The expert determines, which one characteristic object from pair
is more preferred. There is no need information about the strength of this
relationship. This further simplifies the process of decision support. Applying the
COMET method provides reproducible results and their persistence in respect to a
particular expert in the space of the problem. This method, in many cases, allows a
more accurate assessment of alternatives than other methods of multi-criteria
decision support. In future work, more complex problems should be solved in the
area of SCM and logistics. Afterwards, received results should be used to analysis
of local weights of significance.
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Personalization of Learning Content
and Its Structure, Based on Limitations
of LMSs

Aneta Bartuskova and Ondrej Krejcar

Abstract This paper evaluates learning management systems as the standardized
solutions for e-learning. We present an overview of already researched limitations
of these systems, accompanied by new findings from an analysis of existing
learning object repositories. Several interesting novel approaches in the area of
personalization, adaptation, collaboration and evaluation of learning systems are
discussed. Detected shortcomings are used as a basis for the new learning system
solution, focused on personalization of both learning content and its organization
structure. This paper includes a conceptual proposal and an outline of the technical
solution of this system.

Keywords Learning environment � Learning management systems � Adaptation �
Personalization � Learning content

1 Introduction

Web-based learning became an important way to enhance learning and teaching,
offering many learning opportunities [1]. Learning management systems (LMSs)
belong to the most common e-learning solutions. LMSs include a wide variety of
features that can be utilized to support both distance and traditional teaching [2].

It is apparent that e-learning needs an adequate management of educational
resources to promote quality learning [3, 4]. However LMSs have some limitations
especially in the area of usability and personalization. Also learning systems often
neglect users’ knowledge management requirement [5]. We present an overview of
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already researched limitations of LMSs with some new ideas. Some of these lim-
itations were already dealt with in novel approaches in the area of personalization,
adaptation, collaboration and evaluation of learning systems. These approaches are
discussed and evaluated. Persisting limitations of learning systems are used as a
basis for the new solution, focused on personalization of both learning content and
its organization structure, which can lead to the collaborative knowledge building.

2 Standardized Learning Systems

Standardized re-usable solutions for e-learning make use of learning objects (LOs).
With appropriate metadata descriptions, LOs can be modular units that can be
assembled together to form lessons and courses [6]. The IEEE Standard for
Learning Object Metadata (LOM) is an open standard for LOs [7]. LOM is rep-
resented as an hierarchy of elements, which are used for description of LO.
Shareable Content Object Reference Model (SCORM) is a collection of standards
and specifications for the packaging and sequencing of learning and assessment
material in the form of shareable, reusable content objects [8]. Among standardized
solutions belong LMSs and LORs (learning object repositories).

LMSs are used with an increasing frequency to support the basic needs of
administration and higher-education teaching [9]. Most universities now use LMSs
to support and improve learning and teaching processes [2]. These features are
typical for LMSs: course content organization, user accounts with different roles,
posting announcements, threaded discussion forums, assessment system for exams,
grade book or email system [10]. Moodle, distributed as an open source, is the
leading learning management system. Another popular learning platforms are
Edmodo, Blackboard or SumTotal Systems [11].

LCMSs (LORs) provide the flexibility to have an online content organized in
ways other than a traditional online course [12]. This system allows users to search
and retrieve LOs from the repository, it typically supports simple and advanced
queries, as well as browsing through the material by subject or discipline [13].

3 Limitations of LMSs

3.1 Fixed Structure of the Course

LMSs are course-based systems, which present learning materials and other
course-related information to user in a fixed set and visual composition, with no
significant means to adapt the information to one’s needs. Similarly as with reading
from textual material where the order is set, traditional LMSs offer only fixed
structure of materials for student to go through. However, people have different
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levels of prior domain knowledge, they can be learning under time pressure or they
can find it difficult to recognize the important concepts and the relationships among
them [14]. LMS offer their users “one size fits all” service, that means that all
learners taking an LMS-based course, regardless of their knowledge, goals and
interests, receive access to the same educational material and set of tools with no
personalized support [15].

3.2 Adaptive Learning

Personalization is often connected to adaptive learning, which is defined as a style of
learning that uses student successes as the basis for developing future learning
directions while a student is participating in the e-learning course [16]. Adaptive
techniques are examples of user-centred techniques for approaching a range of
serious usability problems found in conventional non-adaptive web-based e-learning
systems, usually related to present homogeneous content and navigation scheme for
all students, without focusing on a more adequate for each student [17].

However an adaptive course authoring has one major drawback, which nega-
tively affects the spread of adaptive learning systems, and that is the complexity of
metadata used for the personalization in both definition of such metadata as well as
their further maintenance, which is even more challenging in a collaborative
environment [18]. We are therefore more interested in personalization which can be
controlled and optimized by learners themselves and not by busy teachers or
automated processes.

3.3 Customization and Personalization

Customization refers to the structure or style of the webpage (or system), while user
personalization usually refers to the content itself [19]. Customization in LMS
systems is possible by limited choices e.g. of colour scheme or composition of
widgets, which shows new posts in discussion forum, active assignments, calendar,
announcements etc. However learning materials themselves cannot be organized or
filtered by students, not even can they add personal comments. As Hwang pointed
out, limitation of traditional web-based learning is the restricted ability of students
to personalize and annotate the learning materials [1].

LMS should provide students with means for their active contribution to the
presented content (in the form of tagging, commenting and other annotating
mechanisms), its sharing and organization [18]. Peng et al. [5] suggested that
teachers need to collect interactive information while students need to select the
useful content from a course, consume it and re-organize it by themselves.

Personalization of Learning Content … 457



3.4 Content Management and User Interface

LMSs offer seemingly limitless e-space, where teachers can add content. This
arrangement often supports unadvisable behaviour of continuously accumulating
content and just making it available to learners, who may eventually face similar
information overload as with the Google search. Without any support, the student
can only with difficulties identify which parts of the course are relevant and which
are presenting only additional, not that important information [18].

There is also a frequent issue with keeping old files along with the new ones.
More effective approach for learner would be refinement of existing resources and
keeping their amount at a reasonable level. However user interface of these systems
usually does not encourage this desirable behaviour in teachers. In consequence
students are forced to choose the right materials among those offered in learning
repository. However with the increasing number of available learning materials, it is
becoming crucial to be able to support students in their way through the course, to
locate, recognize and understand information, which is the most relevant, consid-
ering the given time and progress of the student [18].

Furthermore, LMS systems are loaded with too many functionalities in a com-
plex user interface, which often discourage teachers and students from exploration
of both basic and advanced functions.

3.5 Summarization

To conclude, web-based learning systems used by colleges aim to display course
resources and often neglect users’ knowledge management requirement [4, 5].
Resources in such course-based learning are organized by teachers in fixed course
scope, which is not sufficient for higher education today [5]. As the main issues
related to this type of learning systems were consequently identified:

• an insufficient personalization support for:

– organization of courses
– organization of learning resources
– annotating mechanisms
– sharing mechanisms

• an insufficient customization support
• the system’s interface does not encourage:

– regular revising of existing content
– disposing of outdated content
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4 The Novel Systems

Some of the discussed shortcomings were already investigated and new systems
were proposed to replace the current systems, enhance them or complement them.

We can see that there is a great effort to make learning systems more adaptive,
flexible and personalized. Many of the solutions are focused on automated adaptation
and personalization, i.e. the systems algorithms should deliver more relevant content
on the basis of metadata and data from users. Some of the novel solutions are based
more on human factor instead of automated processes. They emphasize the need to
deliver quality content through evaluations, recommendations and collaboration.

The general problem with the novel solutions is that the majority of these projects
did not expand beyond the authors´ institution and traditional LMSs are still in
common use. This section will present some of the interesting novel systems and
their contribution, along with a brief assessment of their long-term sustainability.

4.1 Personalization

Peng et al. [5] presented a knowledge management system which would support
web-based learning in higher education. The main idea was to integrate different
course resources and let students select the part of resources helpful for them and
organize them in their own way. Implemented system KMS-THU manages
knowledge organization by different form (tree structure and tags) and different
scope (individual, group and public knowledge). This proposed system so far dealt
with learning resources as digital files and focused mostly on a technical solution.

However personalization require a solid foundation of structure and organization
and is really difficult to do well [20]. Most of all, the complexity of metadata needed
for personalization, their definition and further maintenance, are the major draw-
backs, which negatively affect the spread of adaptive learning systems [18]. Also
because we don’t have time to teach our systems, or because we prefer to maintain
our privacy, we often don’t share enough information to drive effective personal-
ization [20]. Even if we do, our needs and interests change. Past performance is no
guarantee of future results [20]. Badly performed personalization can even hide
useful information from users because of incomplete or outdated metadata or badly
constructed algorithms.

4.2 Adaptation

Gasparini et al. [17] proposed e-learning system AdaptWeb—an adaptive hyper-
media system aiming to adapt the content, the presentation and the navigation in
web-based courses, according to the student model. The AdaptWeb’s educational
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contents were modelled through a hierarchical structure of concepts stored in XML
format. This system’s evaluation however identified some weaknesses, system is
not being updated lately and also demo site does not exist anymore. Šimko et al.
[18] introduced a schema of adaptive web-based learning for future LMSs, with
these key principles: (1) domain modelling, (2) extensible personalization and
course adaptation and (3) student active participation in a learning process.
Adaptive and intelligent web-based educational systems are based upon domain and
user models [21]. Domain model of ALEF contains two main parts—metadata
(concepts, tags, comments) and educational content (LOs) [18]. The limitations
which were discussed for personalization, apply for adaptation as well, as both
approaches deal with metadata.

4.3 Collaboration and Evaluation

Rego et al. [3] proposed an evaluation collaborative system in which experts and
teachers analyze LOs and give them an individual evaluation. After this individual
evaluation, all the persons that evaluated the LO gather in a sort of forum to reach to
its final evaluation. Similarly, Redondo et al. [22] designed a learning platform
called Educateca, where learners as “prosumers” are supposed to tag and rate
learning objects as they use the platform and like teachers they can also create or
modify content to contribute to the learning distributed repository.

This concept would be however in practice very time-demanding for all par-
ticipants, not mentioning problems with insufficient knowledge, experience and
most of all motivation towards quality evaluation or organizing learning content.

4.4 Learning as a Service

Several suggestions on novel learning systems were made with the use of cloud
computing. Redondo et al. suggested that learning organizations should publish and
even share their material in the cloud so that learners can access them directly.
The LMS is then becoming another SaaS (Software as a Service) in the cloud so
that the student can select a LMS according to the LMS’s features and his/her
preferences [22]. User preference is of the great importance in a competitive
environment of various products, interaction systems and websites [23].

This approach however requires that every learner has knowledge needed for
distinguishing the right learning materials for his/her purposes, as well as already
explored and clarified preferences for choosing the right LMS. Redondo et al. [22]
also mentioned that e-learning in the cloud should give the illusion of infinite
resources available on demand. This concept however threaten to overwhelm stu-
dent with a large amount of resources and at the same time fail in delivering the
right materials.
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5 Proposal of the New Solution

5.1 Conceptual Foundation

The most frequently mentioned limitation of LMSs was the lack of personalization
support, which can be divided into these two main categories:

• organization of learning content (regrouping, adding, deleting)
• modification of learning content (annotation, highlighting, notes)

In order to solve limitations of LORs, we suggest implementing a learning
environment within the scope of an individual institution. This would ensure a
maintainable number of learning resources and promote collaboration and greater
interestedness of participants, both teachers and students, which would lead to
better management of learning content. A LMS can be viewed as a suitable learning
environment for this purpose, however traditional LMSs face many issues, related
mainly to already discussed insufficient personalization. The discussed novel sys-
tems focused mainly on automated adaptation techniques and collaborative eval-
uations of content. These approaches however also have their limitations and
consequently we suggest that personalization should be controlled solely by the
user. Personalization in content and its organization can further extend towards
group personalization and collaborative knowledge building, which again would
support engagement of users. The following section brings a closer look on our
proposed solution.

5.2 Overview of the Architecture

To overcome the discussed limitations, we propose a new solution for managing
learning content. The key principle of our solution is facilitating personalized
organization of learning content, which would lead to collaborative knowledge
building. In this paper we present only basic architecture based on the previous
analysis, focused on the first category of personalization (organization of content).
The second category (modification of content) is contained in the “update” function
later in the text and will be implemented as the functionality within the system.

The first issue to consider is the extent of possible personalization. In current
LMSs, a learner can only “read” the content. As Peng et al. [5] stated, learning
systems used by colleges aim to display course resources and often neglect users’
knowledge management requirement. Active students are then forced to create their
own repository of learning materials, either as a local copy of course materials or
they are accumulating their own resources or the combination of both.

We suggest supporting all basic functions of persistent storage—“create”,
“read”, “update” and “delete” (commonly called “CRUD”). This means that a
learner could add his own learning content to the course, update the existing
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resource or delete the extra resources. Of course, these changes would take effect
only in the individual user’s view, not in the core repository of learning resources.
As far as a learner does not personalize the course, he will only “read” the core
repository. When the learner starts manipulating learning content, the changes are
logged, new content is stored, and his view of the learning course becomes the
personalized learning course. The option should be however kept for accessing the
original view of the course.

The way we organize, label, and relate information influences the way people
comprehend that information [20]. However organizing is usually a subjective
process, when done by ambiguous schemes, and language used for labeling is also
often ambiguous [20]. Therefore learners should be allowed not only to add and
modify files, but also change labels or the position of files and thus adapt the
learning environment to their needs. With this possibility, they could e.g. relocate
the learning content they use most to the more convenient place in the course.

The possibilities of personalized organization of learning content are depicted in
Fig. 1. The learning resources are for simplicity presented as files in folders, labels

Fig. 1 Personalized organization of learning content
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were selected arbitrarily for demonstration. This system supports unlimited number
of both teacher and learner roles.

Technical implementation of personalization has to be carefully planned in order
to avoid performance issues and duplicities. We propose creating a personalized
learning course only when a learner initiates its creation by adding or updating
content. Additionally changes in the course will be stored as instructions, by which
the personalized course can be reconstructed, not as a hard copy. New and modified
content will be then saved into a “group repository”, so user accounts will contain
only reference to the files and thus they will be as lightweight as possible. This way
all references of one piece of learning content will be associated with one file,
which can be managed efficiently with version control.

This arrangement facilitates the second phase of our solution—knowledge
building. The group repository should reflect all performed personalization,
including the new content, modified content, information about deleted content and
changed labels and position of the content. Individual single-purposed personal-
ization is this way transformed into a reverse process. Teachers receive feedback
from students and as we assume it will inspire them to regular revising of existing
content and disposing of outdated content, which was one of the main discussed
issues of current LMSs.

This idea is depicted in Fig. 2. Students can access learning courses from the
core repository. They can personalize the courses, by which they refine existing

Fig. 2 The process of personalization leading to knowledge building
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content and add new content. This process leads to spontaneous knowledge
building, which can be used by teachers (original creators of courses) as a form of
feedback. Ideally teachers are inspired to refine the learning courses based on
student’s personalization.

6 Conclusion and Future Work

We have investigated weaknesses of traditional LMSs, which are commonly being
used in web-based education. Some novel approaches in the area of personalization,
adaptation, collaboration and evaluation were discussed. Finally the need for a
novel solution was substantiated and personalization was selected as one of its key
principles. The proposal of an architecture focused on personalized organization of
learning content, accessed from the core repository. All changes (individual per-
sonalizations) would be reflected in the group repository as a spontaneous
knowledge building. The updated content is offered back to teachers of the learning
courses, who are expected to be motivated to refine the courses based on this
feedback from students.

We would like to continue in introducing our proposal in more detailed stages of
development, along with the actual implementation and testing. Our proposal is
based on overcoming the limitations of current solutions, however overall feasi-
bility and efficiency of this approach compared to traditional solutions needs to be
verified, as well as the actual benefits of introduced personalization and knowledge
building.

Acknowledgment This work and the contribution were also supported by project “Smart
Solutions for Ubiquitous Computing Environments” FIM, University of Hradec Kralove, Czech
Republic (under ID: UHK-FIM-SP-2016).

References

1. Hwang, W.-Y., et al.: A study of multimedia annotation of Web-based materials. Comput.
Educ. 48(4), 680–699 (2007)

2. Islam, A.K.M.N.: Investigating e-learning system usage outcomes in the university context.
Comput. Educ. 69, 387–399 (2013)

3. Rego, H., Moreira, T., Garcia, F.J.: A Web-based learning information system resource and
knowledge management. Knowl. Manag. Inf. Syst. E-Learn. Sustain. Res. Commun. Comput.
Inf. Sci. 111, 591–599 (2010)

4. Bartuskova, A., Krejcar, O.: Knowledge management and sharing in e-learning: hierarchical
system for managing learning resources. In: Proceedings of the 6th international conference on
knowledge management and information sharing, pp. 179–185, Rome, Italy (2014)

5. Peng, J., et al.: Design and implement a knowledge management system to support Web-based
learning in higher education. Procedia Comput. Sci. 22, 95–103 (2013)

464 A. Bartuskova and O. Krejcar



6. McGreal, R.: Learning objects: a practical definition. Int. J. Instr. Technol. Distance Learn.
1(9), 21–32 (2004)

7. IEEE Learning Technology Standard Committee (IEEE-LTSC): WG12 Learning Object
Metadata. IEEE standard 1484.12.1. Retrieved from: http://ieeeltsc.org/wg12LOM/ (2002)

8. Gonzalez-Barbone, V., Anido-Rifon, L.: Creating the first SCORM object. Comput. Educ.
51(4), 1634–1647 (2008)

9. Alvarez, A., Martin, M., Fernandez-Castro, I., Urretavizcaya, M.: Blended traditional teaching
methods with learning environments: experience, cyclical evaluation process and impact with
MAgAdI. Comput. Educ. 68, 129–140 (2013)

10. iNACOL (International Association of K-12 Online Learning): Learning Management System.
Retrieved from: http://www.onlineprogramhowto.org/admin/learning-management-systems/
(2010)

11. Capterra Inc.: Top LMS Software Solutions Infographic: Retrieved from: http://blog.capterra.
com/top-lms-software-solutions-infographic/ (2012)

12. iNACOL (International Association of K-12 Online Learning): Learning content management
system. Retrieved from: http://www.onlineprogramhowto.org/admin/learning-content-
management-system/ (2011)

13. Neven, F., Duval, E.: Reusable learning objects: a survey of LOM-based repositories. In:
Proceedings of the Tenth CM International Conference on Multimedia, pp. 291–294. ACM
(2002)

14. Lee, J.H., Segev, A.: Knowledge maps for e-learning. Comput. Educ. 59, 353–364 (2012)
15. Brusilovsky, P.: KnowledgeTree: a distributed architecture for adaptive E-Learning. In:

Proceedings of the 13th International World Wide Web Conference, WWW 2004,
pp. 104–113. ACM Press (2004)

16. Mason, R.T., Ellis, T.J.: Extending SCORM LOM. Informing Sci. Inf. Technol. 6, 863–875
(2009)

17. Gasparini, I., Pimenta, M.S., Palazzo, J., Kemczinski, A.: Usability in an adaptive e-learning
environment: lessons from AdaptWeb. IEEE Learn. Technol. Newsl. 12(2), 13–15 (2010)

18. Simko, M., Barla, M., Bielikova, M.: ALEF: A framework for adaptive Web-based learning
2.0. In: Reynolds, N., Turcsányi Szabó, M. (eds.) KCKS 2010, IFIP Advances in Information
and Communication Technology, vol. 324. Held as Part of World Computer Congress 2010,
pp. 367–378. Springer, Berlin (2010)

19. Bouras, C., Poulopoulos, V.: Enhancing meta-portals using dynamic user context
personalization techniques. J. Netw. Comput. Appl. 35, 1446–1453 (2012)

20. Morville, P., Rosenfeld, L.: Information Architecture for the World Wide Web, 3rd edn.
O’Reilly Media, Inc. ISBN-13: 978–0-596-52734-1 (2006)

21. Bielikova, M., Simko, M., Barla, M., Tvarozek, J., Labaj, M., Moro, R., Srba, I., Sevcech, J.,
ALEF: From application to platform for adaptive collaborative learning. In: Recommender
Systems for Technology Enhanced Learning: Research Trends and Applications, pp. 195–225
(2014)

22. Redondo, R.P.D., Vilas, A.F., Arias, J.J.P.: Educateca: a Web 2.0 approach to eLearning with
SCORM. In: IFIP Advances in Information and Communication Technology, vol. 341,
pp. 118-126 (2010)

23. Bartuskova, A., Krejcar, O.: Evaluation framework for user preference research implemented
as Web application. In: Computational Collective Intelligence. Technologies and Applications,
pp. 537–548. Springer, Berlin (2013)

Personalization of Learning Content … 465

http://ieeeltsc.org/wg12LOM/
http://www.onlineprogramhowto.org/admin/learning-management-systems/
http://blog.capterra.com/top-lms-software-solutions-infographic/
http://blog.capterra.com/top-lms-software-solutions-infographic/
http://www.onlineprogramhowto.org/admin/learning-content-management-system/
http://www.onlineprogramhowto.org/admin/learning-content-management-system/


Author Index

A
Alonso-Fernandez, Fernando, 365
Anh, Duong Tuan, 29, 41
Augustynek, Martin, 209

B
Bąk, Artur, 343
Bartuskova, Aneta, 455
Bensz, Wojciech, 399
Bien, Cuong Phan Nhat, 15
Blazek, Pavel, 75
Boryczka, Urszula, 3
Borys, Damian, 399
Bryjova, Iveta, 209

C
Camacho, Azahara, 183, 221
Cañzares, Pablo C., 183
Cao, Tien-Dung, 161
Chang, Xiaojing, 335
Chau, Vo Thi Ngoc, 411
Cherichi, Soumaya, 309
Czyszczoń, Adam, 173

D
Dixit, Bharati, 377
Do, Phuc, 263
Duong, Duc Tran, 287
Duong, Hieu N., 297
Dworak, Kamil, 3

F
Faiz, Rim, 309
Fan, Yuantao, 365
Fujarewicz, Krzysztof, 399

G
Gaikwad, Arun, 377
Górak, Rafał, 87

H
Harisno, 133
Herok, Kinga, 399
Hoang, Ha Nguyen, 15
Hoang, Hanh Huu, 111
Hoang, Quang, 111

I
Indiyarto, Wick, 133

J
Jaksik, Roman, 399
Jun, Daniel, 75
Jung, Jason J., 149

K
Kawulok, Michał, 3
Kiss, Attila, 195
Kleć, Mariusz, 53
Klimova, Blanka, 389
Knybel, Lukas, 433
Kodaj, Michal, 209
Kozel, Tomas, 423
Krasucki, Marcin, 399
Krejcar, Ondrej, 75, 423, 455
Krenek, Jiri, 75
Kubicek, Jan, 209, 433
Kuca, Kamil, 75
Kulbacki, Marek, 343
Kurczyk, Agata, 399

L
Le, Bac, 277
Le Nguyen, Minh, 277
Le Van, Son, 15
Luckner, Marcin, 87
Ly, Ngoc Quoc, 99, 323

© Springer International Publishing Switzerland 2016
D. Król et al. (eds.), Recent Developments in Intelligent Information
and Database Systems, Studies in Computational Intelligence 642,
DOI 10.1007/978-3-319-31277-4

467



M
Maresova, Petra, 389
Matusik, Kamil, 399
Maue, Han Nguyen, 15
Merayo, Mercedes G., 183, 221
Minh, Quang Tran, 123
Mrozek, Dariusz, 399

N
Nalepa, Jakub, 3
Nemati, Hassan Mashad, 365
Ngo, Long Thanh, 63
Nguyen, Duy Tai, 123
Nguyen, Hanh V., 99
Nguyen, Hien T., 297
Nguyen, Luu, 263
Nguyen, Ngoc Thanh, 149
Nguyen, V.H., 297
Nowacki, Jerzy Paweł, 343
Nuñez, Manuel, 221

O
Ochab, Magdalena, 399
Oczka, David, 433

P
Pacholczyk, Marcin, 399
Penhaker, Marek, 209, 433
Pháp, Huynh Công, 243
Pham, Son Bao, 287
Pham, Xuan Hau, 149
Phung, Nguyen Hua, 411
Pieter, Justyna, 399
Pochobradsky, Tomas, 423
Psiuk-Maksymowicz, Krzysztof, 399
Puszynski, Krzysztof, 399

S
Sałabun, Wojciech, 445
Sanin, Cesar, 235
Segen, Jakub, 343
Selamat, Ali, 433

Seng, Jia-Lang, 255
Smieja, Jaroslaw, 399
Snasel, Vaclav, 297
Student, Sebastian, 399
Swierniak, Andrzej, 399
Szczerbicki, Edward, 235

T
Tac, Thanh Quoc, 323
Tan, Hanh, 287
Trinh, Son, 263
Truong, Anh M., 99
Truong, Hong-Linh, 161

V
Van, Hoang Thi Hong, 411
Van Nguyen, Toan, 111
Vinh, Vo Duc, 41
Vinh, Vo Thanh, 29
Vo, Hoang Lien Minh, 111
Vo, Minh, 263
Vörös, Péter, 195
Vo, Trung Thien, 277
Vu, Minh Ngoc, 63
Vu, Pham Tran, 123
Vu, Tai Cong Tan, 323

W
Wereszczyński, Kamil, 343
Wojciechowska, Marzena, 343
Wu, Yi-Hui, 255

Y
Yang, Hsiao-Fang, 255
Yi, Pengfei, 335, 355

Z
Zgrzywa, Aleksander, 173
Zhang, Haoxi, 235
Zhang, Qiang, 335, 355
Zheng, Xiaojie, 355
Ziemba, Paweł, 445

468 Author Index


	Preface
	Contents
	Part I Computational Intelligence in DataMining and Machine Learning
	1 Cryptanalysis of SDES Using Genetic and Memetic Algorithms
	Abstract
	1 Introduction
	1.1 Related Work
	1.2 Contribution
	1.3 Paper Structure

	2 Problem Formulation
	2.1 Simplified Data Encryption Standard
	2.2 Generation of the Subkeys
	2.3 Complex Function fk

	3 Evolutionary Algorithms for Cryptanalysis Processes
	3.1 Genetic Algorithm Attack
	3.2 Memetic Algorithm Attack

	4 Experimental Results
	4.1 Analysis and Discussion

	5 Conclusions and Future Work
	Acknowledgments
	References

	2 Admission Control and Scheduling Algorithms Based on ACO and PSO Heuristic for Optimizing Cost in Cloud Computing
	Abstract
	1 Introduction
	2 System Model
	3 Construction of Algorithm
	3.1 ACACO Algorithm
	3.2 ACPSO Algorithm
	3.3 Mprofit Algorithm
	3.4 Correctness of the Algorithms
	3.5 Simulation and Evaluation of the Algorithms
	3.5.1 Analyze the Total Cost and Total Profit as Fixed Requests
	3.5.2 Analyze the Total Cost and Total Profit as Fixed Number of VMs and Changing Number of Requests


	4 Conclusions
	References

	3 A Novel Clustering-Based 1-NN Classification of Time Series Based on MDL Principle
	Abstract
	1 Introduction
	2 Background and Related Works
	2.1 Time Series and 1-Nearest Neighbor Classifier
	2.2 Clustering-Based Reference Set Reduction for K-NN Classifier
	2.3 Minimum Description Length Principle: A Model Selection Method
	2.4 Compression Rate Distance

	3 Proposed Method
	4 Experimental Evaluation
	4.1 Experimental Results

	5 Conclusions and Future Works
	References

	4 Efficient Subsequence Join Over Time Series Under Dynamic Time Warping
	Abstract
	1 Introduction
	2 Related Work
	2.1 Dynamic Time Warping
	2.2 Important Extreme Points

	3 Subsequence Join Over Time Series Based on Segmentation and Matching
	3.1 The Proposed Algorithm
	3.2 Some Other Issues

	4 Experimental Evaluation
	4.1 Datasets
	4.2 DTW Versus Euclidean Distance in EP-M Algorithm
	4.3 Accuracy of EP-M Algorithm
	4.4 Time Efficiency of EP-M
	4.5 The Commutative Property of Join Operation by EP-M

	5 Conclusions
	References

	5 Multi-Instrumental Deep Learning for Automatic Genre Recognition
	Abstract
	1 Introduction
	1.1 Recent Work
	1.2 Insights into the Role of Musical Instruments

	2 Restricted Boltzmann Machine
	3 The Scattering Wavelet Transform
	4 Multi-Instrumental Dataset Preparation
	5 The Experiments
	5.1 Evaluation
	5.2 Baseline
	5.3 Multi-Intrumental Learning

	6 Conclusions
	Acknowledgments
	References

	6 A Multiple Kernels Interval Type-2 Possibilistic C-Means
	Abstract
	1 Introduction
	2 Preliminaries
	2.1 Interval Type-2 Fuzzy Sets
	2.2 Kernel Method

	3 Multiple Kernels Interval Type-2 Possibilistic C-Means Clustering
	3.1 Interval Type-2 Possibilistic C-Means Clustering
	3.2 Multiple Kernel Interval Type-2 Possibilistic C-Means Algorithm

	4 Experimental Results
	5 Conclusion
	References

	7 Application of Artificial Neural Networks in Condition Based Predictive Maintenance
	Abstract
	1 Introduction
	2 Maintenance
	2.1 Corrective Maintenance
	2.2 Preventive Maintenance
	2.3 Predictive Maintenance

	3 Artificial Neural Networks
	3.1 Designs and Topologies
	3.2 Learning Algorithms
	3.3 Software Computational Tools
	3.4 Applications of ANN

	4 ANN Application in Predictive Maintenance
	4.1 Mechanical Damage and Crack Detection
	4.2 Early Detection of Faulty Electrical Devices
	4.3 Detection of Faults on Pneumatic Systems
	4.4 Monitoring of Robotic Manipulator

	5 Discussion
	6 Conclusions
	Acknowledgements
	References

	8 Long Term Analysis of the Localization Model Based on Wi-Fi Network
	Abstract
	1 Introduction
	2 Precise Definition of the Localization Problem
	3 Data Collection
	4 The Localization Model
	5 Accuracy of Indoor Localization Model
	5.1 Floor’s Prediction
	5.2 Horizontal Error
	5.3 Visible APs

	6 Summary and Directions for Future Research
	References

	Part II Ontologies, Social Networksand Recommendation Systems
	9 Specific Behavior Recognition Based on Behavior Ontology
	Abstract
	1 Introduction
	2 Related Works
	3 Framework Outline
	4 Modeling Behavior
	4.1 Object Modeling
	4.2 Relation and Condition Modeling
	4.3 Time Relation Modeling

	5 Behavior Recognition
	5.1 Recognition Process
	5.2 Ontology for Left Luggage Behavior
	5.3 Evaluating Behavior Ontology

	6 Experiments
	6.1 PETS 2006 Dataset
	6.2 PETS 2007 Dataset
	6.3 Left Luggage Behavior Recognition

	7 Conclusion
	Acknowledgment
	References

	10 A New Method for Transforming TimeER Model-Based Specification into OWL Ontology
	Abstract
	1 Introduction
	2 Related Work
	3 Transformation EER Model into OWL Ontology
	3.1 Transformation of Entity Types and Object-Oriented Components
	3.1.1 Transformation of Entity Types
	3.1.2 Transformation of an Inheritance Relationship
	3.1.3 Transformation of Disjoint Specializations
	3.1.4 Transformation of Overlap Specializations
	3.1.5 Transformation of Union Specializations

	3.2 Transformation of Attributes
	3.3 Transformation of the Weak Entity Type
	3.4 Transformation of Relationship
	3.4.1 Transformation of Relationship Without Attributes
	3.4.2 Transformation of Binary Relationship with Attributes
	3.4.3 The n-ary Relationship


	4 Transformation of TimeER Model into OWL Ontology
	4.1 Initiate Ontology for Presenting Temporal Aspect
	4.1.1 Initiate InstantDateTime Class
	4.1.2 Create Object Properties for Presenting the Temporal Constraints on TimeER Model

	4.2 Transformation of Temporal Components on TimeER
	4.2.1 Transformation of Temporal Entity Type
	4.2.2 Transformation of Temporal Attributes of an Entity Type
	4.2.3 Transformation of Temporal Relationship
	4.2.4 Transformation of Temporal Attribute of Relationship


	5 Conclusion
	References

	11 Peer to Peer Social Network for Disaster Recovery
	Abstract
	1 Introduction
	2 Related Work
	3 Network Establishment for SP2PSN
	3.1 Simple Peer to Peer Social Network (SP2PSN)
	3.2 Extended Beacon Stuffing Model (EBS)
	3.3 Routing for Beacon Frame

	4 Evaluation
	5 Conclusion and Future Work
	Acknowledgment
	References

	12 Impact of Information System-Based Customer Relationship Management Strategy, Social Media Interaction on Customer Perception, Satisfaction, Loyalty, Corporate Image and Purchase Intention to XYZ Cellular Customers in Samarinda City
	Abstract
	1 Introduction
	2 Research Background
	2.1 Previous Study
	2.2 Research Hypothesis

	3 Research Methodology
	3.1 Population and Sample
	3.2 Respondents Profile
	3.3 Data Techniques Analysis
	3.4 Analysis of Measurement Model
	3.5 Analysis of Structural Model

	4 Discussion
	5 Conclusions
	Acknowledgment
	References

	13 Lexical Matching-Based Approach for Multilingual Movie Recommendation Systems
	Abstract
	1 Introduction
	2 Related Work
	3 Multilingual Recommendation Systems
	3.1 Multilingual Recommendation Process
	3.2 User Profiling
	3.3 Recommendation Process

	4 Experimental Results and Discussion
	5 Conclusion
	Acknowledgment
	References

	Part III Web Services, Cloud Computing, Securityand Intelligent Internet Systems
	14 Analyzing and Conceptualizing Monitoring and Analytics as a Service for Grain Warehouses
	Abstract
	1 Introduction
	2 Motivating Scenario
	3 Stakeholder Analysis
	4 IoT Cloud Based Platform for the Grain Warehouse
	4.1 Monitoring Data
	4.2 Warehouse Information System
	4.3 Grain Knowledge and Expert Inputs
	4.4 Monitoring and Analytics Services
	4.5 Pricing and Contract Models
	4.6 Customized Services
	4.7 IoT Cloud Architecture for Grain Warehouses

	5 Related Work
	6 Conclusions and Future Work
	Acknowledgement
	References

	15 Review of Current Web Service Retrieval Methods
	Abstract
	1 Introduction
	2 Web Service Retrieval and Service Discovery
	3 SOAP Web Service Retrieval Methods
	4 RESTful Web Service Retrieval Methods
	5 Conclusions
	References

	16 Intelligent Secure Communications Between Systems
	Abstract
	1 Introduction
	2 Hazards Information Security
	2.1 Software
	2.2 Social Engineering
	2.3 Hackers

	3 Case Study
	4 SCOIS: Secure Communication for Intelligent Systems Tool
	4.1 Properties Management
	4.2 Testing Management

	5 Conclusions and Future Work
	References

	17 TooKie: A New Way to Secure Sessions
	Abstract
	1 Introduction
	2 Related Work
	3 Background
	3.1 Cookies
	3.2 Web Authentication
	3.3 Session Hijacking
	3.4 Defending Cookies

	4 Measurements
	4.1 Test Targets
	4.2 Results

	5 TooKie
	5.1 TooKie in Details
	5.2 Under Attack

	6 Conclusion
	Acknowledgment
	References

	18 Surface of Articular Cartilage Extraction Using Fuzzy C-means Segmentation
	Abstract
	1 Introduction to Articular Cartilage
	2 Examination of Articular Cartilage by MRI
	2.1 Fat Suppression Techniques
	2.2 Volumetric Sequences
	2.3 Gradient Echo Sequences
	2.4 SPGR Sequences
	2.5 MR Arthrography

	3 The Proposed Method for Surface of Articular Cartilage Segmentation
	3.1 C-means Penalized Segmentation

	4 Data Analysis and Segmentation Results
	5 Conclusion
	Acknowledgment
	References

	19 A Formal Passive Testing Approach to Control the Integrity of Private Information in eHealth Systems
	Abstract
	1 Introduction
	2 The Internet of Things (IoT)
	2.1 Characteristics
	2.2 Open Issues
	2.3 Applications

	3 eHealth: Implantable Medical Devices
	4 Scenario
	5 Our Proposal
	5.1 Administration of Actors
	5.2 Authorization Control

	6 Conclusions and Future Work
	References

	Part IV Knowledge Management and LanguageProcessing
	20 Experience-Oriented Knowledge Management for Internet of Things
	Abstract
	1 Introduction
	2 Background
	2.1 Knowledge Management
	2.2 Experience and the Experience-Oriented Smart Things

	3 The Experience-Oriented Knowledge Management
	3.1 Main Features
	3.2 System Architecture
	3.3 Initial Experiments

	4 Conclusions and Future Work
	Acknowledgement
	References

	21 Solutions of Creating Large Data Resources in Natural Language Processing
	Abstract
	1 Introduction
	2 Related Works
	3 Solutions of Creating Large NLP Data Resources
	3.1 Unifying Data of NLP Data Resources
	3.2 Unifying Languages of NLP Data Resources
	3.3 Unifying Formats and Structures of NLP Data Resources

	4 Experiment Results
	5 Conclusion

	22 Conference Calls’ News Analysis and Stock Price Volatility
	Abstract
	1 Introduction
	2 Conference Calls, Content Analysis, and Stock Price Volatility
	3 Research Method
	3.1 Hypothesis Development
	3.2 Data Collection
	3.3 Research Design

	4 Research Results and Findings
	5 Conclusion and Discussion
	Acknowledgement
	References

	23 Lexicon-Based Sentiment Analysis of Facebook Comments in Vietnamese Language
	Abstract
	1 Introduction
	2 Related Work
	3 Sentiment Analysis for Vietnamese Language
	3.1 Building Emotional Dictionary
	3.2 Training

	4 Experimental Model and Result
	4.1 Subjective Classification
	4.2 Sentiment Classification
	4.3 Result

	5 Conclusion
	References

	24 Scoring Explanatoriness of a Sentence and Ranking for Explanatory Opinion Summary
	Abstract
	1 Introduction
	2 Framework
	3 Basic Features and an Input Data Set
	3.1 Sentence Features
	3.2 The Distinctiveness of the Sentence to Background Data Set
	3.3 The Popularity of the Sentence
	3.4 Construct an Input Data Set and How to Combine Features

	4 Explanatoriness Scoring Models
	4.1 Bm25EX
	4.2 Probabilities Explanatory Scoring

	5 Data Set and Evaluation
	5.1 Data Set Preparation
	5.2 Baseline
	5.3 Result
	5.4 Error Analysis

	6 Conclusions
	References

	25 Using Content-Based Features for Author Profiling of Vietnamese Forum Posts
	Abstract
	1 Introduction
	2 Related Work
	3 System Description
	3.1 System Overview
	3.2 Features
	3.3 Learning Methods

	4 Experiments
	4.1 Data
	4.2 Results and Discussion

	5 Conclusion and Future Work
	References

	26 Trigram-Based Vietnamese Text Compression
	Abstract
	1 Introduction
	2 Proposed Method
	2.1 n-Gram Theory and Dictionary
	2.1.1 n-Gram Theory
	2.1.2 Dictionaries

	2.2 Compression
	2.2.1 Tri-Gram Parser
	2.2.2 Compression Unit
	2.2.3 Compression Ratio

	2.3 Decompression

	3 Experiments
	3.1 Experiment Result

	4 Conclusion
	References

	27 Big Data Analysis for Event Detection in Microblogs
	Abstract
	1 Introduction
	2 Related Works
	3 Event Detection
	3.1 Extraction and Interpretation of Event Information

	4 Experimental Evaluation
	4.1 Results
	4.1.1 Estimation of Weights
	4.1.2 Evaluation of the System


	5 Conclusion
	References

	Part V Image, Video, Motion Analysisand Recognition
	28 Building 3D Object Reconstruction System Based on Color-Depth Image Sequences
	Abstract
	1 Introduction
	2 Related Works and Our Approach
	2.1 Related Works
	2.2 Our Approach

	3 Object Detection Method
	4 Registration Method
	5 Surface Reconstruction from Point Clouds
	5.1 Estimating Normal Field
	5.2 Surface Reconstruction

	6 Color Mapping
	7 Experimental Results
	7.1 Object Detection
	7.2 Point Cloud Registration and Surface Reconstruction
	7.3 Estimating Oriented Normal Field

	8 Conclusion and Future Works
	Acknowledgment
	References

	29 Key Frames Extraction from Human Motion Capture Data Based on Hybrid Particle Swarm Optimization Algorithm
	Abstract
	1 Introduction
	2 Key Frames Extracted Based on Hybrid Particle Swarm Optimization Algorithm
	3 Results
	4 Discussion
	Acknowledgement
	References

	30 Living Labs for Human Motion Analysis and Synthesis in Shareconomy Model
	Abstract
	1 Introduction
	2 R&D Overview
	2.1 R&D Center Resources
	2.2 Research Areas
	2.3 Shareconomy Model of Activity

	3 Laboratories
	3.1 HML
	3.2 HMX and HSL

	4 Datasets Collected in Bytom
	5 Specialized Projects
	6 Practical Perspectives of HSL Laboratory
	7 Conclusions
	Acknowledgments
	References

	31 Data-Driven Complex Motion Design for Humanoid Robots
	Abstract
	1 Introduction
	2 Methodology
	2.1 Data Conversion
	2.2 Motion Synthesis

	3 Results
	4 Discussion
	Acknowledgement
	References

	32 Hand Detection and Gesture Recognition Using Symmetric Patterns
	Abstract
	1 Introduction
	2 Related Work
	3 Method
	3.1 Symmetry Filters
	3.2 Hand Detection Using Log-Spirals

	4 Experimental Results
	4.1 Hand Detection
	4.2 Gesture Recognition

	5 Conclusion and Discussion
	Acknowledgments
	References

	33 Non Verbal Approach for Emotion Detection
	Abstract
	1 Introduction
	2 Literature Survey
	3 Methodology of Implementation
	3.1 Basic Facial Expressions
	3.2 Facial Expression Recognition Approaches

	4 Implementation Methodology
	5 Experimental Results
	6 Performance Analysis
	7 Conclusion and Future Work
	References

	Part VI Advanced Computing Applicationsand Technologies
	34 Technological Devices for Elderly People with Alzheimer’s Disease: A Review Study
	Abstract
	1 Introduction
	2 Methods
	3 Technologies for People with AD
	4 Conclusion
	References

	35 Integrated System Supporting Research on Environment Related Cancers
	Abstract
	1 Introduction
	2 Features of Epidemiological Studies
	3 Overview of the System Architecture
	4 Local Databases (LIMS-like Systems)
	4.1 Typical Laboratory Management Operations
	4.2 Questionnaires Subsystem
	4.3 Subsystem for Patient Data Acquisition, Management of Samples Collection and Storage of the Results

	5 Computational Tools
	6 Data Warehouse
	7 Conclusions
	Acknowledgments
	References

	36 An Efficient Tree-based Rule Mining Algorithm for Sequential Rules with Explicit Timestamps in Temporal Educational Databases
	Abstract
	1 Introduction
	2 Towards an Efficient Tree-based Approach to Mining Sequential Rules with Explicit Timestamps
	3 An Evaluation of the Proposed Algorithm
	4 Conclusion
	References

	37 Design and Implementation of Mobile Travel Assistant
	Abstract
	1 Introduction
	2 Problem Definition
	3 New Solution
	4 Implementation
	4.1 Services and GPS
	4.2 Initialisation and Data Retrieval
	4.3 Sequentions
	4.4 Computation of Border Zone

	5 Testing of Developed Application
	6 Conclusion
	Acknowledgment
	References

	38 Design and Implementation of an Algorithm for System of Exposure Limit in Radiology
	Abstract
	1 Introduction
	1.1 CyberKnife Robotic System
	1.2 Imaging System

	2 Problem Definition
	3 Design and Implementation
	3.1 The Proposal Solution
	3.2 Data Handling
	3.3 Calculation of the Graphics Card

	4 The Algorithm for Finding the Approximate Direction of the Irradiation
	4.1 The Algorithm for Processing Contours

	5 Conclusion
	Acknowledgment

	39 Application of the Characteristic Objects Method in Supply Chain Management and Logistics
	Abstract
	1 Introduction
	2 Literature Review
	3 The Characteristic Objects Method
	4 Experimental Study
	5 Conclusions
	References

	40 Personalization of Learning Content and Its Structure, Based on Limitations of LMSs
	Abstract
	1 Introduction
	2 Standardized Learning Systems
	3 Limitations of LMSs
	3.1 Fixed Structure of the Course
	3.2 Adaptive Learning
	3.3 Customization and Personalization
	3.4 Content Management and User Interface
	3.5 Summarization

	4 The Novel Systems
	4.1 Personalization
	4.2 Adaptation
	4.3 Collaboration and Evaluation
	4.4 Learning as a Service

	5 Proposal of the New Solution
	5.1 Conceptual Foundation
	5.2 Overview of the Architecture

	6 Conclusion and Future Work
	Acknowledgment
	References

	Author Index



